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DEVELOPMENT -OF ADVANCED METHODS

FOR PLANNING ELECTRIC ENERGY DISTRIBUTION SYTSTEMS

ABSTRACT

An extensive search has beén made for the idenci-
fication and collection of reports published in the
open literature which describes distribution planning
methods and techniques. In addition, a questiomnaire
has been prepared and sent to a large number of elec~-
cric power utilicy companies. Also, a large number of
these companies were visited and/or their distribution
planners interviewed for the identification and de-

cription cf distribution svstem pianning mechods and

techniques used dv these electric power utility compan-~:

ies and other commercial entities.’ . .
As a first scep, it was necessary to determine the
present scope of computer applications in distribution
syscem planning within the power ucility industyy.
Through the Oklanoma Gas and Elsctric Company and con-
sultants on this projecc, many compucer‘programs that
could be used as z.part cf the system planning were.
gathered. The need for large scale analvsis as well as
information zetrieval and display in' choosing the best
alternative required an interacctive problem sclving
eavironment, dased on a data base management systam and
a library of application programs, with an analytical
capabilicy thac is far bevond the convencional algzo-
vithms. This interaccive environment: provides i neces-
sarv man~machine interface to initiace any program thac
exists in the Library.
dowever. the developed interactcive design seeks to
do more than just achieve a superficial compatibility
among the individual programs. Rather. what is sougne
is truly a system of harmoniously functioning par:s
winich assist the human nlanner. The system consists of
three major elements: (1) a collection-of planning
programs with capabilities similar to those describad
previcusly, (2) a database suocvorting the:input-outsut
raguirements of these prozrams. and (3) a zeneralized
2TwoTk. ' . : .
The information basis fcr che system .is the data-
sse. The database is logically organized as a rela-
ticnal database ian which the atcributes are identifiers
‘zaken from a finite set Ay, Ag,...,d,. Each A; has as-
sociated with it a setc of vaives called domain, written
as dom(As). A relacion on the set of attributes, R(Ay,.
A2...,44) is a subset of the Cartesian product

dom(4,) x dom(A7j X .. X dom(An):
1 2 .
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An element of this subset (a., 7,...aﬂ) is called a
tuole. A relation may be 51mple visuvalized as a tabie
of rows and colums. The rows represent tuples while
columns represent the values of a particular attribuce
contained in the ‘relation. A database consists of one
or more relations. Kevs are attribute values which
uniquely specify tuples.

.The-permissible operations on relations are the
operations on sets familiar frcm set cheory plus sever-
al additional ones. Operations oun the data base ara
performed by the Data Base Management Svstam {DBMS).
These operations are diracted as the user level bv a
language similar to the relational algebra of Codd.

The operations of importance found in the relacional
algebra which are not normally part of set theory are
selection, projection, and join commands.

The collection of algorithms suitabie for implemen-
cation on a digital computer, which maintain the network
model and allow a designer to work interactively with
it, are divided into three classes. An overseer called
the shell, which processes the planner's dcemands, pro-
viding his access to a number of problem solving pro-
grams, a network editor, which allcws tha planner to
create and modify networks using concepts and commands
natural to the subjiect, and finally, a data base manage-
ment svscem which mainzains.the data dase. Wwhilile the
rature,
seiected f{eatures of the Distribucicn Sysctem ?lanning
Model nave been implemented. This implementation pro-
vides a validity check of the notions and abstractiomns
comprising the DSPM.

In addicion, the distribucion systems planning mo-
dels have been reviewed .and a set of new mixed-inceger
programming models have been developed Zor the optimal
expansion of the distribution systems. The models
help the planner to select: (1) optimum substation
locations; (2) optimum substation expansions; (3) opti-
aum substation transformer sizes; (4) optimum load
transters between substations; (3) optinum fzeder
routes and-sizes subject-to a sec of specified com-
straints. The models permit Iollowing existing right-
of -wavs and avoid areas wnere feeders and subscations
cannot -pe constructad. The results of computer runs
were analyzed for adequacy in serving projectad ioads
limits for both normal and emergency

operacion.
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EXECUTIVE SUMMARY

The overall goal of this research project was the
conceptual design of an interactive distribution pian-
ning model for an electric power supply system. In
order ro reach this overall goal, the contractor was
required to perform the following tasks:

TASK A

The contractor should assess the present state-of-
the~art, in theory and praccice, of electrical energy
distribution system planning and analysis methods.

This assessment snall include:

1. The identification and collection of reports
published in the literature which describe
distribution planning methods and techniques.
For those techniques which are judged by the
contractor to be of an advanced or unique na-
ture and wnich have been coded for use of di-
gital computer programs and their operating
and data raquirements.

2. To the extent possible, the identification and
description of distribution planning mechods
and techniques in use by.electric utilities
and other commercial entitites.

3. The development of a classification system for
discribucion planning and analysis techniques
and models which recognize wide range of func-
tions performed by these techniques and mo-
deis, data requirements and where digital com-
puter codes exist their input/output require=-
ments. Using this system, the contractor '
ghall classify those zachniques and models
identified in tasks Al and aA2.

TASK B

The contractor must develop specifications for mo-
dels which are required in the distributisn system
oplanning and analvsis process and shall develop speci-
fications for and a proctotype cf a data base sufficient
to support such models. This task shall include:

1. The development of criceria for assessing the
degree ro which existing models meet the spe-
zificacions developed;

()

The analysis of models identified in tasks al
and A2.

3. A characterizzcion of the coaditions under
which zhe models identified in casks Al and
A2 are solvatle.

3. The identification of discribution desizm
techniques used in practice.

5. The identificacion and cataloging of planning
objectives, concepts and conscraints accepted
in practice.

6. The selection of planning and analysis con-
cepcs and metheds which form the core of eiii-
cienc distribution planning mechodologies.

7. The determination of the extent to which
existing digital computer programs implement-
ing the concepcs and methods identified in 26
are software compatible.

8. The selection of a set of existing srograms
which best meer the need of the distribution
-

planning methodologies and ara sufiiciently

software compatible fo permit use on this pro-
ject.

9. The analysis of the data requirements of all
phases of clhie distribucion planning orocess.

10. The conceptual design of a data base suzfi-
cient to meet the data requirements of the
distribution planning methodologies developed;

11. A detailed design of the daca base character-
ized in 310.

—
r

The implementation of data base on a modern
digital computer in a manner which maximized
the transportability of the daca and related
software and is compatible with other software
used in the planning methodologies;

13. The evaluation of the distribition planning
methodologies developed by the contractor in-
cluding the effects of major assumptions in
the models and techniques and the amount of
effort and cost required to expand che imple-
mented software package into a production
grade program.

Analysis of the literature, incerviews with utili-
ty engineers and discussions by the research team nave
determined that the following functions must be per-
formed by an integrated interactive distribution plan-
ning system based on deterministic data. The funccion-
al compounents of a complete interactive distribution
planning system, as shown in Figurs 1, are:

1. A distribution planning data base with an or-
ganization induced by models and calculacions
wnich use the data.

2. A data base manageternt system €d organize the

. data, add to it, take data our, perform quality
checks, and recrieve dara for operatinz wmo-
dules.

3. A network editcr module to create electrical
necwork representations at the command of cthe
planner from the data base or from the plans
generated by the plan generator.

4. A paramerer construction module which wiil cai-
culate the parameters for analysis and opcimi-~
zation programs from the data contained in the
data base.

S. An analysis module which will evaluate the
planned network according to standard analyses
such as reliability, voltage performance, eZc.
as well as subjective evaluations by the plan-
ner.

6. an efficiency evaluation module which will take
analytical results from the analysis module
and compute the efficiency of plans according
zo each objective defined in the design of the
systam.

7. A plan generator module. This module will
either incake plans generated by the plarmner or
create plans by means of an optimizacion model.

8. An evaluation model which contains a general
objective function taking into account all of
the objectives which will evaluate plans gea-
erated by the planner and optimization model if
mora than onme plan is created.

9. A master program called the shell which will
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Figure 1

coordinate ché above zight modules at the be-  "models change and canaot be updated aucomacically with
hest of che planner and display the results ' - changes in raw-'data such as cost of conductors without
at -any stage of the operaticn. : ’ additional computations. The dest design then for the
. ) ’ . . . total system.'is to have a parameter computation func-
The preceding is a lisc-of the nine functions = - +ion which uses the base data in cthe data base. The
which comprise che-desigzn of an interaccive distribus - ‘data base needs to be kept npdated aad thus when 3 mo-
tion planning system. The operation of this svstem. is del is to run, a péramecer construction module is nec-
the cognitive function of the "human” distribucion essatry to compute the required parameters which are up-
olanner. A functien is defined here as a svstem ale- " daced.’ ' D . ..
ment which ""generactes” .a specific sec of outputs, for - The ‘ollowing exampies can be given to explain
a given spécific sec of inpuCts, according to a ‘ziven .. this point. - Tor 2xample, feeder power loss curves are
sat of rules. e o ""among the very important paramecers in che general op-
" Some of these functions are .explained in greatér timization models. The data dbase must contain as basic .
details in the individual rask reports. However, some } daca the present costs of power, carrying charge rates,
of them are nct included ia the given tasks, and, thers the present line impedances of exiscting network arcs,
fore, must »e included here. ’ ' taking into the account conductor sizes and loads, and
Right ac che beginning of the rasearch it became possible:voltage levels, Another example is the cost
apparent that the data dase connoC contain direct data of incremental capacity additions. Thev are also Im-

elements Ior tne models, since these elements change as porzant parametars and: constructad from the present

3V




basic data on transformers, labor charges; cost of con-
ductors, additional equipment, and hardware required;
present transformer sizes of those transformers in
place and/or available in inventory; other locations in
the system where a "traded out" transformer can be
used. A subprogram using this present raw data can
compute the incremental capacity costs for sach substa-
tion. Further, the power loss curves can be computed
at a given voltage level by a subprogram ugsing engi-
neering economy formulas which outputs the results in a
format which can be directly usable in the optimization
models. TFor example, in the case of convex approxima-
tion, the results will Ye a series of slopes based on

a preset number of grid approximacions. As a further
example, demand values must be aggregated based on a
given grid approximation of the problem from the raw
data set of demands at each coordinate. Of course, the

fixed costs of conductor installations amust be computed

from the length of the feeder (network arc), conductor
size, present cost of conductor per unit distance,
costs of pole type selected and other hardware, and
present labor costs with present estimates of installa-
tion time.

Function six and eight evolved from interviews
with the distribution system planners. In general, the
lowest cost plan is not always chosen and therefore the
cost itself is not a prime determinant. The interviews
with discribution svstem planners provided the detailed
information in terms of the planning objectives and
constraints, which are given in task 8.3, that must be
taken into account. These objectives and constraints
force a multi-criteria evaluation to he a part of the
functions of che inctegrated planning svstem.

A survey of the curreat literacure indicates that
the basic concept formulated by Churchman, et all, is
5cill the basis Ior solving multi-objective decision
problems. Goal programming, paretd optimalicy, utilicy
theory, and the basic procedure suggested by Churchman
is currently in use ctoday.

Both goal programming and pareto optimality ap~-
croaches were rejected because it would require che
planner to reformulate linear programming problems if
his objectives changed and would vioiate simpiicity re-
quirements on optimization approaches. The user is aot
2xpected to be an expert in mathematical orogramming.
in addition, these approaches do not oifer any valuable
2ain ir accuracyof decision in the type of problem ac-
dressed. The basic procedure as suggested by Churchman
is:

1., State clearly independent and mutually exclu~
sive objectives.

Order the objectives.

Weight the objectives.

State clear measures of actaianment of the ob-
jective by means of efficiency curves.

LAV (5 ]

The third step can be done by a decision tree ap-
proach suggested by Churchman or by a more elegant ap-
proach suggested by Saaty~ im 1977. The Saaty approach,
aithough it was attractive, was not used because sub-
jective preference assessments must still be made which
require some additional subprograms to compute eigen
values and again chere is no demonstratad superiority
in decision accuracvy. The Churchman method, on the
other hand, is simple and gives the user a concrol over
che process. The Saaty process was cested by the re-
search staff to check its performanca.

The efficiency curves are deveioped by -he Church-
man aethod also racher than following a ucility ap-

1 . . -
“Churchman, C.W., R.L. Ackoff, and E.L. Amoff,
Introduction to Overations Research, New York: John

Wilev & Sons, Iac., 1957

“Saaty, L.L., "A Scaling Mechod Zor ®viorities in-
dierarchical Structures", journal of Mathemacical
?sychology, Vel. 13, June 1977, 0. 234-231.

w

oroach. _The utility curve approach is demonstrated by
Crawford”, et al in 1978 but no advantage to using this
more complex method was shown. Bammi“, in 1979, provi-
ded a typical example that simple approaches are still
very successtful in both weighting and efficiency calcu~
lations. A summary of the details of the multi-
objective evaluacion process suggested by the research
team is given in Appendix E along with the results of a
trial run at 0G & E.

The functions six and eight require subprograms to
allow the planner to construct the efficiency curve for
a given measure using either exponential, parabolic or
straight line curves and then subprograms to compute
efficiency from given values of the measure which are
either computed by ocher programs or input by the plan-
ner. Other subprograms are required to allow the plan-
aer to determine the weights.

This leads to function seven. In tasks 8.6-B.13,
a detailed description of the subprogram function which
will represent a preseat or proposed distribution sys-
tem network with appropriately defined nodes and arcs
is described. This function will allow a planner to
construct a provosed distribution plan of his own de-
sign which can be analyzed by the analysis module and
then an overall evaluation computed bv functions six
and eight. ’

Function seven would also require a subprogram
which will construct the mathematical optimization mo-
del, obtain its parameters from the parameter module
and then allow the planner to input starcting solutions
and advanced trial solutions to speed the proof of the
optimalicy. The key to che design here is the plan-
ners control of the representation. The planner must
be able to indicate possible feeder routes, subscation
locations, the number of ;onduccor size possibilities,
limit che number of incremencal capacities considered,
and set routes wnere reconductoring might be beneficial
The optimization model must be constructed off the sudb-
set of the total aumber of possibilities indicated by
the planner. This would impose a strong requirement on
function nine. The planner must be able to interject
at any step of the process and control the action step
by step.

Implementation of this system would require a
large number of subprograms to be written with several
large master programs with the capacity to fif in new
subprograms at will. However, each individual program
called for by the nine functions can be done with pre=-
sent computer technology and =ach computation can be
accomplished with methods known today. The only limit
in some cases is the size of the planning problem ex-
cept in one model. These limits are deait with in task
B8.3. The appropriate optimization models are described
in Task 8.6 and a model which requires new solucion
techniques is evplained.

Conclusions

The preliminary results of a research effort to
apply che lacest technology to the problem of energy
distribution system planning has been described. The
approach is a systems approach, characterized by an ac-
tempt to see the system of a network or directed graph,
the vertices of which are described bv a number of
parameters which bind each vertex to a physical compo-
nent Or collection of physical components constituting
the distribution system. Just as the network model

JCrawfard, J.M., 3.C. Huntzinger, and C.W.
Kirchwood, '"Multi-objective Decision Analysis for
Transmission Conductor Selection', The Institute of
Management Sciences, Yol. 24, No. 15, Dec. 1978, pp.
1700-1710.

4Bammi, D. and D. 3ammi, "Development of a
Ccmprehensive Land Use ?lan bv Means of a Multiple
Objeccive Mathematical Programming Model”, Interfaces,
Yol. 9, Mo. 2, Parr 2, Feb. 1979, pp. 30-04«.




unifies the conceptual view of the distribucion syscen,
a relational data base model unifies presentations of
all pertinent data, including that data representing
the network model.

The collection of algorithms suicable for imple-
mencation on a digital computer, which maintain cthe
network model and allow a designer to work interac-
tively with it, are divided into three classes. an
overseer called the shell, which processes the plan-
ner's demands, providing his access to a number of.
problem solving programs, a network editor, which al-~
lows the planner to create and modify networks using
concepts and commands natural to the subject, and fi-
nally, a data base management system which maintains
the data base. While the end result of the research

eraanun&
? /sumy |
(A I’/ /

is conceptual in nacure, selected features of the
Distribution System Planning Model have been implemen-
ted. This implementation provides a validity check of
the nocions and abstractions comprising the DSPM.

Figure 2 and 3 displav graonically the tasks .
which the contractor agreed to perform. These tasks
are shown as a part of an overall set of tasks that
«@ill result in an operating inceractive discribucion
planning system. Task blocks encased in solid lines
represent the casks of this project. The crosshatch-
ing represents the completion of the task.

In addition to the tasks required in the work
statement, considerable progress has been made toward
the prototvpe distribution planning system as is indi-~
cated by the dashed blocks partially crosshatched in
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Figure 3. This prototvpe system is described Dy the
aine functionali elements presenced in che axecutive
summary plus cask reports B.6, 3.12, and B.13.

As a result of the research nerformed under tasks
3.12 and 8.13, some progress has been made toward the

w

implementation of a arocotype aistribucion planning
svstam. The dlocks eatirely closed bv the docted
lines represent che research efforts which require the
results of the present project but which currencly lia
outside the scope of this projecc.



TASK A.l:

TASK A.l(a): LITERATURE SURVEY

An extensive search has beer made for the idenci-~
fication of papers and reports published in the open
literacure which describe the distribucion planning
methods and techniques. The bibliograpny is included
at the end of this report. References have been sel-
ected which deal predominantly with the distribution
system. Emphasis is placed on references which illus-
trate practical as well as theoretical applicacions of
distribution system planning techniques. The listing
of the titles is subdivided into chree sections,
namely; (1) analyses, (2) models, (3) techniques,
depending upon the general substance of each article.
However, a ticle mav be listed in more than one sec-
tion if che paper covers material cthat can be included
in various sections.

The entries in each section are listed in alpha-
betical order. The last name of the first order
author determines the alphabetical position. Only the
more readily available foreign publications are inclu-
ded. A list of the periodicals which have been cited
and their place of publication is given following the
bibliography.

TASK A.1(b): THE COLLECTION AND EXAMINATION CF
SELECTED COMPUTER PROGRAMS
Introduction

A questionnaire has been prepared and sent to a
large number of electric power utility companies.
Also, a large number of these companies were visited
and their distribution planners interviewed by the
authors for the identificacion and description of
distribucion system planning methods and techniques
used by these electric power utility companies and
other commercial entities. The information gathered
from the interviews will be reported in the future.

The Computer Programs Used for Disctribution Svstem

2lanning

Today, many electric disctribution system planners
in the industry utilize computer programs, usually
based on ad hoc tachniques, such as load flow programs,
radial or loop icad flow programs, short circuit and
faulet current calculation programs, voltage drop cal-
culation programs, and total system impedance calcu-
lation programs, as well as other tools such as load
forecasting, voltage regulation, regulator setting,
capacitor planning, reliability and optimal siting and
sizing algorithms, ecc. However, in general, the over-
all concept of using the output of each program as in-
put for the next program is generally not in use. Of
course, the computers do perform calculations more
expeditiously than other methods and free the discri-
bution engineer from detailed work. The engineer can
then spend nis time reviewing results of the calcula-
tions, rather than actually making them. Nevertheless,
there is no substitute for engineering judgment, based
on adequate planning at every stage of the development
of power svstems, regardless of how calculations are
made. In general, the use of these tools and their
bearing on the system design is based purely on the
discretion of the planner and overall company operating
policy.

Collection and Examination of Selected Computer Program

In order to determine the present scope of compu-
cer applications in distribution system planning within
the power industry, a large number of electrical power
utility companies as well as other sources have been

THE SURVEY OF LITERATURE AND EXISTING COMPUTER PROGRAMS

contacted, In addition, the 1976 and 1977 editioms of
the ""Computer Program Availability Reports" of the
Edison Electric Institute (EEI) have been screened.
The EEI reports list computer programs possessed by
each of che member companies and which are readily
available to any other member company on raquest.
Through the Oklahoma Gas and Electric (OGSE)
Company and consultants of this project, many computer
programs that could be used in distribucion system
planning were gathered. Some additional informacion
about the use of each computer program was also obtain-
ed. This ranged from simple input/output requirzments
to detailed user's manuals. Of the 28 programs thus
gathered, 16 performed circuit analysis. Although
analysis itself is not planning, these programs are
still of incerest since any proposed system alternacive
must be analyzed to assure that requirements are satis-
fied. However, some of the analysis programs received
offer a limited planning capability in the form of
capacitor application or load growth. The analysis
programs are compared in Table !. Also, some addition-
al information and the input/output requirements of the
selected programs are given in Sections A.2 and A.3(b).
Even though most of the entries are self-explanatory,
the following additional comments are pertinent:

a) Most programs assumed balanced three phase
conditions; only three programs treated unbalanced
cases.

b) Two programs provided the opcion of inserting
impedances in the fault path before calculating
fault currents. .

c) Six programs provided losses for each line and
the total system while three programs provided
only for some form of total syscem.

d) Obviously, capacitor planning could be done

in a primitive way with any analysis program
simply by altering the input data to include,
exclude or move capacitors. The difficulty of the
task would depend on the method of providing input
data. Those programs noted as providing capacitor
nslanning "bv modifying input data" are che ones
which claimed capacitor planning capability in
their documentation and altered the input data to
accomplish it.

e) Oae program provided a very elegant and
comprehensive treatment of load growth. It
allowed specification of different growth rates

at four different levels of the system, namely:
substation, feeder, any lines, and any nodes.
These rates could then themselves be changed from
year to yvear,

f) The programs all make some use of direct
access storage, mostly to preserve cable and device
characteristics and system descripction files.
dowever, some of the programs build arravs on a
disk for processing; thus the problem size im this
cagse is limited only by the amount of disk space
provided.

g) Finally, there is only one program which can
handle a loop or network system, the rest of the
programs are restricted to only radial systems.

The other eleven computer programs collected are
so diverse in application that comparison would be
meaningless. - Instead, the following brief descriptions
are provided:

s

This program uses load density on a grid basis to
optimize location of a new substacion among existing
substactions. It assigns load to new and existing sub-
stations. IBM 370/145, 100k memory is required. Lt is




Table 1. A Performance Summary of Collected Distribution System Analvsis Programs
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simple but could be very useful in planning. loads. It then selects transformer sizes for grounded

P8

It can be used as a distribution transformer load
management (TLM) tool. It extracts demand data irom
customer account record through account number. This
program provides input data for analysis program P7.
IBM 370/158, 100K memory is required.

29

This program calculates overloadability of large
pad-mount ctransformers as a function of ambient temp-
erature and allowable loss of life. IBM 370/158, 100K
memory 1is required. It could have limited application
in planning.

210

It generates loading and unbalance tables for
different combinations of single phase and three-pnase

~1

Y-ungrounded Y transformers. IBM 370/138, 100K memory

is required.

la*
—
—

It is the same as P10 except it is for open Y-
open & and open & - open A traansformers.

g
w

1

This program calculates the economic loading of
pole-mounted transformers. I3M 370/158, 192K memory
{s required.

P17

Ic is for distribucion reliabilityv amalysis. The
program quantitatively compares the performance of
distribution circuits for various alternatives. [I3M
370/165, 96K memory is required. It cculd be very
helpful in evaluating a proposed circuit configuration.



This program selects the most economical conductor
for a distribucion feeder, considering initial costs,
maintenance costs, capitalization costs and losses
throughout the expected iife of the feeder. 1IBM 370/
145. It appears to be a very useful program.

221

It calculates and predicts loads on a substation
transformer and up to six associated circuits. IBM
1800, 24K memory is required. It has limited useful-
ness. The same functions could be accomplished within
other analysis programs.

It calculates the size and number of substations
required for a rural system. Its output includes
feeder lengths, and loading and total costs.

g

S

This program uses system analysis techniques to
optimize expansion of an interconnected system of dis-
tribuction subscations. IBM 1130, 150K memory is re-
quired. The present data input technique of the pro-
gram is very much company oriented. It would be a
valuable planning tool if modified for more general
use.




TASK A.2:

THE IDENTIFICATION AND DESCRIPTION OF DISTRIBUTION PLANNING METHODS

AND TECHNIQUES IN USE BY ELECTRIC UTILITIES AND OTHER COMMERCIAL ENTITIES

Introduction

In 1953, an Edison Electric Institute subcom-
mittee made the following definition of systems plan-
ning: |

"System planning is the preparation of a rational
program for the development of an electric power sys-
tem, so that it can evoive in an orderly and economic
manner. It includes forecasting and analyzing loads,
rationalizing standards of service, anticipating trends
in equipment design and coordinating the various ele-
ments of the system into a well-designed wnole; it is
particularly concerned with plans for changes and
additions to generation, transmission, substations
and distribution facilities. It is not concerned with
the problems of day-to-dav operation or design except
to the extent that those problems affect future system
development. Briefly, electric system planning 1is
the process of determining when, in order to assure
adequate electric servige at minimum average annual
cost to the community."*'

This definition has been widely accepted within
the planning community. Long-range planning provides
a conceptual framework to support each phase of future
system expansion. Thus an orderly system development
may be realized with each addition being an integral
part of the future system. Effective long-range plan-
ning cannot bSe performed independently on separate
rarts of che system since changes in one part can in-
fluence requirements of another part. In short, long-
range pianning helps co:

*Identify the future system requirements.

*Define the system constraints.

*Define the possible planning altermatives.

*Evaluate each planning alternative.

*Define the optimum long-range system config-

uration.

Dillard and Seis2 concluded that system planaing
is necessary because syvstems grow. Ia any system,
thera comes a time when axistiag capacity is not
sufficient to meet the future demand with an adequate
margin for emergencv situations. Therefore, the sys-
tem planner must anticipate the future in such a way
that service reliabilitv is maintained with minimum
revenue requirements. Planning in the presenc which
does not lead to a near optimum trade-off bHetween these
competing factors will create highly undesirable situ-
ations in the future.

Thus, system planning is essential to assure that
the growing demand Ior electricity can be satisfied by
distribution system additiens which are both techni-
cally adequate and reasonably economical. Even though
considerable work has been done in the past omn the
application of some type of automation concent to
3eneration and transmission system planning, its appli-
cation to distribution system planning nas unfortunate-
ly been somewhat neglected. In the future, more so
than in the past, 2lectric utilities will need a ‘fastc
and economical planning tool to evaluate the conse-
quences of diffarent proposed alternatives and their
‘impact on the rest of che system to provide the necess-
ary economical, reliable and safe electric energy to

lAIEE Committee Report, "Svstem Planning Practi-
ces,"” ALEE Transactions, °t. III (PAS), Vol. 74, Oct.
1955, pp. 896-900.

2J.K. Dillard and H4.X. Sels, "in Iatroduction to
the Study of Svstem P?lanning 5v Operational Gaming
Models," AIEE Transactions, Pr. III (PAS), Vol. 78,
December 1959, pp. 1284-1290.

consumers.

The objective of distribution system planning is
to assure that the growing demand for electricity, in
terms of increasing growth rates and high load densi-
ties, can be satisfied in an optimum way by additional
distribution systems, from the secondary conducters
through the bulk power substations, which are both
technically adequate and reasonably economical. all
these factors and others, 2.g., the scarcity of avail-
able land in urban areas and ecological consideracions,
can put the problem of optimal distribution systems
planning beyond the resolving power of the unaided
human mind. Distribution system planners must deter-
mine the load magnitude and its geographic location.
Then the distribucion substations must be placed and
sized in such a way as to serve the load at maximum
cost effectiveness by minimizing feeder losses and
construction costs, while considering the constraints
of service reliability.

In the past, the planning for the other portions
of the electric power supply svstem and distribucrion
system frequently has been authorized at the company
division level without review of or coordinacion with
long range plans. As a result of the increasing costs
of energy, equipment and labor, better system planning
through use of efficient planning methods and techniques
is inevitable and important. The distribution system
is particularly important to an electric utility for
two teasons: (1) its close proximity to the ultimate
customer, and (2) 1its nigh investment cost. Since the
distribution sysctem of a power supply svstem is the
closest one to the customer, its failures aifect cus-
tomer service more directly than, for example, failures
on the transmission and generating svstems, which
usually do not cause customer service interruptions.

Therefore, distribution system planning starts at
the customer level. The demand, cype, load factor and
other customer load characteristics dictate the type of
distribution system required. Occe the customer loads
are determined, thev are grouped for service from
secondary lines connected to distribution transformers
that step down from primarv voltage. The distribution
transformer loads are then combined to determine the
demands on the orimary distribution system. The prima-
ry distribution system loads are then assigned to sub-
stations that step down from transmission voltage. The
distribution svstem loads, in turn, determine the size
and location, or siting, of the substations as well as
the routing and capacity of the associated transmission
iines. Ia other words, each step in the process pro-
vides input for the step that follows.

Table 2 shows some of the power supply system
components and factors wnich need to be considered in
distribution system planning. Discribution system
slanning must not only take into consideration substa-
tion siting, sizing, number of feeders to be served,
voltage levels, and type and size of the service area,
but also the coordination of overall subtransmission,
and even transmission planning efforts, in order to
insure the most reliable and cost effective system
design. The subtransmission system includes the major
supply of bulk stations, subtransmission lines from
rhe stations to distribution substations and che high
voltage portion of the discribution substations. Of
course, the expected reliability of the system design
that supplies the customer, has an immense etffect on
the cost of serving the customer.

In current practice, used by most of the utilicy
systems planning departments, the planning engineer
partitions cthe total distribution system planaing prob-
lem into a ser of subproblems which can be nandled by
using available, usually ad hoc, methods and techniques.



Table 2. Power Supply System Components and Factors Affecting che Distri-

bution System Planning

POWER SYSTEM COMPONENTS

FACTORS

Bulk Power
Supply System

*Number of Bulk Stations
*Location of Bulk Statious
*Size of Bulk Stations

Subtransmission
Svstem

*Subtransmission Voltage
*Radial or Loop System
*Economical Conductor Size
#Number of Subs Per Group
*Line Layout to Serve Varilous
. Groups

Substations

*Service Area

*Size of Substations
*Number of Substatiouns
*,ocation of Substations

Discribution
System

Primary
System

‘PRIMARY MAIN FEEDERS

*Conductor Size
*Length

VA Rating
*Voltage Level

EXPRESS FEEDERS

*Conductor Size
*Length

*k VA Rating
*Yoltage Level

PRIMARY LATERALS

*Conductor Size

*Length

% VA Rating

*Yolrage Level

*Number of Distribution
Transformers Per Lateral

CAPACITORS

VA Per Teeder

Secondarv
System

*Conductor Size
*Number of Customers :
*Transformer Size ;

The pianner, in the absence of accepted planning tech-
niques, may restate the problem as an attempt to mini-
mize the cost of subtransmission, substations, feeders,
iacerals, etc., and zhe cost of losses. In this pro-
cess, nowever, ne 1is usually restricted by permissable
voltage values, voltage dips, etc., as well as service
continuity and reliability. In pursuing these objec-
zives, the planner ultimately has a significant influ-
ence on additions to and/or modifications of the sub-
cransmission network, locations and sizes of substa-
tions, service areas of substations, location of
Yreakers and switches, sizes of feeders and laterals,
voltage levels and voltage droos in the svstem, the
location of capacitors and voltage regulators, and

the loading of transformers and ifeeders. There are,
of course, some factors that need to be considered
such as transformer impedances, insulation levels,
availapility of spare transformers and mobile sub-
stations, dispatch of generation, and races charged to
customers. Turther information is given in Section
B.4.

The Present Computer doplications

®

Figure % shows a basic functional bSlock diagram
of a tvpical distribution svstem planning process chat

is followed currently bv the utilities. The process can
be repeatad for each vear of a long-range, ¢.3., 5-10
vear, planning period. However, in the development of
this diagram, no attempt has been made to represent the
slanning procedure of any one of the companies speci-
fically, but racher to outline, roughly, a typical
planning process. Further information is prasented in
Section B.4.

Today, many electric distribution system planners
in the industry utilize computer programs, usually
based on ad hoc techniques, such as load flow programs,
radial or loop load flow diagrams, short circuit and
fault current calculation programs, voltage drop calcu-
lation programs, and total system impedance calculation
programs, as well as other tools such as load forecas-

ting, voltage regulation, regulator setting, capacitor

planning, reliabilitv and optimal siting and sizing
algorithms, atc. However, in general, the overall con-
cept of using the output of each program as input for
the next program is generally not in use. Of course,
the computers do perform calculacions more expeditiously
than other methods and free the distribution engineer
from detailed work. The engineer can then spend his
time reviewing results of the calculations, rather than
actuallyv making them.

In order to give a becrter idea about the usage of
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the 3elected and Examined Computer P“ograms

" NORTHEAST UTILITIES SERVICE CO.

"supplied.

Transformer impedance;

with the EEI catalog number and the source

I13M 370/
138

Conductor impedances; connected %VA; 2F;

DF; exact loads if known; ohase connections:
number of customers: line lenschs, trans-
former impedances and ratings; transformer
connections and ratios; faulc impedances;
motor start xVA (or amps) and PF; load
growth rate and period; capacitor changes.
Fault current at every node, using impedance
supplied above, or zero impedance if none
Flicker voltage-—-two motors
simultaneous start, any aodes.

Load flow: -G voltage each phase, % drop,

kW loss, VAR loss, kW load,
%VAR load, amps, PF, for every
node.

Load growth:. same as above for any 20
future vears or growth rates.

Summary. of loads, losses, caps, max. vol-

tage, min. voltage. -

Interacrive versiom available.

Uses about 900K.

2000 nodes, 1000 tranf./reg.

ATLANTIC CITY ELECTRIC CO.
70/45

inivac Spectra

svstem impedance;
section length; wire tvpes; aumber of
phases; connectad kVA; capacitor switch
type: cap or reg. control limits; ?F; DF;
current limic; %W demand and PF ac load
centers. o
Voltage levels,
(all 3¢. only):

current, kW loss, VAR load;

fault curreats.

None

lowa State University

fadex of —
ZET
Catalog - :
No. Company Tunction
061BHO6 Northeast Utilities Serwvice Company (NUSCO) Analysis
084CDO1L Atlantic Citv Electric Company (ACE) Analvsis
LOOHDO2 Consolidated. Edison Company (Con zd) L " Analysis
126CH01 Central Hudson Gas & Electriec Corp. (CHGSE) Analysis
126CHO2 Central Hudson Gas & Electric Corp. (CHG&E) Substation Location
132HC06 Viagara Mohawk Power Corp. (NMP) Analysis
1398103 . New York State Electric & Gas Corp. (NYSESG) analysis :
139BI04 New York State tlectric & Gas Corp. (NYSE&G) Transformer Load Mgmt.
139FDO1 New York.State Electric & Gas Corp.. (NYSE&G) Transformer Capacity
139FD03 New York State Electric & Gas Corp.' (NYSESG)™ Transformer Loading
139FD0& New York State Electric & Gas- Corp. (NYSESG) Transformer Loading
146HCO2 Rochester Gas & Electric Corp. (RGSE) - Analysis.
196DB02 GPU Services Corp. (GPU) Transformer Loading !
3037D0S Southern Company Services, Inc: (SCS) Analysis
443DBO6 Ohio Edison Company (OE) Analysis
4824818 Detroit Edison Company (DE) Analysis
549GCO3 isconsin Electric Power Company (WEP) " Reliability
549GC05 - Wigconsin Electric Power Coapany (WEP) Analysis
534BG01 Northern -States Power Company (NSP) Analyvsis
731DBO1 Oklanoma Gas & Electric Company (OGSE) Substation Expansion
None Oklahoma Gas‘& Electric Company (OGSE) analysis
P22 741GE03 Public Service Company of Oklahoma (PSO) Analysis
223 None ‘- Public Service Comdany of Oklahoma (PSO) Conductor Size
P24° 96 8BK04 Hawaiian Electric- Company, inc. "(HE) Substation Load
225 96 8BK0O7 Hawaiian. Electcric Company, Inc. (HE). Analysis
026 972DLOS Pacific Power & Light Company (PP&L) ". ' Analysis
P27 None C.H. Guernsey Company . i Economic Secondary System ;
228 ! !

. 1



COMMENTS:

P3
DATA IN:

DATA OUT:

COMMENTS::

P4

DATA IN:

DATA OUT:

COMMENTS:

23

DATA IN:

DATA OUT:

P6
DATA IN:

DATA OUT:

COMMENTS:

P7

DATA IN:

DATA OUT:

COMMENTS:

P8

DATA IN:

DATA OUT:

COMMENTS :

Limitad co 20 branches, 75 loads, 34 only.
CONSOLIDATED EDISON CO. CDC 5000

Cable impedances; branch lengths; load daca;
cap daca (fixed, switched); reactor data.
Transformer kW, kVAR, kVA and PF; static
xVaR; primary and secondarv voltage and
angle; node kW, kVAR, kVA; nec loss; branch
amps and % loading.

.Inceraccive TSO.

Balanced 3¢ assumed.

200 nodes, 99 cable codes.
CENTRAL HUDSON GAS & ELECTRIC CO. IBM 370/
143

Conductor data; span lengths; peak xW; peak
kVAR; regulator and transformer data; sub-
station R and X.

Voltage; short circuit currents; % thermal
loading; losses; regulator settings; peak
loads; off-peak loads.

Assumes balanced 3¢ for load, voltage and SC
calcs, 130 nodes, 3 branches/node.

CENTRAL HUDSON GAS & ELECTRIC CO.
145

Load density by grid coordinates; location
and VA size of existing substations; size
of each new substation; initial guess for
anew location.

Location of all substations; load assigned
each substation; load moment each substacion;
convergence report.

IBM 370/

NIAGARA MOHAWK POWER CO. I3M 370/158
Metered current; full load voltage; lighc
load voltage; demand factor; span lengths;
wire data; disctributed kVA; point kVA;
point CkVA; motor code or starting kVA or
current.

Voltage profile; load kVA; DF; PF; total
losses (MWHR and $); full load regulated

. volts; full load unregulated drop; short

circuit currents 3¢, L-L, L-N faults;
positive and negative sequence R and X;
motor start dip; motor run dip; max. start
current; voltages with compensation.
Assumes bdalanced 3¢.

Load batch, run TSO.

Can alter system by TSO to find best con-
figuration.

NEW YORK STATE ELECTRIC & GAS CO.
370/158

Substation metered load; wire data; on/off
peak kW, kVAR at nodes (can be extracted
from TLM £ile); cap kVAR: number of custo-

IBM S/

. 2ers; connection; regulator data; booster

data; transformer daca; substation data.

On peak voltages; off peak voltages; on
peak load; orf peak load; l¢ assignment for
best balance; balance conditions; 3¢, L-i,
and L-G fauit current; thermal loading

3000 nodes, 10 regulators.

Assumes balanced 3¢ for load .and voltage

cales. Method of data entry seems improper.
NEW YORK STATE ELECTRIC & GAS CO. I3M s/
370/158

Line number; pole number; transf. code;

substation code.
Individual customer list--demand; Summary
list (each line is one complete secondarv);
diversified and non-diversified demands in
kW and kVAR; percent loading on peak, off
peak; statistical summary.

Extracts demand data from customer account

12

P9

DATA IN:

DATA OUT:

P10

DATA IN:

DATA OUT:

COMMENTS:

Pll

DATA IN:

DATA OUT:

COMMENTS:

P12
DATA IN:
DATA OUT:

COMMENTS:

P13
DATA 1IN:

DATA OUT:

Pls

DATA IN:

DATA OUT:
COMMENTS :

P15
DATA IN:

DATA OUT:

COMMENTS :

P16

record through account aumber.

NEW YORK STATE ELECTRIC & GAS CO.
370/158

Temperature tables--include hottest tempera-
ture permitted (hot-spot); transformer
cthermal data (comprehensive description).
Overloadability of large pad-mounted trans-
former.

IBM S/

NEW YORK STATE ELECTRIC & GAS CO.
370/158

Secondary voltage; service conductor length;
1o and 34 load power factors.

Generates loading and umbalance table for
different combinations of 19 and 3¢ load.
Transformer sizes for above.

Grounded Y-ungrounded Y transformers.

IBM S/

NEW YORK STATE ELECTRIC & GAS CO. IBM S/
370/158

Secondary voltage; service conductor length;
16 and 3¢ load power factors.

Generator loading and unbalance chart for
different combinations of l¢ and 3¢ load.
Transformer sizes for above. Gives real

and reactive load.

Open Y-open 4 or open 4 ~ open 3 trans-
formers.

ROCHESTER GAS & ELECTRIC CO.
(Details unknown.)

14, 29 and 3¢ voltage drop.
Includes regulators, capacitors, ratio banks.
Table look-up for wire impedances.

Data may be edited iateractively.

Small program (336 statements).

PDP 10

GPU SERVICES CO. IBM 370/158

Peakload duration; lifetime cost of trans-
former; transformer rating and loss data;
0il temperature data: financial data; load
peak data (hourly).

Economic peak loading summaries for trans-
former under study.

SOUTHERN COMPANY SERVICES, INC. IBM 370/
155

Wire data; span length; wire type; substatiom
voltages: transformer impedances; feeder
voltages; load type; load power factor; load
kW, kVAR; demand factor; estimated loss;
branch fixed or estimated loads; load connec-
tion by phase; PF; DF; line transformer/
regulator impedances; capacitor ratings; load
growth data; inserted fault impedance; motor
start kVA or amps and PF. .

Fault currents; voltage dip; voltage bv
phase; load flow; losses; PF; various summ-
aries and totals.

Very flexible treatment of load growth.
Handles unbalanced systems.

OHIO EDISON CO. IBM 370/145

Conductor size, type, number of phases;
connected distribution cransformer kVA;
connected capacitor xVAR; primary metered
demands.

Also: substation transformer impedance;
system impedance; regulator impedance;
feeder demand and PF, all supplied by a
separate program, also available.

Short circuit current; load; voltage levels;
total impedances.

For planning and protection studies.

DETROLIT EDISON CO. IBM 370/158




DATA IN:

DATA OUT:

COMMENTS:

P17
DATA IN:

DATA OUT:

218

DATA IN:

DATA OUT:

COMMENTS :

P19
DATA 1IN:

DATA OUT:

220

DATA IN:

DATA OUT:
COMMENTS:

DATA OUT:

COMMENTS :

P22
DATA IN:

DATA OUT:

P23
DATA IN:

DATA OUT:

. customer and load.
COMMENTS: *

* NORTHERN STATES POWER €O.
‘Type of feed to substation; -cranstormer

Circuit load; circuit PF; system R and X;:
bus. load; bus load PF; capacitor xVAR;
bus P and Q; line code; line 1engch regu-
lator rating. H - P24
Line kW, VAR, amps and losses, line vol~ DATA IN:
tages; load summarv; total R and X, fault : ’
MVA, and volts drop per 1000 kVA for each
bus; Z bus matrix.

Allows for jumper connections to ano:her
circuit.

200 lines, 100 buses, 10 :egqlators.

WISCONSIN ELECTRIC POWER €O. 1BM 370/165

Outage rate per mile, percent -outages sus- .

tained and average repair time for 20 . P25
different system types (i.e., OH'vs. UG, © DATA 'IN:
number of phases, voltage). oranch, lengthsy

number of customers, kW loads; procectlve

devices; alternate sources.

Frequency and duration oucage lndlces, by

Can be run consecutively with circuit
changes to permit comparison of optionms.
Handles several types- of tuses, breakers
and reclosers.

WISCONSIN ELECTRIC POWER CO. - IBM 370/165

System impedance; substation :ransfo;met‘
impedance and rating; line code and lengths. P26
Symmetric and asymmetric currents for 3o :
and L-G faults; X/R ratios.

200 line sections.

I3 360/65

connections; impedances of feed lines; 3¢ .
and L-G fault MVA available at source buses. .
Fault current and MVA at boch high and low
low sides, for 3¢ and L-G faults. ' P27

’ : : DATA IN:
PUBLIC SERVICE COMPANY OF. OKLAHOMA IBM
370/143
Line configurations; phase-and neutral
conductors; device sizes and types.
Snort circuit raport for fuse coordination.
This data base'is a versatile model of disc-
ribution feeder lines.

HAWAITAN ELECTRIC CO.  I3M 1800 - - P28
Substation transfiormer voltages and ratingsy DATa IN:

" substation power factorj growth rate;. peak

demand «W; circuit and breaker ratings in
amps; circuit power factor and arbwth‘race,.
circuit currents bv dhase; amount of change
in load; compound growth rate.

Substation and circuit loads up o f1ve
future years. :

Limited to six circuits per ;ubstatlon
transformer.

HAWAIIAN EFLECTRIC CO. IBM 1800

Substation transformer impedance ard ratings;
system impedances: current ratings of
secondary bus, disconnect, circuit breaker,
current transformer, and voltage. regulator; :
demand in xVA; current ratings of conductors;
load power factors; span lengths; wire
impedances: connected load; mecered load:
circuit configuration.

Voltage levels; line loads; short circuit '

currents.

PACIFIC. POWER AND LIGHT CO. IBM 370/185
Source impedance; transformer impedance;
circuit ¥VA; circuit configuration; feeder
impedances; line lengths. .

3¢, L-L and L-G fault currents.
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" COMMENTS :

DATA' OUT:

COMMENTS :

DATA' OUT:

COMMENTS :

" DATA IN:

DATA OUT:
COMMENTS.-:

DATA OUT:

COMMENTS :

DATA OUT:
COMMENTS:

Uses Cal-Comp plotter to produce graph of
fault currencs for use in fuse coordination.

C.H. GUERNSEY CO.

Pregent kW; growth rate; existing area size;
total system load levels; costs; impedances;
system. data; power factors .for areas.
Substations required; kVA per substation;
feeder- lengths and loading; feeder comstruc-
tion and loss costs; new substation cosCs.

A planning tool for a rural discribuiton
system; includes up to five transition
points. ’

OKLAHOMA GAS AND éLECTRIC CO. IBM 1130
Substation transformer voltages, rating
and impedance; power factor; conductor

- data; counductor configuration; connectead

cépacitors, transformer, reactor and breaker
daca, line lengths, growth rates; system
data.

Voltage profile: load analysis; capacitor

- placement; regulator placement; thermal

overload flég; fault -currents.
3¢ or individual phase output.
500 line sectiomns.

Variable growth rates.

PUBLIC SEkVICE COMPANY OF OKLAHOMA IBM

' 370/145
‘Cable data;. circuit configuration; projected

demand; cable installation and maintenance
costs; company financial daca.

Most economical conductor selection.
Considers initial costs, maincenance cCoOsts,
capitalization costs and costs of losses for
entire life of conductor.

OKLAHOMA GAS AND ELECTRIC CO. .IBM 1130

Transformer Load Management data; load

growth multiplier; substation expansion
options; substation data.

‘Substation load forecast; optimum system
‘transformer capacity; load transfer for

optimum utilization.
UJses linear analysis and integer programming
techniques. Data input is company peculiar.

1I0WA 'STATE UNIVERSITY IBM 370/158

Load data: .secondary line patterns; trans-
former data; installed costs of tramsformers
and- its hardwares; installed costs of secon-
darv line conductors; installed costs of
service drop; secondary line electrical data;

. service drop eleccrical data; fixed charge

rate; cost of pole, hardware, or secondary
pedestal; cost of unswitched primary voltage
shunt capacitors; distribution transformwer
exciting current; power system investment
cost; etc.

Most economical secondary systems.

The program checks all designs againstc user-

-furnished criteria for conductor ampacity,

voltage drop, motor starting voltage dip,
and maximum allowable overloading of distri-
bution transformers. Only those designs
which are close to the minimum total annual
cost and which also meec all design criteria
are outputed.



THE DEVELOPMENT OF A CLASSIFICATION SYSTEM FOR DISTRIBUTION PLANNING AND ANALYSIS TECANIQUES AND MOD-

THE CLASSIFICATION OF THE
USING THE AFOREMENTIONED CLASSIFICATION SYSTEM

THE IDENTIFICATION AND TABULATION OF

TASK A.3:
ELS WHICH RECOGNIZE WIDE RANGE OF FUNCTIONS PERFORMED 3Y THESE TECHNIQUES AND MODELS, DATA REQUIREMENTS
AND WHERE DIGITAL COMPUTER CODES EXIST THEIR INPUT/OUTPUT REQUIREMENTS.
TECHNIQUES AND MODELS IDENTIFIED IN TASKS A.l AND A.2,

TASK a.3(a): THE DEVELOPMENT OF A CLASSIFICATION SYS- TASK A.3(b):

TEM FOR DISTRIBUTION PLANNING AND ANALY-
SIS TECHNIQUES AND MODELS WHICH RECOG-
NIZE WIDE RANGE OF FUNCTIONS PERFORMED BY
THESE TECHNIQUES AND MODELS

For these tasks a classification system was to be
developed in order to examine the state-of-the-art of

the current literacure addressing electric power dis-
tribution planning models and techniques. Since the
conceptual design being addressed in this report fo-

cused on the total sec of decisions that need to be
integrated, it was clear that the models of the current
literature should be classified by the subsec of plan~
- ning decisions addressed. This would provide to cap- .
ture, at a glance, the focus of a particular model or
. technique. This does not, of course, give any insight
about the approach in terms of the criteria, modeling
approach, solution method, or success in reaching the
stated goals, as they have been described in the reld-
vant literature.
a certain extent, in TASKS 3.1 and B.2.
In general, the developed classification syscem
-has been presented by a 16 x m matrix. Each row of the
macrix represents a specific model or technique identi-
fied by its reference number from the bibliography
which is included at the end of this report. an X in a
given cell of the marrix denotes that the decision of
that row of che matrix is addressed by the paper.
Analysis models such as reiiability and profile
compucacions are not required to be addressed in this
task by definition. The following is a list of the de-
cisions needed to be made in a given distribucion sys=
cem, as defined by the group:
1. The decision of whether a given systam's capa-
city is or is not exceeded.
2. The decision of whether zhe present configura-
tion can or cannot serve the demand.
3. The decision of whether reconductoring is
needed and if needed when it should be done.
The decision of whether or not to change the
primary distribuction voltage and if it is
aeeded when it should be done.
The decision of whether or not to add new cir-
cuits connecting demands and if it is needed
when it should be done.
5. The decision of if, where, and when to rrans-
fer loads,
a) under normal operating condi:tions,
b) wunder emergency operating conditions.
The decision of if and when to upgrade the ra-
ting of a substation by exchanging the exist-
ing transformer with a larger transformer.
8. The decision of when and where to locarte a new
substation.
9. The decision of when and where to add power
factor compensation and how much.

=~

wr

~4

10. The decision of when, where and how many vol-
tage regulators zo place.

1ll. The decision of conduczoi size in circuir add-
ed.

12. The decision of when, where and ac what vol-

: tage to add a feeder line.

13. The decision of what route to gelect for a gi-
ven new f{eeder.

. 14, The decision of the effects of demand increase

on transmission system.

15. The decision of whether underground service is
or is not needed.

16. The decision of whether power losses are or

are not achiaved.

These aspects have been addressed, o

W

INPUT/OUTPUT DATA REQUIREMENTS OF THE
EXISTING OR OBTAINABLE COMPUTER PROGRAMS

The identification and tabulation of imput/output
data requirements of the 28 computer prograts are pre-
sented in Tables 4-19.

THE CLASSTFICATION OF THE TECHNIQUES AND
MODELS WHICH ARE IDENTIFIED IN TASKS a.l
AND A.3

TaSK a.3(e):

The classification of the techniques and models
which are idencified in the previous tasks, in relation
to the list of the fundamental decisions that has been
presented in the section of TASK A.3(a) is given in
Table 20 .




Table 4

INPUT

k3 v4

(5]

rio

(3 0]

k1

P14

(23]

ri6

4K

vy

vly P20 P21

$22 r2) P24

125

P26

P27

P28

Source

Base MVA

Base Voltage
Substa. Bus
Voltuge

Source Pos.Sueq
Res.

Suuruee Pos.
Svy. R

Source Zero
Sciy. Kes.
Suvurce Zuero
Scy. Reac,
foad Power
Factor

Est jmated
Losaes

Supply Clrcuit
Ro.

Suurce Type
Cude

3 Fault HVA
Avail

1.-¢ Faulet MVA
Aviel )

MVA

Kv

Kv

Kv

KV kv

MVA

KV

1 or

HVA

Kv

f

? or

Substation and
Fee

L., Naber
Substation
Name
Substatton
Type
Substat lon
Size
Substat fon

Arcy

Substatlon
Coordinates

New Substation
Location Guess
Hunber of
Substatlony
Predtated Sub-
sta. Capacleie:
Numbers of
Connecting
Substadlons

KVA

MVA




s

o,

Table 5

ROGHAM pl
INPUT

P2

| &}

b4

9

P10 PN

13

PLgy

r1s

P16

P17

P18 P19

P20 P21

#2223

24

o

P2

P26 P27

P28

Substatlon wnd
Feeduer (cont.)

Possible Expan-
ded Substat fon
Capucitices’
Number of
“Possibilitics
New Subscation
Nuwber

~Huw Substation
Nige :

Substatfon’ Aren
Keallucaclon

Mix Allowable
Load Transfer
Custs of Alter-
native Plans
Substacfun’ Pro-
tuctlve Device

HVA

Substation
Capacitor Size

Substatlon
Fired Costs

Subsiutfun-
Variable Costs

SRelay Type

KVAR

* Js/xw

Relay Top

Sctting

Helay Lever

Setting

Current Trans-
© former Raclo -
Substatinn
Conment s

Trausformer
Type Code

Transtormer Siz

Transformer
Impedeace

2R 4K
Y]

MVA

KVA

KVA  MVA

KVA

Transtormer
Force-cooled
Ratlng

KVA

KVA




Table ¢

PROGRAM Pl
INPUT

P2

P

P4

ry

P10

¥

r

P16 115

rte

P17

g Py

P20

P21

P22

P23 P24 P25

P26 P27

P24

Substatfon usnd

feeder (cont.)

Trinsformer Zer
X Loss of LIre
Ravlug

Transforace Oune
2 Loss of Lite
Rating

Hormial High
Side Voltage

Actual Migh
Slde Voloage

Kv

KV Kv

KV

KV

Kva

KVA

Kv

KVA

KVA

KV

KV KV

Nowinal Low
Stde Voliage

Actual Low Stdy
Voltage
Actual ¢-¢
Voltage

Conuection Code

KV

Kv

KV

KV

KV

KV

KV

Newtral
Reactance
Sceondary Bus
Rutlog

Secowdary Bti-
connect Rating
Secondary

Current Travs-
former Ratfng

Ml

AMP

AMP

AMP

Pover Target

Off-bFeak Ratio
On Peak Voltage
OFf Peak
Voltage

MW

Kv
Ky

KVA] HVA KW

Peak Dewand -
Mecered lLoad
Feeder Nomber

Fueder Nami

AMP
/

KVA
/

KW

KVA

HVA by
PUASE

/

Uses Feeder Fi}d
Feeder Data
Record Number
Systen File
Nowe

Data File Hawe
Feeder Kating

Nomins) Feeder
Valuage

KV

KV
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Table 7

[ROCRAM
Neur

p2

[#]

4

[ &

PG

r?

]

r9

ro

Pl

P13

P14 P15

rt6

vy

g vy

r20

(3]

P22

P23

P24 P25

P26 P27 p28

Substat lan and
Foeeder (conc.)

_Actual Fe

L boad Level

.Power Factor

.Factor

Jumper Busses

“Cost of Losses)

Voltage
Starting
Voltage
Feuder Load

Feeder Currents
by Phase

1, KVA
sr AMP

KVA

AMP -

KVA

toad Type Code

Nuwnber of Load:

Min Load Level

~

Area Size,
Arca Load
Feedur Load
Factor
Feeder Power
Factor

Ffeeder Demand
Factor

Supply Puwer
Factor

Peeferred

Load Power

Number of Node

Number of
Fecders

Tle Node

Bus Nuwber

Jumper Circutt
Jumpe} Sub-
stat lon Nuame

Jumper Wirve
Code

Juaper Length
Breaker Ratlog

Reactor Ratingl

Reactor
Inpedance

T /K-
R

Ft

awp

Kv




Table 4

ROGKAM
INPUT

Substation and
Fecder (cont.)

TIM Peak Codes
Map Scale Code
Casc bescriptio
Tape Humber

Distelet Nuobey

Late of bata

Conductor

61

Usus Cable Flle
Code Huwber
Conductor Nume

Conducior Size

Conductor Type
Pos. Secq. Res,
Pos. Suey. Reac.

Zevo Seq. Res.

Zero Seq. Resc
Aapore Capaclty

Installacion
Cosrs

Conductor Fixed
Costs

Ruplacement. Cod
Charglug

Cable Construc~
tion

Thickness of
Sheaf

Pl P3 P4 P18 P22 P23} P26 P27 p28
/
/ / / / / / /
/o / % /
/ /
/
[4
/i l}kfl ft/kYe 4 X /et $fml /i
{t/m1 X/xfe Q/kfc H 1 2/ mi t/mt
st/ mt } 4 X O/wt
/ot 4 T el
AMP AMP  AMP AMP
$/uf $/ul "
} 4
KVAR

Diaeter over
Jacket

Cuble Dismeter
Condult Djsomcte

Nunber Strands

tasulatton
Thicknesy
Number of
Neutrals
Thickuess of
Jacket

Nuuber Neutcal
Straunds

Hushce of Recon
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Table 9

~~LRUGRAN
INFIT

Py r2 [] P4 (3] 6 (4}

19

r1o

r1l

P17

P14

res

(211

P17

ris

PlY

P P21

P22 P23 P24 P25

P26

r27

P28

Hode

Node Number
Branch Humber
fominal Voloage

Exizt Load

Kv KV RV KV
Ky,
KVAR Ky

KV
KN,
KVA

Conncated Load
Metered Load
Constant Load

Peak Load

KVA  KVA Kva KvVaA

KW, KW,

¥W,
KVA

Kva

KW

KVA KvA
KVA KVA

OtE Peak Loud
Firse Load Centd:
Last Load Center

Sonrce Load
Center

T KYAR
KW

~ N

Power Factor
Demand Factor

ewand Capuaclty
Factar

Loss Factor

-~
N NN
-~

load Locattion
Factor

Device Type
Loud Type Code

Transformer Bank
Stze

Capacitor Size
Capacltor Type

Capucltor Block
Slze

# Blocks "ou"

KVAR KVAR KVAR KVAK KVAR

VAR

KVAR

KVAR KVAR
/

KVAR

# Blocks Avallabt
Cost of Fixed
Capacitors

Coust uf Suitched
Capuacitors

Capacitor Manu-
facturer Code

Capacitor Phase
Code

Control Liwlts
Reactor Size
Reactor Tmpedance

Kecloser Size

"5t

KVaK

KVAR

KYA

AMP

AMP KVAR,

AMP AMP
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Table 10

‘RAM
NPUT

b5 r6 2]

9

PO eIl P13 ) P14

ris P16 P17

ris k19

P20 P21

r22 P23 P24 P25

‘Hode (cont.)

Res loser Type
Fuse Size
Switch Sice
Switeh
Configuration

Code

Aup Amp

Load Actlon Cody
Change Identifiy
Date of Change

Desived Load fodl
toad Fluw

v

Estimated Power
toc far
Load Flow

Line Scction
For load Flow

Fiual Puint
Indicator

Pliise Conncction
Nomber Costomer

Voleape Code

Line

Connected Nodey
Tuitial Node
Fluul Node

Node Nawe

Cable Code
Wire Description
Length

Type Cunstruc-
cion

Fe

/7

k Ft ¥Fc
/

4
/

¥t

K Pt
Map AL

M

Mi

Fu

Ft Fc Ft

Nunmber Phases
GMY

Neutral 1ndi-
cator

Grouml Hesis-
tance

/

Exposure
Busired Voltage

Voltage Drup Pe
KVA-Mile X10°
Voltage Limit
Cude

File Line
Nuwbur

100
Fe




Table 11

W Pt k2 k3 pa| s we 7w ] 9 o enr o e13|eis p1s rie 7 feis e19 ez e21 | k22 P23 P24 p25 |26 P27 p28
INeuT

Line (cont.}

TLM Lione and Po) / /
&'y

Contiguration
Cole

Number of v/ 7 v/

Branches

Branching Codes | - ’ / / /

Costomer 1D /
New Castomer Codd /
Distributed Load Kva

Gutage AVG/mile ‘ /

% Sustatued /

Repadr Tiwme Y,
Protectlve / Y
Duvice Code

Branch Containing v
Tnstantancouy
Device

Alternate Source 7

Branch Concaln i vz
Auto lsulating
Switch

Eateral Spacing . Mi

Actlon Code . /

Capacitor/Regu- . %
lator Treatoent
Code

Addicional Dara - /
Code

Humber 1n ’
Parullel

Voltage Kating N kv

Slze KVAL

Years of Ltfe /

Number of lLoad ) /
Fuctors

Nuaber of /
Conductors .

Lucation Factor : 7/

Peak Respou~
sibilicy 4
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ROCRAM
inpue

Pl

1 3

%] P4

"y

(R}

(4}

P13

Pl4

P15

P16

rt?

rg

¥19

P20

Pzl

P22

P23

P24

P25

P26

P27 P28

f.ine (cont.)

Re ve Fuctor
Hap Scale

Stepup/hown
Transformer or
Regulacor

Traosformer ID
Rating

Ty
lTwpedance

KVA

KVA  Kva

KvA

Kva

KVA

Pos. Suq. Res.
Pos. Se¢q. HReac.
Zero Seq. Res.

Zera S¢q. Reac.

LI TR T

Connectlon
Fixed Ratfo
Uses Trans-
former File

Transformer
Code

~ N

LTI VI ¥

Loadiag

Sccondary
Voltuge Code

Trans. Pr. Vol

Trand, Sec.Vole

Kv
KV

Kv

Kv
KV

Kegulator Ratln,
Max. Boost
Max. Buck

Bouster

AMP

AMY

KVA

Nuuber amd Sfze
Transformers

Number and Size
Regulacors
Teaperacure
Tables

Coolling Type
Code

KVA

KVA

Welght of Core
and Colls

Core lLosses
Copper Losses

Helght of Tank
and Fictings

01) Quanticy

KW
KW
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Table 13

K\\\\\\xigsfﬁn 148
INPUT

P2

| &)

P4

S

ré

p?

P8

#0 Pl

(48]

P14

P15 rié

1l

r1s8 r19

r20 P21

P22 P23 P24 P25

126 ¥27

P28

Stepup/huva
Transtoruer or
Regulutor{Cont.)

full luad
Winding Rise

#ul) Load Top
0l Temp.

lou Spot
Conductor Rise

Punp Losses

Tauk Thickness
Arca of Top
Arca of 4 Sides

Scrvice Voltage

Sceviee Con-
ductor Length

Peuhload Duva-
tion(365 Values))

Case Title

Purchase Price

Labour to fnstall
Labor to Remove
Saulvage

Book Life

Tax Life
Exclting Curcent

Full Load
Reactive Luss

Cost of Core
tuss

$/

Cost of Cupper
Loss

Temp Rise
Coefficlent

Thermal Time
Constant

Hourly Peaks(24)

§/
KUk

fivs

Reguluced Node
Regulutor Type
Full Load Loss

No Load Loss

Matts

Hatts
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Table 14

k\\-\~43ﬁ32221 PLo#2 3 w6 IS P6 k7 k8 L ey e k1L k3 |ers Pis pie pi2 | eis piy P20 P21 [ 22 23 p26 P25 f P26 P27 P28
INPUT

Financial

State Tax
Federal Tux
Rate of Recurn

Allocation of
Geuneral Planc

OPS & Mafut. z

Expense

nNoN 2 N
re
=
m
©

Adn & Gen 4
Expense

Cap 1o Bonds $
Cap 1n Stocks $

Bond Incerest X
Rate

Productlon Fixed . . 2
Custs
Trunsmission ) . b4
Fixed Costs

Froducclon Mills
Varfable Costs KHIR
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TASK B~ 1:

The following criteria were developed to assess
the utility of axisting models. It 1s necessary, how=-
ever, to clarifyv thac cwo words have special meanings
when used with respect to a model criterion: 'must"
means that a model which fails to meet the criterion
as specified is totally unacceptable, .and is rejected
irrespective of its performance relative to other
criteria; '"should' means that a measure is developed
to express the degree of acceptability which a model
manifests with respect to the criterion, and that
overall model utilitv is expressed in terms of indi-
vidual criterion measures.

The criteria fall into two categories:
which relate to the model itself, and those
relate to the computer program which is the
tation of the model.

those
which
implemen-

a. Model-Related Criteria

‘1. The model must functionally fit within the scope
of the tocal distribution planning model being pro-
posed under the DOE Contract.

2. The model must address relevant planning decisions
or support other analysis leading to planning decision
processes included within the distribution planning
tool "shell".

3. The criteria within the model which form the basis
for decisions made by the model should be accepcable
(e.g., a cost criterion which uses only capital .invest-
ment may bSe incompliecte).

4. The model should address in full the complexity

of the decision. A model which addresses only part

of the complexity of the decision should be readily
expandable in scope to include a larger portion of

the decision-making process.

5. Models should obtain optimal or exact solutions;
however, models which produce near-optimal (heuris-
ticaliy~-obtained) solucions or approximate solutions
zav be acceptable (at a lower value of performance
measure).

5. All data required 5v the model amust reside within
a data base administered bv the data base management
system defined bv the contract, and amust be readily
ivailable and cost-effective to obtain within the
utilicy industcry zoday.

THE DEVELOPMENT OF CRITERIA FOR ASSESSING
EXISTING MODELS MEET THE SPECIFICATIONS DEVELOPED '

THE DEGREE TO WHICH

5. Implementcation-Related Criteria

1. Model implementacion should run on at least a class
of machines roughly equivalent to the IBM Svstem/370
Model 148; that is, the implementation should not )
require greater capability of an operating system chan
that found on this class of machines.

2. Model implemeatation should be amenable to opera-
tion in an-interactive environment within the machine -
class defined in critaerion | above.

3. Model implementation must be restricted in core
storage utilization to a maximum of 128K bytes, in
order that models be portable across a sufficiently
wide variety of machines (implementations which exceed
128K in size may still satisfy this cricerion via over-
lay techniques).

4. Model implementation should be efficient in terms
of usage of peripneral devices, in two respects: space
efficiency and access efficiency. Space efficiency
means that record and block sizes are chosen in a
manner which minimizes wastage of the storage capabili-
ty of the peripheral device. Access eifficiency means
that block size is chosen large enough, consistent with
other constraints, such that the number if I/0 requests
is minimized; and that frequently-used information is
retained by the program in core instead of obtained
from peripneral storage each time it 1s needed.

5. The implemencation language should be commonly
available and transportable .(e.g., FORTRAN). Assembly
language programs are Phere:ore rated very poorly on
this criterion.

6. Implementation must provide answers in "'real time",
5v whnich is meant that the implementation, if operating
interactively, should have a reasonable response time
at the terminal; and, if operating in a background or
batcn mode, must provide its answers in time to contri-
bute to the informacion available to the plaanner at or
prior to the time at which he makes his decision.

7. Information display should be acceptable from a
human factors perspective; it should communicate using
the vocabulary of the distribucion planner; it should
displayv ounly that information,which is relevanc; aad it
should operate so that information is easily locaced by
and clearly displaved for the pianner.



TASK B.2:

In TASK B.l, two different groups of criteria were
set up to evaluate models proposed in the literature of
the distribution systems planning.
criteria, the models are evaluated for this task.
evaluation is represented by a matrix with thirteen
rows and m columms. Each row represeats one of the
criteria derived in TASK B.l. Each columm represents
a specific model or technique identified by its refer-
ence number from the bibliograpny. A symbol in each
given cell evaluated the model or téchnique; described
in a specific paper, relative to the criteria. The
following list describes the symbols used in the ma-
trix. :

The

Evaluacors of the Model-Related Criteria

) CE
2
T
I3
148
164A
!
|

THE. ANALYSIS OF MODELS

Using the developed

™ = satisfles criteria 1
NFM = does not satisfy criteria l
RPD = satisfies criteria 2 .
NRPD = does noc satisfy criteria 2
MC = model criteria expresses total syscem
neasures
MCP z model criceria is acceptable
MCU = model criteria is umacceptable .
OPTSLN = optimal solutions obtained
HEUSLN = good solutions obcained .
APPSLN = only approximate solutions are obcained
DA = data abailable
DCE = data cost effective
DA Z data available and cost effecclve to
obtain
Zvaluators of Implementation-Related Criteria:
I1S = satisfies criteria
I1U = does not satisfy criteria
I2S = satisfies criteria
12U : does not satisfy criteria
I3S : satisfies criteria
U = does not-satisfy criteria
14SA = model. is efficient in space and access
: model.is efficient 'in space ucilizacipn'
only . : )
= model is efficient in access uclliza-
tion only
I4 2 model not efficient
I5S = satisfies criteria
I5U = does not satisfy criteria
168 = sacisfies criteria
16U = does not satisfy criteria
I7VRC 2 display uses.correct vocabuiary, uses
only relevant information and clear*y
displays it
I7VR = vocadbulary good and information rele-
vant .
I7VC = vocabulary good and clear display
I7CR = relevant information only and clear
display
17V £ vocabulary zood
I7C = clear display-
I7R 2 relevant information

.straints on cost,

‘tions and substation expansion plans.

IDENTIFIED IN, TASKS A.1 AND a2

17U = ﬁnsacisfaé:ory on all counts

The following tables present the evaluation of the
models and techniques according to the given criteria.
In addition to the cables, comment illuminating re-

search needs ate,iqcluded.

Some Comments on the Selected Models’:

Enver Masud (2-31)

:Masud has developed 'an innovative approach to
planhing substation capacities. The model optimises
the substation capacities-subject to a variety of con-
load, voltage and reserve require-
‘ments. It has been successfully applied to 1600 square
mile urban area served by 70 distributibn substationms.

M. Juricek, et al (2-40)

‘This paper presents a transportatioa model for
feeder modification to alleviate undervoltage condi-
It provides a
quick but not too accurate guideline planning and as
the authors admit, perhaps it could be used to generate
good initial or starting plans for better and final

‘proposals.

"Crawford and Holt (2-2&)

This paper discusses the optimal location and si-
zes of substations and optimises service boundaries,
given the-alternative locations for substations and
other contraints such as reliability. It uses the well
known shortest path algorithm and transportation
model. .However 'the model is currently being used on
small computers in batch mode only

Shelton and Mahmoud (2-71) (2-70) : )

A mired integer programming approach to distribu-
tion planning is given. The example given in the pa-
per is counfined to a specially contrived case in which
there are only three substations catering to four
neighboring areas. A more realistic model with few
tens Of substations should be considered to really
evaluate the capability of such models. in real plan-
ning situations. The present implementation needs more
core space and it takes. about 20 minutes to get feasi-
ble solutioms. ) '

Carson_and Cornfield (2-16)

A voute finding procedure whose theoretical basis
is derived from calculus of variations is: used for the
design of networks supplving housing estates. A prac-
tical design of tapered radlal network. for 300 housing
estates is’ glven

Hindi, et al (2-38)

A branch, and bound./ capacitated transhipment mo-
del for determining the optimal layout of a radial dis-"
cribucion network is given. The authors have developed
a special purpose package with emphasxs on the compu-
tational efficiency and modest storage requirements so
that  the method can be used on medium size computing
machines.

Garrett, et al (2-27)

: It discusses only a radial suo-cransm1531on svs=
tem which is only a part of the rural electrical pover-
ty system. Hence, it may-not be of great use for the

_overall design objective.

Hindi, et al (2-37)

This paper only considers methods for the deter-
mination of the optimum profile for the cables for low-
voltage distribution svystem.




(2-2)
it presents a mixed-integer linear programming ap-
proach and elaporates fixed-zost-transportation-type

Adams, et _al

models. A variety of illustrative examples are gziven.
Okada and Genosono (2-50) (2-59)

Using a shorctest path anaiysis, this paper pre-
sents a procedure for opcimal design of distribution
systams in the context of long range development plan-
ning.

3oardman (2-10)

Tc discusses a heuristic simularion model for iomg
range planning of sub-transmission and distribucion
systems. However zhe details of the implementacion
are not available.

Lawrence, a2t al (2-4%)
1t describes a neuristic model but implementation
decails are not gziven.

Goldfield and Lang (2-51)
They apply dynamic programming to long range plan-
aing decisions but impiementation details are not given.

Converti, et al (2-19)

They have developed a sequence of computer pro-
grams for optimum design of discribution systems. How-
ever no details of the mathematics involved in the
optionisation process are given.

Munasinghe, et al (2-33)

It presents a heuristic approach for long range
distribution system planning in che contaxt of capital
scarce developing countries. The approach is 2ssen-
tially heuristic and the details of the implementation
are not given but good examples are given.

Kujszeczvk (2-42)

it is not a full scale model for distribution
planning though the methods have been used for medium
size housing estace distribution networks.

35
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MODELS AND TECHUNTQULS
(By Thelr Bibliography Numbers)
CRUTERIA - T T T e -7 T T
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M) MCP MCP MCP MCP MCP MCP MCP MCP i MCP MCD -
M4 MPC MFC MPC MPC MPC Mi'C MPC MPC MI’C MPC -
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M6 DA DA . DCE DCE bcE DCE bCE DCE DCE DCE -
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|
1R2 128 128 128 128 128 128 128 12U 128 128 -
tR3 1318 138 [ 138 13s 138 138 [li} 138 138 -
184 T4SA 1454 L45A L4sa r4sa 14 T4 L4SA T4SA 1454 -
FRS i58 58 15SA 158 158 158 L58 {58 158 I58 -

| —_—— N
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*M1 denotes the first critecion of the model-related criteria.
**IR} denotes the first criterion of the iwplementation-related criteria.
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Table 21 (cont'd)

MODELS AND TECHNTQUES
(By Their Bi1bliography Numbers)
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denotes the first critecion of the lmplementation-related crilteria,



TASK B=~3:
MODELS USED TO

3.3.1. Introduction

One of the basic tasks of this research project
was to assess the solvability of the planning models,
especially the two basic models oroposed bv Masud in
1974 (2.41-43). One of the models proposed was a
siting-sizing model which required soluction of a (0-1)
integer program. As part of this research project,
Analysis, Research and Computation (ARC) Company has
develoved an algorichm which, if implemented, should
allow a 20-30 substation problem to be solvable. A
30 substation problem with 10 plans for each substation
would result in 300 integer variables (0-1) with 30
constraints. As it can be seen later that some of the
current literature shows that problems with 1/3 this
number of (0~1) variables could not be solved. How-
eaver, the algorithm proposed should solve the problems
described by Masud in less than 30 CPU minutes. A
solution time of less than 10 CPU minutes is not
uncommon. A 10 substation problem with' 10 plans should
solve in less than 7 minutes. This is based on a run
time of a 113 variable MIP of 28 CPU minutes to optima-
licy. The ARC report, which is given in Appendix C,
anvisions approximately a four time decrease in this
time.

The transportation model proposed by Masud was
axpanded to a transshipment model by Wall, et al. (2.64).
They have solved a proolem with 981 demand points, 22
substations in 0.662 seconds on a CDC 7600. This is
clearly within interactive time constraints.

Running these problems separately, of course, is a
suboptimal approach. As part of this research project,
some general approaches have been formulated. Thev
have a much higher probability of being optimal.

The basic general model with a one period planning
base would require in a worst case estimate for a 10
substation, 100 demand point problem, and straight line
aporoximation of loss curves, 3,341 rows and 11,600
continuous variables and 11,520 (0-1) variables. A
similar tvpe problem solved by Mairs, et al.® with
2,500 plus rows, 3,700 (C-1) variables and 13,000 olus
continuous variables was solved ian 90 CPU minutes with
an additional 22 CPU minutes to prove optimality on an
I3M 370/168 using MPSX-MIP/370.

Hdowever, cthe probiem size used in chis research
oroject is based on che worst case. If an inceractive
program is used to bduild the model, arcs between demand
points wnicn would have a verv small likelihood of
being connected Zor transshipment purposes could be
eliminated as a potential netweork arc. Similarly, many
possible reconductoring possibiliries could he elimi-
nated, as well as arcs between subscations. The model
was written with variables distinguishing these cases
so that this possibility could be easily exercised. an
actual case of the size proposed would be less than the
sroblem of Mairs and is clearly solvable.

If the cost curves are not approximated 5v linear
functions of power cransmitted, but insctead by a oiece=-
wise linear approximation with grid size equal to four,
the aumber of rows rises to 97,151 and the number of
continuous variables rises to 95,920 and the number of
(0-1) variables rises to 60,150 for a cen site, 100
demand point problem. This problem is not solvable
without new work on data handling techniques and
approaches related to the structure of this particular
oroblem. Again, however, an interaccive aooroacH which
builds the model arc at a time using the plaaner’
knowledge wouid insure a problem of this size ;ould not
have to be soived. 1Ia this case, for example, removal

*Mairs, T.G., G.W. Wakefield, E.L. Johnson, and

X. Spielberz, "On a Production Allocation and Distri-
?gg%oTogIoolem " TIMS, Vol. 24, No. 15, Nov. 1978, op.

38

THE SOLVABILITY OF MATHEMATICAL
DESCRIBE DISTRIBUTION PLANNING MODELS

of a transshipment arc removes eight comstraints plus

5 continuous variables and five (0-1) variables. Thus
the interactive model building approach, allowing the
planner to construct a potential network from wnich the
model selects a realized network, will pay powerful
dividends in solvability.

As an example, a three substation, eight demand
point centers problem with transshipmentc and with
straight line approximation of the loss function was
solved. The problem had 310 continuous variables, 113
(0-1) variables and ill trows. It was solved in 28 CPU
minutes on an I3M 370/158 using MPSX-MIP and needed an
additional l4 minutes to prove optimality. A problem
with 110 (0~1) variables, 66 continuous variables and
140 rows was attempted by Shelton and Mahmoud (2.56)
on an IBM 370/168. They achieved feasible solutions
after five hours of CPU :time, but did not find an
optimal solution, even though they wera using a faster
machine. The solution time has been enhanced by sub-
aitcing the planner's solution as a starting solutiom.
An interactive capability clearlyenhanced solvability
here. (Note: The package we used was a slower version
than used by Mairs. MPSX-MIP vs., MPSX-MIP/370. Mairs
found a four fold difference in run time.)

The dynamic version will be approximately of a
size Tp times the size of the one period model where
Th is the length of the planning period. At this stage
a problem of this size would not be solvable.

The new algorithm proposed by ARC is in Appendix C
as well as their report on its effect omn solvabilitv.
The following table gives the maximum problem size for
the general planning model, one period, and piecewise
linear approximation with no arcs eliminated.

The size of the problem is approximatelv given by

>k (7m) + k,(7om) + ky(ntmk,)

Rows

2
0-i variables = ¢ (dm') + <, (4nm) + ¢ (n+m+c5)

continuous = d, (7m )y + d (7nm) + d (n+m+d, )

where a = NS.

Thus it can Se seen that increases in a and m are
the primary determinants of size. Increasing the num-
ber of demand points will require less complexity in
power loss approximation. Going bevond twenty demand
points will require a simpler loss structure, i.e.,
losses will be represented by power loss on route i, =
constant X power transmitted x # of miles of route =
(TVC) ijxij .

The {ollowing table demonscrates the sizes of some
reasonably large distribucion planning problems and
compares them in size with the Mairs' model which has
been solved.

Table 22. A comparison of the problem sizes of the
models

I 0y Model Mairs' Modell

i NS=4| Ns=5| us=10

1 m=10 m=20 m=100

i G=4 | Gad G=4

i : R=8 | R=8 | R=8 ;
of 0-1 variablesg 950 :3,050 | 60,150 3,700+ i
of continuous ' |

i variables 910 :3,000 | 95,920 13,000+

# of rows 12,507 5,481 | 97,151 2,500+

1 : .

B.3.2. Convex Approximation

Some further improvements in solvability can be
obtained if convex representation of che cost curves
can be assumed. The envelop curve is not a convex




curve. It seems, however, that a convex approximation
is not out of line since the envelop curve is an envel-
op of convex curves, as shown in Figure 3.

The convex approximation

If all curves are convex, a tremendous reduction
in constraints and (0-1) variables can be obtained.
Of course (0-1) variables present the most difficult
barriers to solution. The following small program
illustrates the approach:

i | 1 2 3 4
: e i, <
Min KO 4i1C1X1 Kl + 3Xl + )KZ + 10X3
A
Subject to § X.* = 5
.=, 1
i=]
1 2., o3 o .,
‘1 < 2, KI =2, Xl < 2, Xl =2
,'z0

. . 1
Since the simplex seeks che cheapgst costs, Xl
will come into solution firsc, them X;°, then ¥X;~.
The solucion will be

. laa

2
#
-~

X = 1

and % = 1(2) + 3(2) + 5(1) = 13

n
The objective function is convex as shown in Figure
5. The slopes of the piecewise linear terms are I,
3, 5, 10.

Let us use a
let us use

Let us consider X, = %X ;, X, £ 7.
grid size of 5. 3ince there is an exponent,
subscripts for the grid indexing. xll' x;Z’ x13, KlS
are the grid points. Lec X,, = 2, Xj, £ 2, X,,;7 2
X145 2 2, X’S = 2. The curve and its approximacion are
snown in Figure 7.

The grid sizes can be non-uniform. The approxi-
macion would result in a negligible error. Im our
approximation the slove of the line segments are 1, 3,
5, 7, 9. The uniformity is due to, of course, cthe

= 2,

nature of a parabola. The curve is then represented
for the purpose of linear programming by

1X 1 + 3x12 + sx1 + 7x15 + 9%, ..

1 3 15

30+

207

.].O -+

Figure 5. The objective function

30
25
20

15

Figure 7.

Thus, if X| is power transmitted, then X; can pe
replaced by the above summacion. The aumber orf vari-
ables have been .multiplied by five, but no new cons-
traints and no (0-1) variables have been added. To
judge the impacz, let us recount the rows and variables



for the case §S = 10, m = 100, G = 4, R = 8. In this
approximation variables X,., 2i:, Y15, (RS) would
be replaced by 4 J J 4

A

§ é 4 4

Xo.o, Y2z,.., V¥ T (®),. with

< i [ 4 & iig? L . upper
g1 M8 gy 1I8T o) et o iig

tounds on each of the variables. Table 23 illustrates
some specific examples of using the convex aporoxima-
tion on the model developed in this research.

Table 23. The Effects of the Convex Approximation

! Non Convex Convex H
: Approximation Approximation
fContinuous

i Variables 95,920 47,960

0-1 Variables 60,150 11,090

Rows 97,151 13,221

Size of Base Model (NS = 10, m = 100, G = 4, R = 8)

Now, as it can be remembered that an interactive
approach which would eliminate arcs from the distri-
bution network would result in a much smaller problem.
in this case, removing a transshipment arc would re-
move four continuous variables, a zero-one variable
and a constraint. Removing a reconductoring arc would
remove four continuous variables, a zero-one variable
and two constraints. In an inceractive approach many
reconductoring arcs would be removed since many of the
feeder routes would have no conductors in place. For
100 demand centers many points would nave no connec-—
tions as it would be obvious to the planner thact no
connections should be made. Most demand centers would
nave transshipment possibilities to four or five other
demand points, not the full one hundred. If each
demand center could ship only to five others then the
number of variables would be reduced by (4)(9,900) -
5(500) = 37,600 and 9,400 constraints would be removed.
The new problem would have 10,360 continuous variabies,
1,960 zero-one variables, 3,821 rows. The limit on
rows in MPSX-MIP is 13,000. Problems of chis tvpe
with 3,700 zero-one variables have been solved. Thus
this problem is solvable in an interactive model build-
ing mode with the planner making decisions throughout
the process. The plamner's solution will also anhance
computation time.’

3.3.3. A Yew Solution Method

The new solution method developed by ARC (See
Appendix C) for LP/GUB knapsack problems improves the
ability to solve the least cost substation capacity
expansion problem several ways:

(1) The substation capacity expansion problem.
formulated as a 0-i integer programming problem is a
"multiple choice' integer program whose choices are
idencified by GUB sets. It is possible to incorporace
all of these GUB sets and any selected capacity cons-
traint of the original IP problem into an LP/GUB
relaxation of the IP problem. This relaxation yields:
(a) new trial solutions, (b) new fathoming tasts. (c)
new choice rule information. These are important com-
ponents of an effective solution approach for zhe sub-
station capacity expansion problem.

(2) The LP/GUB knapsack relaxation becomes scill
more powerful by means of surrogate comstraint solucion
strategies. These strategies generate a strong linear
combination of the capacity constraints to take the
role of the knapsack constraint. This increases the
efifectiveness of the fathoming tests, as well as pro-
viding better trial solutions and improved choice rule
information.

(3) The utilization of subgradient optimization

techniques makes it possible to generate sharpened
surrogate knapsacks at intermediate solution stages, as
well as at the outset of the overall solution effort.
The modification of the surrogate knapsack, however,
can be exploited by using an advanced start for the L2/
GUB knapsack problem based on the preceding solution

to this problem, following the methodology of the new
algorithm.

(4) The solution of the 0-1 substation capacity
expansion problem, incorporating the strategies indi-
cated, requires the solution of the LP/GUB knapsack
problem many hundreds or thousands of times. Thus, it
is especially important to be able to solve this prob-
lem efficiently, as the new algorithm makes it possible
to do. The efficiency of the new method, furthermore,
does not rest simply on intuitive evaluation, but is
confirmed by the derivation of computational bounds

that strictly dominate the best previously known bounds

for this problem. The new bounds are increasingly
attractive relative to previous bounds as the size of
the problem increases, therefore providing the IP solu-
tion method the increased ability to solve substation
capacity exvansion problems that were too large to
handle efficiently in the past.

This new development is expected to result in a
several-fold improvement in che speed of solving prob-
lems in the range of 10=-15 substations, with 5~10 plans
each. In addition, it provides the ability to solve
oroblems iarger than feasibly possible with previous
methods. It is anticipated that problems involving
roughtly twice as many substations as the 10-15
substation problems should be solvable within entirely
reasonable solution times, although the effort to solve
these larger problems with previous methods is expoun-
entially greater than the effort to solve the 10-15
substation problems.

Reports indicate that the 10-15 substation prob-
lems are the largest feasibly solvable to date. The
new method should be able to solve these problems five
to ten times faster than before, and also be able to
solve problems with 20-30 substacioas in about the
same amount of time currently required to solve prob-
lems with 10-15 substactions.



TASK B.5:

3.4.1. Introduction
In order to identify the distribution design

techniques used in practice by the utility industry

a questionnaire has -been prepared and sent to a large
number of electric power utility companies. Also, a
large number of these companies were visited and their
distribution planners interviewed by the authors for
the identification and descripticn of distribution
system planning methods ahd techniques used by these
2lectric power utility companies and other commercial
entities. Some of the information gathered from the
interviews and the questionnaires are presented in
this section. A sample copy of the questionnaire 1is
"included in Appendix 3. The companies contacted are:

Oklahoma Gas and Electric Co.
Public Service of Oklanoma Co.
Kansas Gas and Eleczric Co.
Texas Electric Co.

Texas Power and Light Co.

Oklahoma City, OK
' Tulsa, OK
Wichita, KS

Ffort. Worth, TX
Dallas, TX

Dallas Power and Lignt Co. Dallas, TX
C.H. Guernsey Co. Oklanhoma City, OK
Arizona Pubilic Service Co. Phoenix, AZ

San Diego Gas and Electric Co.
Pacific Gas and Eleccric Co.
Norcheast Utilities Service Co.
Georgia Power Co.

Northern States Power Co. Minneapolis, YN
Public Service Co. of New Mexico Albuquerque, NM
Consolidated Edison of New York, Inc. New York, NY
Dayton Power and Light Co. Davton, OH
Pacific Power and Light Co. Portland, OR
Duquesne Light Co. Pittsburgh, PA
Gulf Scates Utilities Co. Beaumont, TX
El Paso Electric Co. E1l Paso, TX
Sierra Pacific Power Co. Reno, NV

San Diego, Ca

San Fransisco, CA
Hartford, CT
Atlanta, GA

As a result of the information gathered from
these sources as well as others, a flow diagram of the
distribution system planning was developed as can be
seen in Figure 4 or 17. However, in developing this
fiow diagram, no arctampt has been made to represent
anv one of these companies specifically, but rather to
outline the cthinking process involved in the distri-
bution system planning in general. Several companies
used some sort of comwputerized historical file as a
base for load projection. Each company had a system
analysis program, one of which sized and placed
capacitors and regulators, provided for coanductor
changing and the load growth. It was evident that
there is room for improvement in distribution plan-
ning.

The distribution systems planner partitions the
total distribution system planning problem into a
set of subproblems which can be handled by using
available, usually ad hoc, methods and techniques.
The planner, in the absence of accepted planning
tachniques, may restate the problem as an attempt to
minimize the cost of subtransmission, substations,
feeders, laterals. etc., and the cost of losses. In

"this orocess, however, he is usually restricted by
permissable voltage values. voltage dips, flicker,
etc., as well as service continuity and reliability.
In pursuing these objectives, the planner ultimately
nas a significant influence on additions to and/or
sodifications of the subtransmission network. loca-
tions and sizes of substations. service areas of sub~
stations, location of breakers and switches, sizes of
feeders and laterals, voltage levels and voltage drops
in the system, the location of capacitors and voltage
regulators, and the loading of transformers and
feeders.

THE IDENTIFICATION OF DISTRIBUTION DESIGN
TECHNIQUES USED IN PRACTICE

There are, of course, some other factors that
need to be counsidered such as cransformer impedance,
insulation levels, availabilicty of spare transiormers
and mobile substations, dispatch of generation, and
the rates that are charged te the customers. Further-
more, there are factors over which the distribution
system planner has no influence, but, nevertheless,
have to be considered in good long-range distribution
systems planning, e.g., the timing and location of
energy demands, the duration and- frequency of outages,
the cost of equipment, labor and money, increasing
fuels costs, increasing or decreasing prices of alter-
native energy sources, changing socioeconomic condi-
tions and trends such as the growing demand for goods
and services, unexpected local population growth or
decline, changing public behavior as a tesult of
technological changes, energy conservation, changing
environmental concerns of the public, changing economic
conditions such as a decrease or increase in Zgross
national products (GNP) projections, inflation and/or
recession, and regulations of federal, state and local
governmencs.

rs

B.4.2. Factors Affecting Svscem Planning

The number and complexity of the considerations
affecting system planning aopears initially, to be
staggering. Demands for ever-increasing power capa-
city, higher discribution voltages, more automation
and greater control sophistication constitute only
the beginning of a list of such factors. The cons-
traints which circumscribe the designer have also
become more onerous. These include a scarcity of
available land in urban areas, ecological considera-
tions, limitations on fuel choices, the undesirability
of rate increases and the necessity to minimize
investments, carrying charges and production charges.

Succintly, the planning probiem is an attempt to
minimize the cost of subtransmission, substations,
feeders, laterals, etc., as well as the cost of.losses.
Indeed, this collection of requirements and constraints
has put the problem of optimal distribution systems
planning beyond che resolving power of the unaided
auman mind.

B.4.2.1. Load Forecasting

The load growth of the geographical area served
by a utility company is the most important factor
influencing the expansion of the distribution system.
Therefore, forecasting of load increases and svscem
reaction to these increases is essential to the plan-
ning process. There are two common time scales of
importance to load forecasting; long-range, with time
horizons on the order of fifteen or twenty years away
and short-range, with time horizons of up to five years
distant. Ideally, these forecasts would predict future
loads in detail, extending even to the individual
customer level, but 1in practice, much less resolution
is sought or required.

Figure 8 indicates some of the factors which in-
fluence the load forecast. As one would expect, load
growth is very much dependent on the community and its
development. Economic indicators, demographic data
and official land use plans all serve as raw input to
the forecast procedure. Output from the forecast is
in the form of load densities (kVA/unit area) for
long-range forecasts. Short-range forecasts may
require greater detail. Densities are associated with
a coordinacte grid for the area of interest. 'The grid
data is then available to aid counfiguration desifn.

The outputs from a load forecasting program can
be detailed as much as desired and feasibie. Further,



a master grid is developed on a suitable scaled map of
the complete service area under study. The master
grid presents the load forecasting data and it provides
a useful planning tool for checking all geographical
locations and taking the necessarv actions to accommo-
date the system expansion patterns. Thus, the master
grid facilitates coordination of more detailed infor-
wmation on local area maps. This method provides fast
and accurate information and a display of overall
future system requirements.

An excellent source of present load data {s a
Transformer Load Management (TLM) program. Output of
a TLM contains 3 list of all the distribution trans-
formers in the system by their numbers. Once each
transformer has been assigned grid coordinates, the
TLM file can be an excellent geographical display of
the present load and can be used as a starting point
for the data base.

By using the energy consumption data, which are
readily available from the customer account files,
typical demand curves are scaled and the resultant
information is used to estimate the peak loading on
specific equipment of the system, e.g., distribution
transformers, feeders, and ultimately substations.

After establishing the grid system, the next step
in a load projection is to £1ll in the load data
using the TLM data and the projected load growth of
each square. The grid squares can be classified into
three basic types: :

1) The ones which are heavily filled with

customers., Here the sources of infor-
mation are the historical TLM data,
marketing projections, and demographic

) data.

2) The ones which are lightly loaded with

room for kmown, or forecasted, expansion.

3) The ones with relatively large vacant areas
for which there is no certain load poten-
tial or for which forecasting of the
timing of furture load connections is
difficulc.

Official land use plans can be used as an addi-

tional source of information in forecasting the

future load demsities in any given area. Also, aerial
photography nas been used by some utilities to set up
the grid system. Furthernore, attempts have been

2ade to develop pattern recognition procedures to aid
in reading maps and automatically interpret and process
the information.

Three additional code designators covering the
remaining factors are assigned to each grid. They are
the planning code, saturation code. and class code.
The planning code is a district number which is
established by metropolitan planning commissions and
designates twenty-six different types of districts,
each with different growth patterns and rates. The
saturation code is assigned by the planning engineer
and indicates how "full" the grid is. The class code
i{s also assigned by the planning engineer and reflects
the demand expected for each customer in the grid.

The initial assignment of these three factors is
tedious and unfortunately somewhat subjective. How-
ever, once it has been done, the saturation code is
updated by the program itself, and the planning code
and the class code need to be changed only as a

result of some substantial change in the original
conditions, e.g., when some new industrial or resi-
dential development plans are revealed. The output

of the load forecasting program is a forecasted
power demand for a given grid area for a specified time
period. It becomes a part of the data base managemenc
system, where it is available to the other programs.

If, for example, the planner desires to analyze
the system performance, the required data is given in
the form of grid coordinates, connections, element
code numbers, and related parametars. All the physical

. and electrical characteristics of the system are stored

in the data base. Tor instance, for the primary syscem
the stored parameters are:

1) Conductor: The description, ampacity,
positive/zero sequence resistances and
reactance.

2) Yode: The points on the system for
different branches and wire sizes.

3) Section: The parameters for line length,
ampacity, positive/zero sequence resis-
tances and reactances, load data (kW,
kVAR), growth rates, and special equip-
ment data (capacitors, auto transformers,
regulacors, etc.) .

4) Sequence: The sequence of the inter-
connections between nodes and sections,
the locations of the branches and the
terminal points of branches.

B.4,2.2 Substation Expansion

Figure 9 presents some of the factors affecting
the expansion of the present system decision to handle
the forecasted load. Here, of course, the planner can
wake the decision himself, without using any of the
planning tools, based on information either intangible
or difficult to qualify in terms of some suitable form
of computerized analysis.. Examples are a recent top
management decision to delay all new coastruction pro-
jects indefinitely, or an announcement of a substantial
number of residential development projects. The fore-
casted load, load density, load growth, and the dist-
ance to the nearest substation may indicate that event-
ually a substation has to be built to serve the expand-
ing load. Also, under some circumstances it might be
advantageous to build the substation right away to
prevent some future adversary situvations, e.g3.,
complaints by the property holders in the immediace
vicinity claiming that the comnstruction of the sub-
station would reduce the value of their property sub-
stantially. There might also be some other i{ntangible
factors that need to be considered by the planner as
he directs the planning process. TFor instance, the
protection limitations are not precisely known until
a new system configuration is .designed and only at
that time can the necessary protaection scheme be de=-
signed to eliminate any coordination problem.
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Figure 8. Factors affecting load forecast
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Figure' 9. Factors affecting substacion expansion
In the System expansion plan, of course, the

present system configuration, capacity, and the fore-
casted. loads play major roles. For instance, pny51cal
limitations miy preclude the Lnstallation of ‘any
additional feeders. In that case some of the load

* can be shifted to adjacent substations if the tie

line and substation capacities are adequate. Also,
the physical size and the availability of adjacent

land help to determine whether 4 particular substationm

can be expanded. The ultimate substation size limi-
tations, as dictated by company .policy and/or other
factors, may contribute to this decision.'. Transmis-
sion stiffness, i.e.. the conductor capacity of the
transmission line, the source capacity, and adeﬁuate'
vol:age ‘support for normal and amergency conditions,
indicate whether the transmission or’ subtransmission.
system can ‘support the .additional load in the area.

3.6.2.3.

Substation: Site Selection

Figure 10 shows the factors that affect sub-
station site selection. The distance from the load
centers ‘and from the existing subtransmission lines,
as well as ocher'lim*tations,‘such as availabilicy of
land, its cost, and land use regulations, are meor—
tant.

The substation siting proceSS»can be‘describéd
as- a screening procedure through which all possible
locations for a site are passed as indicaced .in -
Figure 1l1. The service region is the area under
evaluation. It. may be defined as the service terri-
tory of the utility.
using a set of comsiderations, e.z., safecy, engin—
eering, system planning, institutional, economics, .
aesthetics. This stage of the site selection mainly
indicates the areas that ‘are unsuitable for site
development. Thus. .the service region ‘4s. screened
down to a set of candidate sites. for substation
construction. Further. the candidate sites are
categorized into " three basic groups: (1) sites that
are unsuitable for development. in the foreseeable
future; (2) sites that have .some promise but are:not
selected for detailed evaluation, during the plannxng
cycle; and ' (3) candidate sites- :ha: are to be’ studied
in more detail. :

The emphasis put on. each considerat*on \.hauges
from level to level and from utility to utility.-
Three basic alternative uses of the considerations .
are:
(2) adverse versus beneficial affects evaluation,

(1) quantitative versus qualitativé evdluacion,..

An initial screening is applied

=~
L

B.4.2.4.

" . DENSITY

)
(3) absolute versus relative scaling of effects. A
complete site assessment should use a mix of all alter-
natives and attempts to treat the evaluation f{rom a
variety of prospectives.
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Figure 10} .Factors affeccing substation siting.

CONSIDERATIONS

SAFETY
. ENGINEZRING
_s.lm heig SYSTEM PLANNING
or Later INSTITUTIONAL
evatustion ECUNOMICS
AESTHETICS

quscation site selection proéedure .

" _Figure 1l.

Other Factors

Once the load assignments to the substations are
determined, then the.remaining factors, as shown in
Figures 12-16 need to be considered. In general.
the subtransmission and- distribution system voltage
levels are determined by company policies and they are
‘unlikely to be ‘subject to change at the whim of- che

- planning engineer unless he can support his argument



by running test cases to show substantial benefits
that can be achieved by selecting different voltage
levels.

Ffurther, because of the standardization and econ-
omy that are involved, the planner may not have that
much freedom in choosing the necessary sizes and types
‘of capacity equipment. For example, he may have to
choose a distribution transformer out of a fixed list
of transformers that are presently stocked by his
company for the voltage levels that are already estab-
lished by the company. Any decision regarding addi-
tion of a feeder or adding on to an existing feeder
will, within limits, depend on the adequacy of the
existing system and the size, location, and timing of
the additional loads that need to be served.
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PRESENT DISTRIBUTION SYSTEM PLANNING TECANIQUES

In order to gather information on present distri-
bution svstem planning and design techniques, a ques-
tionnaire was distributed to a large number of elec- Figure l4. Factors affecting number of feeders
tric power utility companies. Furthermore, a number '
of these companies were visited and their distribution
planning engineers were interviewed by the authors to
identify and obctain descriptions of distribution sys-
tem planning methods in use.
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Today, many electric distribution system plaanners

in the industry utilize computer programs, usually
based on ad hoc techniques, such as load flow programs,
radial or loop lead flow programs, short circuit and

fault current calculation programs, voltage drop calcu=-’
lation programs, and total system impedance calculation '

programs, as well as other tools such as load fore-
casting, voltage regulation, regulator setting, capac-
itor planning, reliability and optimal siting and |
sizing algorithms, etc. However, in general, the over-
all concept of using the output of each program as
input for the next program is not in use. Of course,
the computers do perform calculations more .expediti-
ously than octher methods and free the distribution
engineer from detailed work. The engineer can-then
spend his time reviewing results of the calculations,
rather than actually making them. Nevertheless, there
is no substitute for engineering judgement, based on
adequate planning ac every stage of the development of
power systems, regardless of how calculations are wmade.
In general, the use of these tools and their beadring
on the system design is based purely on the discretion
of the planner and overall company operating policy.

Figure 17 shows a functional block diagram of
the distribution system planning process currently
followed by the most of the utilities. .This process
is repeated for each year of a long-range (15-20 year)
planning period. 1In the development of this diagram,
no attempt was made to represent the plamning proced-
ure of any specific company but rather to provide an
outline of a typical planning process. As the  diagram
shows, the planning procedure consists of two major
activities: load forecasting, distribution system
configuration design, substation exDan51on, and
substation site selection.

Configuraction Desizn

Configuration design starts at the customer level.
The demand, type, load factor and other customer load
characteristics dictate the tvpe of distribution sys-
tem required. Once customer loads are determined,
secondary lines are defined which connect to distribu-
rion transformers. The latter provide the reduction
from primary voltage to customer-level voltage. The
distribution transformer loads are then combined to
determine the demands on the primary distribution sys-
tem. The primary distribution system loads are then
assigned to substactions that step down from subtrans-.
mission voltage. The distribution-system loads, in-
turn, determine the size and location (siting). of the
substations as well as the routing.and capacity of .
the associated subtransmission lines. It is clear
that each step in this planning process provides input
for the steps that follow.

Perhaps what is not clear is that ‘in practhe,
such a straighc-forward procedure may be impossible to
follow. A much a0re common procedure is the following.
Upon teceiving the relevanc load projection data, a
system performance analysis is done to determine
whether the present system is capable of Handling the
new load increase with respect to the company's crite=-
ria. This analysis, constituting the second stage of
the process, requires the use of tools such as a- disc-
ribution load flow program, a voltage profile and reg-
ulation program, etc. The acceptability criteria,

representing the company's policies, obligations to the-

consumers,. and additional conscraxncs can anlude

1) Service continuity.

2) The maximum allowable peak~load voltage
drop to the most -remote customer on Che”
secondary. "

3) The maximum allowaole voltage ‘dip
occasioned by the starting of a motor
of specified starting current character=-
istics at the most remoce polnc on theé
secondary

"a general description of the actions performed.

4) The maximum allowable peak load.
5) Service reliabilicy.
. 6) Power losses.

As {llustrated in Figure 17, if the results of
the performance analysis indicate that the present sys-
tem is not adequate to meet future demand, then either
the present system needs to be expanded by new, rela-
tively minor, system additions or a new substation may
need to be built to meet the future demand. If the
decision is to expand the present systems with minor
additions, then a new additional network configuration
is designed and analyzed for adequacy. If the new
configuration: is found to be inadequate, anocher is
tried, and so on until a satisfactory one i{s found.
The cost of each configuration is calculated. If the
cost is found to be too high, or adequate performance
cannot be achieved, then the original expand/build
decision is reevaluated. If the resulting decision is

- to build a new substation, a new placement site must

be selected. Further, if the purchase price of the
selected site is too high, the expand/build decision
may -need further reevaluation. This process terminates
when a satisfactory configuration is attained which
provides a solution to existing or future problems at
a reasonable cost. Many of the steps in the above
procedures can feasibly be done only with the aid of
computer programs. A bdrief catalogue of some of the
available tools is presented in Table I.

The program names, in Table I, are accompanied by
No one
utility is in possession of all of these programs and
generally there has been no attempt to coordinate the
input of one program with the output of another. The
capabilities summarized in Table I are surely noct
indicative of che present state of technology with
respect to distribution planning tools. There are no
doubt other tools available from research institutes,
universities and consultants. It does accuracely
reflect the tools which are presently available to and
in use by the nation's utilities and the power industry.
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TASK B.S5:

Introduction

The objective of distribution svstem planning is to
assure that the growing demand for electricity, in terms
of increasing growth rates and high load densities, can
be satisfied in an optimum way by additional distribu-
tion systems, from the secondary conductors through the
bulk power substations, which are both technically ade-
quate and reasonably economical. Table 24 presents
some additional planning objectives. Distribution sys-
tem planners must determine the load magnitude and its
geographic location. Then the distribution substations
must be placed and sized in such a way as to serve the
‘load at maximum cost effectiveness by minimizing feeder
losses and construction costs, while consxdering che
constraints of service reliability.

As 1s well known, distribution system planners have
used computers for many years to perform the tedious
calculations necessary for system analysis. However,
it has only been in the past few years chat technology
has provided the means for planners to truly take a
"systems approach" to the total design and analysis.

It is reasonable to assume that the development of such
an approach will occupy planners in the 1980's and will
significancly contribute to their meeting the chal-
lenges previously discussed. In the future, more so
than in the past, electric utilities will need a fast
and economical plamning tool to evaluate the consequen-
ces of different proposed alternatives and their impact
on the rest of the system to provide the necessary
gconomical, reliable and safe electric energy to consu-
mers. The planner, in the absence of accepted planning
techniques, may restate the problem as an attempt to
minimize the cost of subtranswission, substations,
feeders, laterals, etc., and the cost of losses. In
this process, however, he is ususlly restricted by per-
missable voltage values, voltage dips, etc., as well as
service continuity and reliability. In pursuing these
objectives, the planner ultimately has a significant
influence on additions to and/or modifications of the
subtransmission network, locations and sizes of substa-
tions, service areas of substations, locations of
breakers and switches, sizes of feeders and laterals,
voltage levels and vol:tage drops in the system, the
location of capacitors and voltage regulators, and

the loading of transformers and feeders. There are, of
course, some factoars that need to be considered such as
transformer impedances, insulation levels, availability
of spare transformers and mobile substations, dispatch
of generation, and rates’charged to customers.

Table 24. Distribution System Planning Objectives

3ervice continuity
Service reliability
Quality of service
Meeting demand

Cost minimization
Aesthetics

Impacts of Load Management

In the past, the power utility companies of this
nation supplied electrical energy to meet all customer
demands at the time the demands are occurred. Recently,
however, because of the Zinancial comstraints (i.e.,
high cost of labor, materials, and interest races), en-
vironmental concerns, and the recent ahortage (or nigh
cost) of fuéls, this basic philosopihy has been re-
examined and customer load management investigacted as an
alternative to capacity expansion.

Load management's benefits are syscem-wide. Alter—
ation of the electrical energy use patterns will affect
not only the demands on system generating equipmenc,

THE IDENTIFICATION AND CATALOGING OF PLANNING OBJECTIVES,
CONCEPTS, AND CONSTRAINTS ACCEPTED IN PRACTICE

but also alter the loading of distribution equipmenc.
The load management may be used to reduce or balance
loads on marginal substations and circuits, thus even
extending their lives. Therefore, in the future, the
implementation of load management policies may drasti-
cally affect the distribution of load, in time and in
location, on the distribution system, subtransmission
system, and on the bulk power system. Since distribu-
tion systems have been designed to interface with un-
controlled load patterns, the systems of the futurewill
necessarily be designed somewhat different to benefit
from the altered conditions. However, the benefits of
load management cannot be fully realized unless the-
systems planners have the tools required to adequately
plan incorporation into the evolving electric energy
system. The evolution of the system in response to
changing requirements and underchanging constraints is
a process involving considerable uncertainty.

Table 25 presents some of the distribution system
planning constraints that are encountered in the prac-
tice. Further, it would be appropriate to examine what
today's trends are likely to portend for the futura of
the planning process. The central purpose of doing this
is to stimulate ideas about how to best meet the in-
creasingly difficult challenges of the near future.

Table 25. Distribution System Planning Constraints

Economic and financial

Environmental

Institutional (company policies)

Codes, standards, and ordinances

Geographical and physical boundaries

Planning deadlines

Equipment and component standards

Service continuity

Service reliability

Present facilities

Data availability

Computacional (as a result of the lack of compre-
hensive planning models)

Maximum permisable peak-load voltage drop

Maximum permisable voltage dip

Maximum permisable peak load

Power losses

Feeder getaway,

Voltage levels

routing, and righc-of-ways

Economic Factors

There are several economic factors which will have
significant effects on distribution planning in the
1980's. The first of these is inflacion. Fueled by
energy shortages, energy source conversion cost, an-
vironmental concerns and government deficits, inflation
will continue to be a major factor.

The second important economic factor will be the
increasing expense of aquiring capital. As long as in-
flation continues to decrease the real value of the
dollar, actempts will be made by government to reduce
the money supply. This in turn will increase the com-
petition for attracting the capital necessary for ex-
pansions in distribution syscems.

The third factor which nust be considered, is in-
creasing difficulty in raising customer rates. This
rate increase "{nertia" also stems in part from infla~-
tion as well as from the results of customers being
2ade more sensitive to rate increases by consumers
activist groups.

Demographic Factors

Important demographic developments will affect
distribution system planning in the near future. The



first of these is a trend which has been dominant over
the last fifty years: cthe movement of the population
from the rural areas to the metropolitan areas. The
forces which initially drove this migration, economic
in nature are still at work. The number of single
family farms has continuously declined during this
cenctury and there are no visible trends which would
reverse this populacion flow into the larger urban
areas. As populartion leaves the countrysides, popula-
tion must also leave the smaller towns which depend on
the countrysides for economic life. This trend nas
been a consideration of discribution planners for years
and represents no new effect for which account must de
taken.

However, the migratioq from the suburbs to the
urban and near urban areas is a new trend attribuctable
to the energy crisis. This trend is just beginning to
be visible and it will result in an increase in multi-
family dwellings in areas which already nave high pop-
clation densities.

Technological Factors

The final class of factors, which will be impor-
tant to the distribution system planner, has arisen
from technological advances. These advances have been
encouraged by the energy crisis. The first of these
is the improvement in fuel cell technology. The output
sower of such devices has risen to the point where in
the areas with high population density, large banks of
fuel cells could supply significant amount of the total
power requirements. Other nonconventional energy
sources which might be a part of the total energy grid
could appear at the customer level. Amonz the possible
candidates would be solar and wind-driven generators.
There is some pressure from consumer groups to force
utilities to accept any surplus energy from these
sources for use in the total distribution network. If
this trend becomes important, it would change drasti-
cally the entire nature of the distribution system as
is it known today.

FUTURE NATURE OF DISTRIBUTION PLANNING

Predictions about the future methods for discri-
bution planning must necessarily be extrapolations of
present methods. Basic algorithms for network analysis
have been known for vears and are not likely to be
improved upon in the near future. However, the super=-
structure which supports these algorithms and the
problem~solving environment used by- the system designer
is expected to change significantly to take advantage
of new methods which technology has made possible.
Before giving a detailed discussion of these expected
changes, the changing role of distribution planning
needs to be examined.

Increasing Importance of Good Planning

For the economic reasons listed above, distribu-
tion system will become more expensive to build,
expand and modify. Thus it is particularly important
that each distribution system design be as cost
effective as possible. This means that the system must
be optimal from many points of view over the time
period from first day of operation to the planning

In addition to the accurate load growth.
estimates, components must be phased in and out of the
system SO as to minimize capital expenditure, meet

time horizon.

performance goals and ainimize losses.

These requirements need to be met at a cxme when
demograpnic trends are veering away from what have been
their norms for many years in the past and when distri-
bution systems are becoming more complex in design due
to the appearance of more active components (e.g., ifuel.
cells) instead of the conventional passive ones.

Cost/Benefit Ratio for Innovation

In the utility industry, the most powerful force
shaping the future is that of economics. Thererfore,
any new innovations are likely to be adopted for
their own sake. These innovations will be adopted
only if they reduce the cost of some activity or prov-
ide somwething of economic value which previously had
been unavailable for comparable costs. In predicting
that certain practices or tools will replace currencC
ones, it is necessary that one judge their acceptance
on this basis.-

The expected innovations which satisfy these
criteria are planning tools implemented on a digital
computer which deal with discribucion systems in net-
work terms. In TASKS A.l and A.2, a list of currently
available such planning tools was given, and one might
be tempted to conclude that these tools would be ade-
quate for industry use throughouc the 1980's. That
this is not likely to be the case may be seen by
considering the trends judged to be dominant during
this period with those which held sway over the perlod
in which the tools were developed.

New Planning Tools

Tools to be considered fall into two categories:
network design cools and network analysis tools. The
analysis cools may become more efficienc but are not
expected to undergo any major changes although the
environment in which zhevy are used will change signi-
ficantly. This environment will be discussed in :the
next section.

The design tools, however, are expected to show
the greatest development since better planning could
have a significant impact on the utility industry.

The results of chis development will show the follow-
ing characteristics:

Network
respect
methods

(L) design will be optimized with

to many criteria using programming
of operations research.

(2) Network design will be only one facet of
distribution system management directed by
human engineers using & compuger systenm
designed for such management functionms.

So-called network editors will be available
for designing trial necworks; these designs
in digital form will be passed to extensive
simulation programs which will determine if
the proposed network satisfies performance
and load growth criteria.

(3)



TASK B.6: THE 3ELECTION OF PLANNING AND ANALYSTS CONCEPTS AND METHODS WHICH FORM
THE CORE OF EFFICIENT DISTRIBUTION PLANNING METHODOLOGIES

Incroduction

The assessment established in TASKS A.3, B.1, and B.3
make it clear that acomprehensive mathematical planning
model was not available in the literacure. The assess-
ment indicated that the major gaps in the literature nad
to do with the decisions oun voltage levels, accomodation
of non~linear terms in the objective function, reconduc-
toring decisions, fixed charges on transnipment, loca-
tion of subscations from a givenset of prospective sites,
and conductor size selection. The literature contained
explicit models which address transhipment, incremental
substation capacity, variants on site location, fixed
charges for substatioms, and one which purports to track
individual transformers. The major gap in the litera-
ture was the lack of full exploitation of mixed integer
formulations of the distribution networks to analyze
rhese decisions simultaneously.

As a result of this analysis a full scale mixed-
integer model for both a single period and dymamic
planning horizon has been formulated. Some small
scale tests have been run on IBM 370/158 computer co
assess the solvability. In TASK B.3 a complete assess-
ment of the solvability problem is presented.

The decision on voltage levels are implicit in
these models. By use of the interactive approach,
these models can be reformulated by computing the
values of paramecters at new voltage levels. The vol-
tage level which gives the minimum cost can be select-
ad. Most parameters are unchanged, but of course all
power loss curves are affected.

Historical Background

Distribution systems planning requires a complex
procedure because: (1) large numbers of variables are
involved, (2) the mathematical representation of many
requirements and restricting conditions specified by
systems configuration is a very difficult task. Some
of the approaches used in performing this task in the
past include:

1) The altarmative policy method, which compares
a few alternative policies and selects the
best of them.

2) The decomposition approach in which a large
problem is divided into several smaller sub-
problems, and each is solved separacely.

3) The linear programming and the integer pro-
gramming methods which linearize constraint
conditions.

4) The dynamic programming approach.

Each method has its own advantages and disadvan-
tages. In long term planning, in particular, a large
number of variables is involved and there can exist a
number of feasible altermative plans which make the
selection of the optimum alternmative a very difficult
task. The approach used by Lawrence, et al. (1], in
their model of "Automatad Distribution System Plan-
ning'", is a good example of the ad hoc models. They
included all facilities from the bulkpower transmis-
sion lines to the customer's meter. In recent years,
there have been a number of advances in the applica-
cion of mathematical programming to the distribucion
systems planning models (2-5]. Only recently the
state-of-the~art in computer technology has reached
the point where the speed and storage capabilities are
sufficient to solve a problem of such magnitude as dis-
tribution planning, where the interacrive nature of

the -decisions, coupled with the cumbersom amount of
data, presents a formidable task aven to the most
skilled and experienced planner. Juricek, et al. [4],
developed a model which employs a load flew analysis to
determine future system conditions based on load growth
projections and present conditions. A set of possible
system modifications composed of combinations of sub-
scation expansion or construction and f{eeder constuc-
tion is proposed.. This set of modifications is genera-
ted by a transporcation analysis technique which models
the distribution nectwork as a transportation system.

Masud [3] developed a model which included a zero-
one integer programming approach to optimize substation
transformer. capacity, and a linear programming approach
to optimize load transfers. The procedure involves
first minimizing substation transformer capacities for
each year and then optimizing substation transformer
capacities for each year and then optimizing load
transfers. However, it does not minimize the present
value of axpansion costs. Recently, Shelton and
Mahmoud (6] treated the same task by an intaresting
approach, combining financial modeling with distribu-
tion system expansion decisions, e.3., expanding sub-~
stations, opening new sites, expanding circuits, and
decisions on transformer interchanges.

Each of these models makes approximations, in va-
rying degrees of detail, in the primary feeder network.
However, the greatast ievel of detail is reached by the
Adams and Laughton approach (2] which represents each
feeder line segment in terms of capacity and linearized
cost, and also considers multiple time periods. They
used the model to solve smail problems (involving a
single substatipn, 34 small feeder seggen:s and 24 de-
mand locations) {¢}-Later, others, e.g., Masud {3] and
Juricek, et al. (4], developed models that achieved
results which involved more realistically sized prob-
lems having 10-15 substations. However, in each of
these later models, the feeder network was approximated
in terms of load transfer capabilities between substa-
tion service areas or primary feeder service areas.
These approximations, therefore, reduced the capability
of such models to include feeder ne:wq;k wvariable costs
directly into the optimization process(9]-

Juricek, et al. [4], and Crawford and Holt (5]
recognized the importance of including the load points
to represent non-uniform load distribution and feeder
cost directly in the optimization process. Crawford
and Holt (5] have developed a linear programming ap-
proach which utilizes also a transportacion algorithm
to optimize substation service areas by minimizing the
product of demands and distances from substations. The
model determines the required loading for each substa-
tion one year at a time. Thus, the required substacion
transformer capacity is determined indirectly. While
this technique minimizes distribution feeder logses, it
does not necessarily arrive at the optimal expansion
plan, since it does not minimize the present value of
costs associated with expansion.

A dynamic programming apporoach to distribucion
systems planning has been developed by Oldfield and
Lang (7] and also by Adams and Laughton (8]. 4as a
compromise between the difficulties due to the large
number of variables, plus the complexity of the design
process, and the economics to be gained by a search for
optimality, Oldfield and Lang have suggested a two-=
stage planning method; the intention is to provide a
method in which to processes of design and optimiza-
tion are applied consecutively rather than simultane-
ously. The model, used by Adams and Laughton, deter-
mines load transfer schemes and substation installation
dates by minimizing the cost of substacion tramnsformer
losses. Their dymamic programming technique examines
all possible combinations of:expansion alternatives ex-



plicitly for each stage of the study. This approach .-
does not necessarily derive the optimal expansion plan,
since minimizing the costs for each year does not nec=
essarily minimize the preseat wvalue of all costs-
throughout the study period. " Wall, et al. (9], devised
a model that contains all the details of .the Adams and
Laughton model (8} for a single time period, except for
the fixed charges on feeder segments. A .highly effi-
client transshipment code is used to solve the model

which incorporates several recent signigicant "advances, '

thereby decreasing the time of solution of such prob-
lems. They claimed that their model utilizes linear
approximations of non-linear cost functions but the ex-
plicit equations to achieve that claim were not given. -

Distribution Design Techniques Used in Practice

In a given distribution svstem the existing dis-
tribution of demand centers, i.e.; demand locacions,
defines fixed routes .along which feeders are located.’
In order to represent the non-uniform load distribu-
tion, a grid system has been devised for a .given dis-
tribucion area, therefore, the centers:of each grid
represent a-demand center. The existing substationms,
feeders, and feeder routes must be included in the de-
sign. Further, any existing or possible .interconnect-
ing routes, i.e., tie lines, between existing or po-
tential substation sites must be specified. Thus, the
planning engineer, based on the given informatiom, his
past experience, and his engineering judgement, selects
a radial network configuration by using the' available
substation sites and feeder routes. Here, the substa=-
tion may be expanded in some increments where each ’
increment represents either an expansion of an existing
substation capacity or the installation of a new sub-
station with an adequate capacity to meet the total
system demand. The necessary feeder and transformer
sizes are chosen from standardized sers according to
thermal rating and voltage regulacion restrictions.

Data Preparation

The foundation of the data base of the system for
the computer application is the system description in
which each significant element of the system is loca-
ted via grid coordinates, using auxilary files and
code numbers as appropriate. Connections between ele-
ments are identified and che loads are also assigned
by grid coordinates. Therefore, the system model is’
derived by the standard aporoach of dividing the geo-
grapnical distribution area into a system of grids.

The dimension of the grid can be flexible and
adjusted according to the need. For rural areas a
large grid dimension with a small scale can be used
since the loads will be sparsely distributed. For
areas where the load density is high, on the othert

hand, a small grid represents the loads more accurate-

ly. A common used grid is a quarter section or 40-
acre parcel.

In the system model, each distribution circuit
serves a certain number of grids or each grid may be
fed by several circuits, depending upon the charac-
teristics of each service area. The present maximum
capacity for each circuit is recorded by tabulating
the grids served by the circuit, and the total KVA
ratings of all transformers in those grids which are
fed by that circuit. Table 26 illustrates a sample
listing, in which each grid number identifies the zrid
coordinates of the grid. Thus, the load ratings for
each circuit are found by wmultiplying the total KVA
rating by a utilization factor that can be derived
from actual measurements of the present loading condi-.
tions, i.e., the actual load (in KVA) connected to the
circuit divided by the rated KVA capacity of each cir-
cuit divided by the rated KVA capacity of each cir-
cuit. The future load is then obtained by increasing
each of the present loads at the forecasted growth

‘rate.
by addirng the loads connected to that circuit-and divi-

" The total present Lload for each circuit is found

ding the total amount of the }oad‘by'che.raced voltage.

TABLE 26. A SAMPLE LISTING
" Circuit # Grid # Total KVA Ratlng
12 041067 50
172 041069 175
173 . 042046 410
173 062048 - 222
173 043036 L 65

Feeder Network Data

"types that can exist in.the network.

The feeder network- can-be represen:ﬁd by means of

.'grid coordinates and the auxiliary data base which pro-

vides descriptions of the possible and common line
The auxiliary
data base also provides information of the demand
centers that ‘are -connected by the same feeder, the

. length of each feeder segmencs connecting the demand

centers, and the existing or possible liae types that
can be used as part of the feeder segmenct in the oper-
ation or design process. .

Substation Data

. Each existing or potential substacion of the sys-
tem is described by its location, using.the grid coor-
dinates, and by its total transformer capacity. In
order to simulate and study the system behavior under
contingencies, the rated capacity, i.e., its total
transformer capacity, of thée substation can be reduced
to represent the émergency, e.g., loss of feeder seg-
ment, loss of number of feeders, the loss of substacion
transformers, 14 lnadequace subgstransmission supply,
etc, :

New Feasiblé Substation Sites

The substations with their associated feeders make
up different -substation service areas. The optimal lo-
cations of a single substation can be determined using

.the squared Euclidean distance measure for a given set
. of service demands-by:
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‘where:

XS, = X - coordinate of substation i

ts, = ¢ - coordinate of subsgtation i

XF, = X - coordinate of feed point, i.e.,

. first customer bus served by the feeder,

of feeder service area j.

"YF, = Y - coordinate of feed point of feeder




service area j.

toctal demands of feeder service area j

o
m
o
[]

substation i
aumber of substations

NS = number of feeders

For a rectilinear distance measure XS, is a point
such that f£ifty percent or few load values are located
on X coordinates which are greater than or equal to
XS, and fifry percent ar fewer load values are located
on X coordinates which are less than or equal to XS,.
A similar rule applies for the YSi. +

MATHEMATICAL MODEL

The distribution system expansion costs can be
categorized into two groups: (1) the substation ex-
pansion costs, and (2) the feeder expansion costs.

Let the number of existing substations be NEW and NPS
be the number of possible sites on which to build sub-
stations. Therefore, an electric distribution system
can effectively be modeled as a mixed integer program-
ming problem with cthe subscations as sources and the
loads on the feeders as demands. dere, the objective
function is the minimization of the present worth of
the capital, i.s., fixed cost of the distribution sys-

- tem expansion and the present worth of the variable

costs associacted with the power losses, subject to
restrictions which relate substation transformer capa-
cities and feeder ratings cto system load projections.

In order to set up the model the following nota-
tion is introduced:

or Parameters

3rC, =

1 present worth of fixed cost of con-

structing substation i,

FFCij = present worth of constructing a feeder

from substation i toc demand center i,

(]

"

(@]
[]

present worth of comstTucting a tie-
feeder from substation i to substacion

is

i3

DFC.,., =

presenc worth of f{ixed cost of comn-
1]

structing a feeder from demand center
i to. demand center j,

present worth of reconductoring feeder
from substation i to demand center j,

oresent worth of fixed cost of adding a
bay at substation i (&f facilicy al-
ready exists, the fixed charge is zero),

present worth of fixed cost of adding
incremental capacity k to substation i,

coordinates of points on the eavelope
curve of the feeder variable cost
curves,

coordinatas of a point s on the enve-
lope curve of the substation variable
cost for route ij,

coordinates of a point s on power loss
curve Ior a specirfic conductor placed

in route ij,

NF = number of feeders emanating from the ini-
tial size of a substation,
NFB = number of feeders per bay added to a sub-
station,
NBmax = paximum number of bays that can be add-
ed to a given substationm,
NES = number of existing substatioms,
NPS = number of potential substation sites,
NS = number of existing substatioms and po-
tential substation sites thus,
NS = NES + NPS
@ = total number of existing demand centers,
DFj = total demand of demand center j,
SICi = initial capacity of substacion i,
Ak = incremental capacity size k that can be
added to a given substation,
Ui' = ratad capacity of a feeder comnecting
3 origin i to destination j,
G = tocal number of points required to
approximate a given nonlinear- curve.
for Power Flow Variables
ho = quantity ctransported from substation i
3 to demand center j,
Yi' = quantity transported from substation i
3 to substation j,
Zi' = quantity transported f{rom demand center
3 i to demand center j,
(RX)i' = quantity transported from substation i
J to demand center j over a reconductored’
feeder,
for Decision Variables

..
1)

binary integer variable which denotes
the decision to select or not co select
site i,

0, if a substacion does not exist at the
site i or will not be built,

1, if a substation is to be built ac the
site or already exists,

0, if a feeder does not exist between
substation i and demand center j,

1, if a feeder does exist or-is to be
built between substation i and demand
center j,

0, if a tie-feeder does not exist be-
tween substation i and substacion j,

1, if a tie-feeder does exist or is to
be built between subscation i and sub-
scation j,

0, if a feeder does not exist between



demand center i and demand center j,

1, 1f a feeder does exist or is to be

4 built between demand center { and demand
center j,

(R6)ij = 0, if reconduccoring of tie-feeder be-
tween substation i and substation j will
not be doune,

(RS)ij = 1, 1f reconductoring of tie~feeder be-
tween substation j will be done,

uy ® aumber of bays to be added to the sub-
station at site i,
Ay 1, if incremental capacity k is to be
added to substation {,
Qe = 0, otherwise.

For Linearization Variables

The following variables are used to approximate
a nonlinear curve with straight line segments.

t,. = representaction variables for £(X,.),
ijs ij
(cy)ijs = representation variables for E(Yij)’
(t2) = representation variables for £(2..),
ijs ij
(tR)ijs = representation variables for f[(RX)ij],
(Sx)i.s = decision variable to force selection of
] at most two t_ . _ to be nonzero,
ijs
(BY)ijs = decision variable to force selection of
at most two (cy)ijs to be nonzero,
(BZ)ijs = decision variable to force selection of
at most two (!:z)ijs to be nonzero,
(BR)ijs = decision variable to force selection of

at most two (tR)i to be nonzero.

js

The optimization problem includes choosing the
sites to locate substations; determining the optimum
amount of incremental capacity to add to existing and/
or newly buiit subscation; determining the optimum
aumber of feeders emanating from substations; finding
the .optimum number of bays required to support the
number of feeders chosen; connecting the substations
through tie feeders:; selecting the connections be-
tween demand centers; selecting the connections be-
tween substations and demands; the optimum conductor
size of each connecting feeder: and the fseder, be-
tween substations and demand centers, which should be
reconductored in such a way as to minimize the present
value of costs and meec cthe forecasted demands. Two
concepts are necessary to introduce which are not fully
défined in a mathematical programming format in the
previous power system planning literature; (1), deci-
sion variables and (2) power loss envelope curves.

A decision variable is a variable whose values are
restricted to either zero or one. The one represents a
yes decision and the zero represents a no decision or
status quo. rFor example, suppose that the cost of con-
structing a numoer of substations at certain sites, out
of eight potencial substation sites, needs to be repre-
sented, then the proposed cost would be aqual to

£
Y

the decision is to build two substations at the

potential substation sites three and seven, then

and

and
Cost = SFCI(O) + SFCZ(O) + SFC3(1) + ...

+ SFC7(1) +SFC8(O)

= SFC3 + SFC7.

Thus, the cost of any combination of decisions can
be represented by the general summacion. However, this
cost function is subject to some logical constraints
dictated by the technology of the problem. For exam-
ple, no feeder emanating can be built from a substation
1f the substation does not exist. This can be assured
by a conmstraint of the form

o
Z §,, SNF - 8§, for every substation i.
=1

If substation i
can be ouly

This works in the following way.
does not exdist, then s, = 0. Since §
zero or one for each j. The equation

<

o
f6 =0

1 Y

implies that each § ,, = 0. Since zero represents the
decision not to act,”’no feeder is to be built. If

5i = 1, then a substation exists or will be built and

m
T
L

i=1

§ .. =NF
1]
Then up to the number of NF of the § .. can be one, and
up to the number of NF demands can bé served from sub-
station i.

The cost of power losses in feeders varies with
the conductor size and the power transported. TFor a
given load there is a conductor size which gives the
minimum total cost of power losses, lost feeder capaci-
ty due to power losses and investment. Figure 18 il-
lustraces the concept.

A

Cy
2
¢y
:
0 Xy X9 X3 X
POWER FLOW
Figure 18. Envelope curve representing minimum

cost of transporting power X

In the figure, each of the three curves represent




n an installed
energy due to LR losses in

of demand lost (i.e., the cost
the I“R losses for a given

the power transported is X.,
conductor size is the condic-
tor one, given by C, curve. Similarly, the cost of the
conductors two and %hree, given by curves C, and C3,
are minimum if the transported power are X, “and X
respectively. It is- assumed that the conductor glving
optimum cost will be selected in installing a new feed-
er. Therefore, the variable cost of conductor can be
represented by the function.

the summation of the cost of investment

feeder, the cost of lost
the -feeder, and the cost
of lost capacity) due to
conductor size (10). If
then the least expensive

£(X) = min £ (X)
i
i
where |

£ (X) = installed feeder inves:ment cost plus lost
energy cost due to power losses in feeder
plus lost capacity cost of feeder due to
the power logses in the feeder for a given
conductor size {i.

The function f(X) gives the envelope curve which is
represented by the heavy line in Figure 19. It is a
nonlinear and nonconvex curve. This envelope curve can
be approximated by straight line segments and represen-
ted by a continuous and zero-one variables. The method
by which this can be done is given in the following
section.

For a feeder that already exists, the cost of
‘power losses 1is given by the single curve defined by
cthe given conductor size. This curve is a convex curve
and can be represented by straight line segments as
shown in Figure 7.

cost

s e o o m

ta
POWER FLOW -
Figure 19. Linear approximation of cost curve £(X..)
which represents the present worth of cdst
of investment, lost energy in the feeder
and cost of lost feeder capacity as a
function of power flow over route (i,j)

Pilecewise Linearization of Nonlinear Cost Functions

In Figure 19, a nonconvex and nonlinear curve has
been approximated by line segments between six chosen
points on the curve. The curve represents the present
worth of installed feeder investment cost, lost energy
cost due to power losses in feeder, and lost capacity
cost of feeder due to the power losses in the feeder
for the optimim conductor size for a given load trans-
ported.

The following equations are given to demonstrate
the concept of how a piecewise linear approximation of
a nonlinear function is done, as shown in Figure 19.

The approximation rests on the idea that if

aijl =X

<
iy = @

then ti 1. € , the surrogate variables used to repre-
sent f( ¥y, caﬂ € chosen such that the value of

%55 T 351 7 31t %152 B2
+ -
where t'jl and ti‘Z have to satisfy tijl tijZ 1 and
+

tijl’ 152 2 > 0. Note the fact that if tijl cijZ > 1,
one cannot find the surrogate variables ti'l' tijZ such
that the value of ]

X, = . + .

X9 T %91 7 g1 T %ug2 T Bag2
lies between aijl and aijZ' Now consider the points
(anl'bﬁl)and(aHZ’bﬁZ)' If

£ S a,, + =

341 SRy Taggyand gy teggy vl

where
>

€yq10 B1y2 20
then

X9 " %51 7 fyg1 T g2 Cig2 18

. + .

such that the point (Xij’ bijl :ijl bijz r’ijz)
lies on the line segment connecting (aijl' bijl) and
(33420 Byy2)-

If a curve is approximated by several points, X
would lie between a specific palr of coordinates

and a Therefore, the tjijg, corresponding to

15 pair, mu; be greater than or =qual to zero and all

13

other tljs must be forced to be zero. For example,
consider the following equations where the 3 js carry
out the aforementioned function.
6
X,. = a,. .. )
ij =l ijs ijs
5
i3, =1t (2
s=1 M
6
Te,.. =1 (3
s=1 1is
%
Cost = b €. %)
a=1 ijs ijs
< 5
f141 %341 )
< + 6
ij2 7 7ijl Bij2 (6)
< + ¢ 7
133 = 3527 3453 M
: < + 8
134 T833% %450 (8)
< +
155 = 8547 3455 9
< 10
156 = 3135 10
where '
t > 0 and 3,, = either zero or ome.
ijs ijs
Here, it is desired to find
Cost = f(xij) (11)



In order to find the cost, using equacion (4), set

3ij2 =1
then equation (2) would force that

S191 73133 " %454 T 34457 0

Thus, equacions (5-10) would allow only ty
to be non zero. Hence, equations (1) and
reduced to

52 and ti~3
13) can b%

X = a R a t

1j 192 F132 7 %133 7 Fiy3
T a -
and ‘L tijZ tij3
these last two equations can be solved for cij2 and
ty:q and the approximate cost value can be found from

equation - (4).
Therefore, in summary

-< <

aijg—l < Xij < aijg (12)

then
X.. t,. ., " oa,, t,. - a,, 13
i~ Tijg-l “ijg-l T Cijg Cijg as

and
S(X,,) =L, © b, +t < b, 14
(YIJ) ciJs-l ijg-1 iig ijg (14)

Thus, the double summation of f(X,.,), which would be
the present worth of cost of inve%gment, lost energy
in the feeder and cost of lost feeder capacity as a
function of power flow over route (i,j), can be repre-
sented by the following term, that is

NS

n G
PY Yb.. -, (15)
ial j=l s=p 238 1JS

and the total of the variable costs of substations can
be represented by

NS =@ G
o1l
i=1 j=1 s=l

must equal zero
epresencead.

d (16)

: st
ijs ijs
in order that Xij'equal zero can

3ASE MODEL

The following is the complece mathematical model
which, when solved, gives cthe optimum decision in each
of the aforementioned categories. The definition of
each term in the objective function and the definition
of each constrainc are given following the model.

NS %§ ? ;
Cost = ) SFC, + §_. +) ) L. 4.
=1 b 1 o2 gap gmy MS s
(4) (3)
N m NS o 8
+Y Yy, -5,y 7 Ve b,
isl =1 MM ya) je1 gey M8 RIS
i,j € NE 1,j € XE
()] (¢0)]
NS NS NS %f g
+) ) TFC, Y.+ L (ey) .. " b,
SIS S A R O P B R
(E) (F)
woR TR
+7 jc a, + 5 e, DFC,,
1=1 ka1 e Ttkoigy o) T 4
1) %9 (H)

m a 3 sta!

+) p oy fezy,. b+ y (FRC) . * (RS) .
j=1 j=1 s=1 M lis oy 4o 4 1

} i,j € REC
(1) 3

RE ? g

+) ) (cR) .. 5.,

isl j=l g1 13 1iis

1, £ REC
(K)

%f ? § NS.

+ ... " b, +3u - FBC (17
i=] j=l g=p i 1S 57 L

1,j €E
- (L) M
where
E = {i,j|route 1,j has a feeder in place}
REC = {{,j|route i,j has a potential cost saving by
reconductoring}
NE = {i,jiroute i,j has no feeder in place}
E U NE = {i,j|set of all routes i,j;

Any fixed cost term
zero if faciliry is

function

N

W e~

X,
1 4

(RX)

where

i=1,.
3=1,.

i ~8
o,

ij

where

52

already in place.

is subject to the following comstraints:

o 2 NS
+yz, . -vz,, +) (RO, 2DF 1,
cgey Mogap 3 g 3
i#j j#i 1, € REC
,m
=1 - (RO, 1.,
ij ij
¢ REC
< N . - € D
1 ° (RS) i Uij Yi'd REC
T
SSIC, * 3, + ) v.. 7
i i j=1 ji S S
i#3
j
+ )4, oa,
k=1 © - ik
.,NS
U, "8, v,
ij ij ij
..,Ns
.,
s 3.+ < >
NF i NFB Ji Vi

in the above objective function is
The objective

(18)

(19

(23)




7., (31)
i

where
(cR)ijl < (SR)ijl
1=1,...,N8 . .
j=l,...,N8 1Fj -
] ’ (R oS BRI, ) + BB,
LS k@, +35)) v, (26)
Yy 86, ; i3 (tR); 56 < (BR)ijG__l
where
where
i=1,...,NS
i=1,...,N8 i#j ij € REC
! i
Ya, =36 v @n X,,=)e, . " oa,.
k:l ik i i 13 gay iis ijs
Jhere G
. ) s = 1
i=1,...,NS s=1
zZ,,sU -9, ) T, 28 G=1
ij T i3 ij i @8 Pen, =1
where s=1 3
7,. (32)
i..=i,...,m cijl < (SX)ijl ij
j=l,...,m
i#j tijz < (ax)ijl + (BX)ijZ
B, <3, - NB ¥ (29) .
1 1 max i
= BB+ BBy
where :
i=1,...,NS tijG = (BX)ijG
z % (c2) where
s = z)a
Y sm Hs . i=1,...,NS
j=l,...,m
G ]
i (e2), o= L G
s=1 Y., =7 (¢t L.ta,,
ij sél( y)iJS ijs
Gil
Bz) ., =1 -
ijs G
s=1 Y (ey),  ra,. =1L
s=1 ijs "ijs
(tz)i:.ll = (Bz)ijl Vih (30) 61
= + a1 :
(£2);32 3 62)yy; + 62) sgl(e;y)ijs Yy (33
< ty) .., S BY),.
(!:z)ijg - (Bz)ijg_l + (."az)ijg ( y)iJl ¢ y)ijl
. - N 5 + .
cen) : G2 (ty)ij2 (By)ijl (By)ijz
2456 = ¥¥y56-1 :
: = . + v)..
where (ty)ijG (sy)iJG-l @')iJG
| ty),.. < By)
V i=1,...,2 &) 456 Y i56-1
j=1,...m where
i=1,...,NS
j=1,...,NS
RO, = § (tR),, -« a 173
1j ijs ijs

s=1 X,,20; ¢ > 0; (ty) 2 0; (tz)i

2 0;
ij ijs s

3
53



> - Y .
(CR)ijs > 0; zij 20 yij > 0; (M)ij > 0,
(ﬁ»X)ijs =0,1; (By)ijs = 0,1; (32)“5‘ 0,1,;
(E’»R)ijs = 0,1; 51 = 0,1; Sij = 0,1;
Sij =0,1; 2 T 0,1; Yy = 0,1;
u, = 1,2,3,...NB
i aax

The complete procedure is outlined in flow-chart

form in Figure 20. The inequalities can be converted
to equalities by addition of slack variables, however,
the program used does this automatically.

Input

!

Formuiate
Mixed-integer
Program

¥ -

Solution by

Mixea-intager

Programming
Metnnd

Optimai Stop
Sotution 1 No Feasible
Maodify optained Salution
Formulation ?
of Linear
Program YES

Check Line
Flaws for
Intact Network

. A

Canstraintg

Satisfied
?

Check Line
Flows for ail
Outage
Conditians

A

Canstraints

.. Satisfied
N 7

L YES

Ouwut

Figure 20. TFlow diagram of mixed-integer program-
ming

The following are the explanations of the terms in

the objective function.

Term A.: gives the fixed charges for constructing a

substatcion on site 1i.

Term B: gives the cost of power losses in substation

equipment, represented dy a piecewise linear

approximation of power transported over route
(1,3).

Term C: gives the fixed charges of an installed feeder
on the route from substation i to demand cen-
ter j.

Term D: gives the cost of power losses when power
quancity X.. is transported, represented by a
pilecewise tHaear approximacion of the nonline-
ar cost curve.

Term E: gives the fixed charges of an installed tie-
feeder between substation.

Term F: gives the cost of power losses in tie-feeders
between substations as a result of transship-~
ment, represented by a piecewise linear ap-
proximation of the nonlinear cost curve.

Term G: gives the cost of adding incremental capacity
at the various substations.

Term H: gives the fixed charges for installed feeders
between demand centers.

Term I: gives the cost of power losses in transship-
ment between demand centers with piecewise
linear representacion of the nonlinear cost
curve.

Term J: gives the fixed charges of reconductoring a
feeder over .route (1,j).

Term K: gives the cost of power losses in feeders over
reconductored route (i,j), represenced by a
piecewise linear approximation of the non-
linear cost curves.

Term L: gives the cost of power losses over a route
(1,3) with a feeder in place, represented by a
piecewise linear approximation of the nonlin-
ear cost curves.

Term M: gives the fixed charges for adding bays to a
substation.

The following are the explanations of the con-
straints used in the model.

Constraint (18): assures that each demand is met.

Constraint (19): 1is a logic restriction assuring that
decision variable for power flow is
zero if reconductoring occurs and
vice versa.

Constraint (20): assures that there is no power flow
over reconductored route if reconduc-
tor decision variable is zero.

Constraint (21): assures that the total quantity

trangported from substations to des-
tinations is less than the substation
capacity plus power transfered from
other substations.

Constraint (22): stops the power flow if feeder deci-
sion variable is zero.

Constraint (23): limits the number of feeders built to
the amounts specified by the number
of bays ‘available.

Constraint (24): limits the aumber of sites ‘available.

Constraint (25): assures that the power flow between




substations is zero if no feeder
exists between substations.

stops a feeder from being built be-
tween substations unless both sub-
stations exist (i.e., 3, =1 and &,
= 1), * 3

Constraint (26):

Constraint (27): assures that incremental capacity
cannot be added unless the substaticn

exist (i.a., si = 1),

assures that there is no power flow
between demand centers unless the

connecting feeder exists (i.e., 3,
= 1). H

Coustrainc (28):

Constraint (29): assures that no bay can be added un-
less the substation exists ({.e.,
§, = 1).
i
Constraint (30): computes piecewise linearization var-
iables for £(Z,.).
. i3’
computes pilecewise linearizatiom var-
iables for f[(RX)ij].

Comstraint (31):

Constraint (32): computes piecewise linearization

variables for £(Y,.).
1]

In order to demonstrate how the constraints are
formed consider the restriction (18). This comstraint
simply stazes the fact that the sum of the power flows
from all subscations, that is

NS
VX,

g=1 1

olus the power flow received from all ocher demand cen-
ters, that is

[TRS
. 81y
w

minus the power flow sent to other demand centers.
that is

~1E

z,
i=1 3%
j#1

plus the power flow ctransmitted through all reconduc-
tored feeders, thar is

T

(RX), .
=1 4
1,j £ REC

nust be greater than or aqual to the demand of the de-
mand cencer j, i.e., DF,. .

Also, consider thelrestriction (19) which is a
'cut off" constrainc. That is, if

chen 5., = 0

(RX)ij =1 1

and by constraint (22) Ki‘ becomes zero. If
i
3,, =1
iy
then the same result is obtained using ‘restriction
(20).

Further, consider the rastriction (27). If the

w
w

substation does not exist than the substation decision
variable is

6. = 0.
i
Then
R
Ya, =0
k=l ik
that is
G 7 O e

and no incremental capacity is added. If, for example,
B =
113 1
then term (G) in the objective function becomes equal
to C because all other terms in the summation have a

i3

zero factor.

Applications of the Model

To test the solvability of the model a problem was
devised and soived. Tae probiem had three different
cases that each. included power transshipment, feeder
routing and substation site selection using linear ap-
proximation of nonlinear cost curves, and substation
incremental capacity. The data used in determining
parameters of the model were provided by the Oklahoma
Gas and Electric Company. Each case nad three substa-
tion sites and eight demand centers. Table 27 gives
the description of each individual case. The variable
feeder costs were based on the.rectilinear distances
between points. Using the "'sunk cost " concept of en-
gineering economy, fixed costs of existing facilities
were assumed to be zero. In estimating fucure fixed
and variable costs a carrying charge race of 21.88 per-
cent was used and also an inflation rate of ten percent
was considered.

Table 27. Case Descriptions

No. of No. ot . .
A e r ; Yo of
Case| In{tial Coaditions Iateger Concinuous | . e
- N P Constraincs
varizbles Jarizb.ias
= K t
eedars .
i 5 o= S 157 111
or subszacions |
on2 exiscinz substa=-
2 jtion and wo exiszing 13 97 11l
feeders
one existing substa- .
3 ltion and chree exisc-. il3 137 111
ing feeders

The cases were tun on an IBM 370/158 :omputer us-
ing the MPSX mathematical programming system. The so-
lution results are shown in Figures 21,23, and 24. The
sumary of the computer output data of case aumber one
is shown in Figure 22. The cost of the computer runs,
the CPU time, and the value of the optimum solucion for
each case are given in Table 28.

Table 23. Computational Resulcts
Cosc of CPU Tiame gpsiQO
Case Computer . : Salutien
Run (in $) (in Minuces) Value (in 3)
L 284 41.5 1.675.000
2 121 17.567 1,471,700
3 113 17.05 ;1.8 |

In case number one, the computer run time exceeded
the allocated CPU time without achieving an optimum so-
lution. Therefore, case number one was restarted with



a planner's soluction and an optimal solution was
achieved. The optimal solution saved ninety-eight
thousand dollars in comparison to the planner's solu-
tion. The optimal solution was found in twenty-anine
minutes, however, twelve additional minutes were re-
quired to prove optimality. Previous problems of this
size reported in the literature were not solved even
after a five hour CPU time despite the fact chac a
faster computer was utilized.

Sensitivity analvsis of case number one were per-
formed. The results of three different sensitivity
analyses for case number one are shown in Figures 25-

tal capacity step sizes to two thirds of their original
values. Figure 26 shows the results of changing the
number of feeders emanating from substation two from
four to two. TFigure 27 shows the results of changing
the demand of demand center two from 2.4 MVA to 6 MVA.
Note the difference in feeder connections of Figures 25
and 26 in comparison with Figure 21. However, the
_change in demand did not force a change in feeder con-
nections, as shown in Figure 27. This study indicates
the fact cthat incorporating all the major distribution
planning decisions into a comprehensive planning model
is now computationly feasible and some major cost sav-

27. Figure 25 shows the results of changing incremen- ings can be achieved.
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Case #3 solution results
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GENERAL DYNAMIC MODEL

model are different
base, model since

The parameters of the dynanmic
than the ones used in the previous
the envelope cost curves cannot be used. In the dynam—
ic model, as can be seen in Figure 28, power trans-
mitted over the same feeder route can be different.
Therefore, utilizaction of the same conductor may not
give che optimum cost. Thus, all the material costs
are included in a fixed cost. as a result of this, all
the cost curves for transmitting power are to be based
on power losses only.

=
0 A . 3 LMV L)
“45m) Siaen SSUAY
Figure 28

The cost curves required to be calculated as a
function of conductor size and time. The cost curves
look different with respect to time because the present
worth of costs varies with time. The last year of the
planning horizon T, has a curve which includes the
oresent worth of all costs from T, to L, the last
vear of the useful life. The cost of power losses
must be brought back to T, and then to time zero. The
assumption made here is that for a given power trans-
mission of Kij(T) T=7T,T *+1Ll,..., L is coastant.

Figure 29 presents the various power loss curves
as a function of conductor size and time. Here, of
course, £_(T,) is an exception since it includes
L - T+l years in its cost accumulation. Whereas,
- h.
rc(T) for the value of T.

LT <T -1
only accumulates costs " for one vear. Lo this model
Costs can be completely accounted for in the feeder
fixed charge.

13obbie L. Foote and Turan Gonen, "aApplication of
Mixed-Integer Programming to Reduce Sub-Optimization in
. Distribution Systems Planning”, the 1979 Modeling and
Simulation Conference, University of Pittsburgh,
Pictsburgh, PA, April 25-27, 1979.
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Figure 29

In order to set up the general dvnamic, i.e.,
time-phased, model the following notation is incro-
duced: :

For Parameters:

NS = number of existing substations and potential
substations,
M = total number of existing demand centers,
Th = length of the planning horizon over which
substations and feeders can be built,
T = a particular time period, 1 < T < Th,
SFC,.. = present worth of fixed cost of constructing
iT ™ P
substation i in year T,
FFCich = present worth of constructing a feeder .from
substation i to demand center j in vear T
of conductor size C,
TFcich = present worth of fixed cost constructing
a tie-feeder from substation i to substarion
j in year T of conductor size C,
DFC. . = present worth of fixed cost of constructing
ijeT P
a feeder from demand center i to demand
center J in year T of conductor size C,
FBC... = present worth of fixed cost of adding a bay
iT P
- at substation { (1f facility already-exiscs,
the fixed charge is zero) in vear T,
FRCich = present worth of reconducting feeder from

substation i to demand center j in vear
T of conductor size e,




(4 4scr

1
Cise

NF

bijscr)=cootdinates of a point s on the power
loss curve for a specific conducror
placed in route ij of conductor size
¢ in year T,

= total demand of demand center j in vear T,

index number of maximum conductor size,

= total number of points required to approxi-
mate a given nonlinear curve,

= raced capacity of a feeder of conductor
size ¢ and connecting origin i to desti-
nation j, '

= number of feeders emanating from the initial
size of a substation,

= number of feeders per bay added to a sub-
station,

= maximum number of bays that can be added
to a given substation,

i = initial capacity of subsctation i,

= present worth of fixed cost of adding
incremencal capacity k to substation i
in year T.

For Power Flow Variables

*ijeT

Y
i1jeT

zich

= quancity transported {rom substation i to
demand center j with conductor size ¢ in
year T,

= quantity transported tfrom substation i to
substation j with conductor size ¢ in year
T,

= quantity transported from demand center i
to demand center j with conductor size ¢
in year T,

. = guantityv transportad irom substation i td

demand center j over a reconductored
fzeder with new conductor size ¢ ia year

ror Decision Variables

3 =
3o
iT

(¢}
u

iT

binary integer variable which denoces the
decision to select or not to select size i
in year T,

0, if a substation does not exist at the site
i or will not be built in vear T,

l, if a substation is to be built at the site
or already exists in year T,

2 0, if a feeder with conductor size ¢ does

aot exist between subscacion I and demand
center j in vear T,

1, if a feeder with conductor size c does
aot exist or is to be built between sub=-
station i and demand center j in vear T,

0, if a rie-feeder wich conductor size ¢
does not exisc between substacion i and
substation ; in vear T,

B

51

:1’

does exist or is to be built between sub-

if a tie-feeder with conductor size c¢

station { and substation j in year T,

3 =0,
not exist between demand center i and

if a feeder with conductor size c does

demand center j in year T,

= 1, if a feeder with conductor size c does
exist or is to be built between demand

center i and demand center j in vear T,

= 0, if reconducting, with conductor size

¢, of a tie-feeder between substation i
and substation j will not be domne in
year T,

l, 1f reconductoring, with conductor size
¢, of a tie-feeder between substation i
and substation j will be done in year T,

1, if incremental capacity to be added to
substation { in year T,

0, otherwise.

number of bays to be added to the sub-
stacion at site i in year T. .

For Linearizacion Variables

The following variables are used to approximate
a nonlinear curve with straight line segments.

Siis
()46 =
(e2) g =

(:R?ijs -

In the above

= representation variables for E(Ki.).

3
representacion variables for E(Yij),
representacion variables for E(Zii),

4

representation variables for f[(RX)ij],

decision variable to force selection of
at most two :ijs to be nonzero,
dacision variable zo force selection of
at most two (cY)i. to be nonzero,

js
decision variable to force selection of
at most two (tZ)’...s to be nonzero,

~J

decision variable to force selection of
at most two (cR)ijs to be nonzero.

definitions t > 0 and

(8X) = ¢

(By) = (ty)
(B2) = (tz)
(8R) = (tR)
(ty) =
(cz) =
(tR)

[

]
—~
& moae
z

The optimization problem includes the timing of

choosing che

sites to locata substatious; determining

the optimum amount of incremental :épacity to ad§ te
existing and/or newly built substations; determinlng
the optimum aumber of feeders emanating from su?sta-
cions; finding the optimum number of bays reqelred to
support the number of feeders chosen; connecting the
substations through tie-feeders; selecting the connec~



tions between demand centers; selecting the connee-
tions between substations and ‘demands; the .optimum
conductor size of each connecting feeders; and.the
feeders -between substations and demand centers which
should be reconductored in such a way as to minimize
the present value of costs and meet the forecasted
demands. '

DYNAMIC PLANNING MODEL -~

The following model is the complete mathematical
model which, when solved, gives the optimum. decision
in each of the aforemencioned categories. The -
definition of each.term in the objective function and .
the definition of each constraint are ngen ‘ollouing
the model. '
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LI U D Y 1,j €E
s=1 i=1 j=1 T=1 o
. M)
b .
. Cigser ijseT
where ) -
E =‘(i,j|route i,J has a conductor in plaée}
REC = {i,jlroute i,j 'has a potential cost saving
. by reconductoring;s
NE = {i,j[route i,j has no conductor in place}
"NE = {1,jiset of all routes i,T}

Any flxed cost term in the above objective function
is zero 1if tacility is already in place. The objec-
tive function is subject to the following constraints:

¥§:¢C - . m ¢ . . cC NS
z I X + £ T Z.- + I I (RX) >DF
tol col M7 T yapcer T 0y gay 0 43ETST
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where
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Syyer &5 87 Ti,4,e,1 (35)
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- where
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< £ U 5 e
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i,jetE
g
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(BR)sich 0,13 it 0,1 dlch 0,1
(Ro)ijcr 0,1; aijcr 0,1; ST T 0,1
ijeT 0,13 HiT T L o NBmax
The following are the explanations of the terms
in the objective function:

Term A: - gives the fixed charges for constructing a
substation on site i over the time horizon
T, .-

h

Term B: gives the cost of power losses in substation
équipment, represented bv a piecewise linear
approximaction of power transported over route
(i,j) over the time horizon Th.‘

Term C: gives the fixed charges of an installed feeder
of size C on the route from substation i to
demand center j over the time horizon Th.

Term D: gives the cost of power losses when power

“"quantity X,.-is transported over conductor
[o represené%d by a piecewise linear approx-~
imation of the nonlinear cost curve over che
time horizon Th. .




Term

Term

Term

Term

Term

Term

Term

Term

(o]

gives the fixed charges of an installed tie-
feeder of size C between substations over

the time horizon Th.

gives the cost of power losses in tie-feeders
between subscations as a result of transship-
ment over conductor C, represented by a
piecewise linear approximation of the non-
linear cost curve over the time horizon Th'

gives the cost of adding incremental capacity
at the various substations over the time

horizon Th'

feeders
the

gives the fixed charges for installed
of size C between demand centers over

time horizon Th.

gives the cost of power losses in transship-
ment between demand centers over conductor
C with piecewise linear representation of the
nonlinear cost curve over the time horizom

Th.

gives the fixed charges for adding bays to a
substation over the time horizon Th.

gives the fixed charges of reconductoring a
feeder over route (i,j) over the time horizon
T, . )
h

gives the cost of power losses in feeders
over reconductored route (i,j), represented .
by a piecewise linear approximation of the
nonlinear cost curves during the time period

Th'

gives the cost of power losses of conductor
C over a route (i,j) with a feeder in place,
represented by a piecewise linear approxi-
mation of the nonlinear cost curves during
the time nhorizon Th.

The following are the explanations of the con-

straints used in the model:

Constraint

Constraint

Constraint

Constraint

Constraint

(34): assures that each demand is met

during the time horizon Th.

(35): stops a feeder, connecting substation
i to demand center j, {rom being
built unless the substation has been
built by time T.

(36): assures that no power flow over a
feeder route connecting i to demand
center j can occur unless the feeder
has been built by time T.

assures that there is no power flow
between demand centers unless the
connecting feeder exist (i.e.,

1).

(37):

“ijeT

(38): assures that the power flow between

gubstations is zero if no feeder

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

Constraint

(39):

(40):

(42):

(43):

(46):

(47):

(48):

(50):

exists between substations.

assures that the total quantity
transported from substations to
destinations is less than the sub-
station capacity plus power trans-
ferred from other substations for
any given time during the time

nhorizon T, .
h

assures that incremental capacity
cannot be added unless the substation

exist (i.e., 6iT=1) oy time T.

cthe number of feeders
at all, by time T.

assures that
be built, if

assures that the number of feeders
allowed at time T is less than or
equal to the number of initial
feeders plus the number of feeders
per bay times the number of bays
added by the time T.

assures that there is no power fiow
over old feeder if a new recon-
ductored feeder has been placed in
time period T.

assures that only one conductor size
is used to reconductor the feeder
and that the reconductoring occurs
only once.

assures that power [low over rtecon-
ductored rfeeder route occurs only

if a reconductoring decision has been
made.

assures that only one conductor

size can be chosen for a given feeder
between substation 1 and demand
center j during the time horizon Th.

assures that only one conductor size
can be chosen for a given feeder
between demand center i and demand
center j during the time horizon Ih'

assures that only one conductor
size can be chosen for a given tie-
feeder between substation 1 and
substation j during the time horizon

| S
a

assures that no feeder can be built
between substations at time T unless
both substations exist (i.e.,

= £y b .
SiT 1 and 5jT 1) by time T

assures that the number of bays are
limited and that bays cannot be
added at time T unless a substation
exists by che time T.

computes the piecewise linearization
variables of the pcwer flow between
demand centers for E(Zi.) i.e., the
term (I) in che objectlée function.




Constraint (51): assures that the number of bavs are
limited and that bays cannot be
added at time T unless a substation

exists by the time T.

computes the piecewise linearization
variables of the power flow between
demand centers for E(Z ) i.e., the
term (I) in the ob;ectlse Lunctlon

Constrainc (52):

Constraint (53): computes the piecewise linear approx-
imation of che power loss cost func-
tion of the power transmitted over
reconductored feeder routes in con-
junction with the term (L) in the
objective function.

Constraint (54): computes the piecewise iinear approx-
imation of the power loss cost func-
tion of the power transmitted over
feeder routes between substation {
and demand center j at time T over
conductor size C in conjunction with
the term (D) in the objective func-
tion.

Constraint (55): computes the piecewise linear approx-
imation of the power loss cost func-
tion of the power transmitted over
tie~feeder routes between substation
i and substaticn j at time T over
conductor size C in conjunction with
the term (F) in the objective func-
tion.

Coanstraint (56): stops the power flow if feeder deci-
sion variable i{s zero.

Constraint (57): computes the piecewise linear approx-
imation of the power loss cost func-
tion of che power loss curves for
conductors in place with a given
conductor size in conjunction with
term (M) in the objective function.

OPTIMIZATION MODEL FOR DISTRIBUTION PLANNING USING
REAL AND REACTIVE POWER FLOWS

Let the number of existing substations be NES
and the number of possible sites on which to build
substations be NPS, as were previously. Assume that
the planner has to make a number of decisions. TFor
example, building a new substation, or substations,
capacity additions t5 existing substations, addition
of feeders from subscations to demand centers, install-~
ation of new capacitor banks, and determining optimum
conductor sizes.

Assume that real and reactive power requirements
of each demand center are known. Then the model can
be developed in such a manner to include the afore-
mentioned properties at the minimum cost. Therefore,
let S P.. and Q,. be the total appearant power,
real l&ower‘,' and reécnve power transmitted from sub-

station i to demand ceater j, respectively. Thus, the
following equation relates the three variables as
2 2 2
S;. =P, +0Q,. ; (57)
13 1j 13 71,3

Assuming that the utility company's policy die-
tates to achieve a power factor of 0.9, as is the
usual case, the following restriction can be written
as

.. >0.35 . v, . -
ij = ij 1,3 (58)

Since the total real osower transmitted from all
of the substations must satisfy the real power demand
of the demand centers

P.. >DP,

Piy 2 0Py ; (59)

0 tmp

i
where

n = NES + NPS,

DPj = total real power demand of demand center
Since the reactive power demand of the load cen--

ters is met by transmicting reactive power from the
substations and by installing capacitor banks, the fol=-
lowing restriction can be written as

2

Q.+ IQ

(60)
I 4=l

. > DQ, 1,
iJ—QJ 13

where
Q. = magnitude of the reactive power supplied
by the capacitor bank located at demand
center j,

= total reactive power demand of the de-
mand cen%ar j.
The power transmitted from a substation must be
less or equal to the capacity of the substation plus

DQj

any additions co the capacity. Therefore
m
rs < CAP, 3, +LC A a. o 61
iy — i i “k ik : (6L)
j=1
where
CAPi = initial capacity of the substation,
éi = 0, if a substation does not exist ac
the site i or will not be builc,
61 = 1, if a substation is to be built ac
the site or already exists,
ik = k'th incremental capacity size available
to increase the capacity of a given
substation, .
% = @ zero-one decision variable.

Since only one capacity addition is allowed to be
made at any given time

k
La <1 g,
K=l ik i

62)

Assuming that the permissable voltage drop is
limited to 3 percent of base voltage (or to 0.05 pu V)

S5i51%4' <0.05puv (63)
'B
or
(64)

5312451 £0.05 v,
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3

. (65) NF = number of feeders that can emanate from a

Syl <25 x 10y
bay, at a substation,

ij

where Gi = 0, if a substation does not exist at the
S_.j = apparent power, in kVA, . site { or will not be buile,
di = 1, if a substation is to be built at the
|zij| = magnitude of the Thevenin equivalent site or already exists,
impedance, in ohms, 9. = the number of bays allowed per bay,
VB = base voltage, in V. t
0, =1,2,3 =29
i max
where
1z | - R2 + ‘2 The following restriction keeps a bay from being
t71y ij 713 added unless a substacion exists or is to be buile,
R,, = resistance of the Thevenin equivalent N
<
1 impedance, in ohms, Gi - 0i (emax) Vi (69)
xij = reactance of the Thevenin equivalent Since additional capacity cannot be added unless
{mpedance, in ohms, bays are added, thus
In a system of overhead lines the reactive com- 5 < e V. (70)

ponent of the Thevenin equivalent is much larger than ik - 71 i
its resistive component, contrary to a syvstem of under-
ground cables. However, by installing fixed and
variable capacitor banks 'at the substation and/or load
centers to comply with the restriccion (58), the
mangnitude of the reactive component of the Thevenin
equivalent impedance may be negligible, with a small

In general, the costs involved are

SFC, = present worth of fixed costs of substation
i A
(including land, right-of-wavs, and some
construction costs),

error involvement. Therefore, SVCi = present worth of variable costs of substation
. i?
iz,.] =r,, i . . )
ij ij BACi = present worth of fixed costs of adding a bay
at substation i,
Hence
-4 2 FFC,, = present worth of fixed costs of a feeder
< B
sij Rij 225 x10 VB e connecting origin i to destination j,
14 1 % 2 cik = present worth of cost of the k'th capacity
S.. 2 25 x 10 VB increment to the i'th substation (without
H ij including the cost of bay),
where CAP., = cost of adding capacitor bank at j.

R., = resistive component of the Thevenin 2quiv- ]

ij 1 . h i1 Assuming the cost of power losses has a nonlinear
alent, in ohms per mile, function, the total cost or objectrive function which
i apparent power transported from origin i to needs to be minimized is
i demand center j in kV4,
. . N a Smax aom
Vg = base voltage, in k¥. Z= ISEC, .3, +L BAC, .9, + T I FFC_,
- . . - : i i i i, . ij
Of course, as a result of the installment of the i=] €3} i=l j=1 J
capacitor banks, the cooper losses or IR losses of
cthe svstem decreases considerably. n k
.8, + 2 Zc a
Also, 1 oy xel ik ik
5., <35,, .M (66) -
=3 il n a m n Gn
% +ZIsvC, .S,.+L ZIFVC,, .S, . +LCaP_ .
where ) i ij ij i3 7 j Qj
) . i=] {=l j=1 j=1
Si' = apparent power transported from origin i
J to destination j, in kVA. where
6i. = 0, if a feeder does not exist between Qj > 0; Sij > 0: Pij > 0; Qij >0
3 origin { and destination j,
R C. R ) . and
EFP 1, if a feeder does exist or is to be N
' built between origin i and destinaction j, 5i =0,1; Gij = 0,1
v, 1
M = A very large number. . aik = 0,1
Since feeders cannot be built unless a substation
exits, 2 = l,2...,9max
m
23, <NF(3, + 2, 7, (68)
: ij - i i i
j=t
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The model developed is a non-linear mixed-integer
programming model. There may be several refinemencs.
For example, a fixed charge can be used for the in-
stallment of capacitor banks by defining (FQ), = 0,1
and requiring J

(FQ), > Y
Uax

(72)

Thus, the following term needs to be added to the
objective function,
Z(FQ)j . CFC (73)

where

CFC = fixed charge for capacitor bank installation.

THE _CONCEPTUAL DISTRIBUTION SYSTEM PLANNING MODEL

Introduction

In general, the ultimace criteria for a good dis-
tribution system planning decision are: (1) the one
which provides the best result from a set of alterma-
tives, and (2) the one which is reached most quickly
and economically. Therefore, the planning engineer
has to use some computerized analytical techniques to
evaluate the technical and economic merits of alterna-
tive plans. There is a need for large scale analysis
as well as information retrieval and display, in choos-
ing the best alcernative required an 1interactive prob-
lem solving environment based on a data base manage-
aent system and a library of application programs,
with an analytical capability that is far beyond the
conventional algorithms. The syscems approach would
enable the planning engineer to simulate the distribu-
tion svstem in order to develop and evaluate, using
cost sensitive evaluation models, plans for a given
vear or to treat the planning activity as a continuous
process. Currently, only a few electric utility com~
panies organize their planning activities in a way si-
milar to this conceptual system. Most of them still
treat the planning process not on a integrated system
basis, but racher, on the basis of a partitioning of
the total system into subproblems which, in turm, re-
sults a nonoptimal svstem planning.

Futura Nature of Distribution Planning

"Predictions about the future methods for distri-
bution planning must necessarily be extrapolations of
oresent mecthods. Basic algorithms for network analysis
have been known for vears and are noct likely to be
improved upon in the near future. However, the super-
structure winich supports these algorithms and the
problem~solving environment used by the system designer
is expected to change significantly to take advantage
of new methods which technology has made possible.
Before giving a detailed discussion of these expected
changes, the changing role of distribucion planning
needs to be examined'.

Increasing lmportance of Good Planning

Because of the economic reasons, discribution sys-
tem will become more expensive to build, expand and
podify. Thus it is particularly important that each
distribution system design be as cost effective as pos-
sible. This means that the system must be optimal frem
many points of view over the time period from first day
of operation to the planning time horizon. In addition
to the accurate load growth estimates, components must
be phased in and out of the system so as to minimize
capital expendliture, meet performance goals and mini-
mize losses.

These requirements need to be met at a time when
demographic trends are veering away from what have been
their norms for wmany years in the past and when distri-

2John C. Thompson and Turan Gonen, "Distribution
System Planning: Past, Present, and the Future-Part
II: The Future", IEEE MEXICON-79 Conference, Mexico
City, Mexico, Sept. 10-12, 1979.

bution systems are becoming more complex in design due
to the appearance of more active components (e.g., fuel
cells) instead of the conventional passive ones.

Cost/Benefit Ratio for Innovation

their own sake.

In the utility industry, the most powerful force
shaping the future is that of aconomics. Therefore,
any new innovations are not likely to be adopted for
These innovations will be adopted
only if they reduce the cost of some activity or pro-
vide something of economic value which previously had
been unavailable for comparable costs. In predicting
that certain practices or tools will replace current
ones, it is necessary that one judge their acceptance
on this basis.

The expected innovations which satisfy these cri-
teria are planning tools implemented on a digital com=
puter which deal with distribution systems in network
terms. In TASK A.l and TASK A.2, a list of currently
available such planning tools are given, and one might
be tempted to conclude that these tools would be ade-
quate for industry use chroughout the 1980's. That
this is not likely to be the case may be seen by consi-
dering the trends judged to be dominant during this
period with those which held sway gver the period in
which the tools in were developed.

New Planning Tools

Tools to be considered fall into twe categories:
network design tools and network amalysis tools. The
analysis tools may become more efficiemt but are not
expected to undergo any major changes although cthe
environment in which they are used will change signi-
ficantly. This environment is discussed in the next
section.

The design tools, however, are expected to show
the greatest development since better planning could
have a significant impact on the utility induscry.
The results of this development will show the follow=-
ing characteristics:

(1) VNetwork design will be optimized with respect
to many criteria using programming mechods of
operations research.

(2) Network design will be only one facet of dis-
tribution system management directed by human
engineers using a computer system designed for
such management functions.

(3) So-called network editors® will 5& available
for designing trial networks; these designs
in digital form will be passed to extensive

3Turan Gonen and John C. Thompson, "Distribucion
System Planning: Past, Present, and The Future-Part I:
Past and Present’, IEEE MEXICON-79 Conference, Mexico
City, Mexico, Sept. 10-12, 1979.

John C. Thompson and Turan Gomnen, '"An Interactive
Distribution Svstem Planning Model', the 1979 - Modeling
and Simulation Conference, University of Pittsburgh, PA,
April 25-27, 1979.
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gimulation programs which will determine if
the proposed network satisfies performance
and load growth criteria.

The Central 2o0le of the Computer in Distribution
Planning

As is well known, distribution system planners
have used computers for many years to perform the
tedious calculations necessary for system analysis.
However, it has only been in the past few years that
technology has provided the means for planners to
truly take a "systems approach”" to the total design
and analysis. It is the central theses of this section
that the development of such an approach will occupy
planners in the 1980's and will significantly contri-
bute to their meeting the challenges previously dis-
cussed. :

THE SYSTEMS APPROACH

A collection of computer programs to solve the
analvsis problems of a designer does not necessarily
constitute an efficient problem solving system nort
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Figure 30.

even does such a collection when the output of one

can be used as the input of another. The systems
approach to the design of a useful tool for the
designer begins by examining the types of information
required and its sources. The view taken is that thnis
informacion generates decisions and additional infor-
mation which pass from one stage of the design process
to another. At certain points, it is noted that the
human engineer must evaluate the information generated
and add his inputs. Finally, the results must be
displayed for use and stored for later reference.

Wich this conception of the planning process. the
systems approach seeks to automate as much of the pro-
cess as possible, insuring in the process that the
various transformations of information are made as
efficiently as possible. One representation of this
information flow is shown in Figure 30. Here, the
outer circle represents the interface between the
engineer and the system. Analysis programs forming
part of the system are supported by a database
management system which stores, recrieves, and modi-
fies various data on distribution systems.

The Database Concept
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A schematic view of a discribution system planning system



As suggested in Figure 30, the database plays a
central role in the operation of such a system. It is
in this area that technology has made some significant
strides in the past five years so that not only is it
possible to store vast quantities of data economically,
but it is also possible to retrieve desired data with
access times on the order of seconds. The database
management system provides the interface between the
process which requires access to the data and the data
itself. The particular organization which is likely to
emerge as the dominant one in the near future is based
on the idea of a relation. A more detailed discussion
of such a scheme is presented in TASK B.10 and Appendix
F. ) !

Networks

The second key element of the conceptual model is
the generalized notion of a network. For purposes of
logical economy, it is required that all important
quantities be associated with components of the distri-
bution network. At first thougnht, it may appear that
this is not desirable since conventionally, much of the
system description has been associated with a coordi-
nate grid system. In the model, however, a component
of the distribution system is represented as a vertex
in a directed graoh. Connections between system compo-
nents are represented as arcs in the graph.

Consider, for example, the total load in some area
of the service grid. It may .consist of resistive, in-
ductive and capacitive elements, which are distributed
over the area. This load may be modeled as a vertex
which has parameters such as coordinate position, area,
and load coefficients associated with it.
illustrated in Figure 31. Figure 31(a) represents the
load for a given area modelled by a graph vertex and
Figure 31(b) shows that vertex and other similar ver-
tices combined to form a subnetwork. Other network
components, such as substations, transformers, distri-
bution lines, etc. are modelled in a similar way.

The relational data base scheme is flexible enough
‘that a network can be stored conveniently as a collec-~
tion of relations. Thus, the entire model of a distri-
bution system is represented as a netwotrk and all daca
pertaining to the model is stored in a collection of

9
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Figure 31. Yetwork representation: (a) "Lumped" nec-
work components, (b) a sample network

This idea is
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relations, including the network representation itself.

Planning Programs

The third important ingredient of the model con-
sists of the planning programs in TASK A.1 and TASK A.2.
The system has been designed to incorporate the func-
rions of all the programs presented in Table 1 plus
additional programs which extend the system's capabili-
ties bevond those in use by the nation's utilities.
Some of the required programs are:

1. Lload forecasting program,

2. Primary network expansion program,

3. Substation expansion program,

4, Vew substation siting program,

5. Economic secondary distribution program,
6. Transformer load management program,

7. Distribution load flow program,

8 Primary voltage selection program,

9. Voltage profile and regulation program,
10. Voltage flicker program,

11. Capacitor allocation program,

12. Power loss program,

13. Protective device coordination program
14. System reliability program

15. Total economic cost program,

16. Necwork editor.

The load forecasting program is a set of programs
to predict demands by various customer classes from
available data. The primary networik expansion program,
the substation ‘expansion program, and the new substa-
tion siting program are the subset programs of the
aforementioned distribution system planning models uti=-
lizing mixed-integer programming. The economic second-
ary distribution program of the distribution transfor-
mer and secondary combination subsystem checks all de-
signs against user-furnished criteria which may include:
(l)allowable wvoltage drops and voltage flicker, (2)al-
lowable maximum transformer overloading, (3)power los-
ses in the distribution transformer and secondary svs-
tem, (4)phase-load balance for the primary system, (5)
investment cost of the secoandary system, and (6)other
engineering and economic considerations.

The transformer load management (TLM) program pro-
vides a computerized data base for distribution trans-
former loading patterns from which area load growth pro-
jections can be developed. The distribution load flow
program calculates the real and reactive power flows
and flows and bus voltage levels in a given distribu-
tion network. The program can be improved to perform
fault and phase-balance studies as well as the computa-
tion of current flows, voltage profiles,and power fac-
tors. Further, the program can be designed to provide
ratings for sectionalizer or recloser and regulators.

The primary voltage selection program performs an

.economic study by generating rapidly the various cost

elements of altermative system designs suggested by the
planner and based on load densities, voltage control
requirements, power logsses in conductors and transfor-
mers, the effects on overall system reliabilicy, pro-
tection schemes, and possibly a number of extermal and
internal factors to choose the most economic distribu-
tion voltage levels.

The voltage profile and regulationm program calcu~-
lates the voltage profiles along primary feeders to de=~
termine voltage drop deviations and the requiréments
for voltage regulation. The voltage flicker program
computes the voltage fluctuations and temporary voltage
dips below the minimum allowable voltage level due to
customer utilization apparatus, e.g., motor starting,
welding, electric furnaces, etc.

The capacitor allocation program calculates the op-
timum size of capacitor banks and their locations along
a primary feeder circuit. The power loss programs com-
putes the power losses of alternative system designs.




The protective device coordination program computes the
optimum racings of fuses, the ratings and sectings of
reclogsers and sectionalizers, and the pickup current
and time delay settings of overcurrent relays.

The system reliabilty program computes the system
reliability indices of alternative system designs based
on geographical location, weather conditions, customer
mix, primary voltage level, overall svstem configura-
ction, and a number of other factors. The total econo-
mic cost program calculates the cost of alternative
system designs.

System Organization

A schematic diagram of the system is shown in Fig-
ure 30. The major fuanctional componencs are the shell
program, i.e. and executor or overload program; the
planning programs which run under its control; a net-
work editor which allows the distribution system plan-
ner to construct and modify networks; and finally, the
data base management system which both supports the
network editor functions affecting the data base as
well as supplying additional capabilities for data or-
ganizacion, retrieval and input-output.

The Shell

One of the design goals of the implemented system
was to make its operation as independent as possible of
the host hardware/software. In order to achieve this
portability, given the present technology, it was nec-
essary to simulate many of the functions of a compu-
ter's operating system with the distribution system
planning model (DSPM) itself. These functions are lo-
cated in the shell program wnich provides an interac-
tive interface detween tise distribution system plannmer
and the functions and programs of the DSPM. Some of
the important functions of the shell are summarized in
Table 29.

Table 29. Shell Commands

COMMAND FUNCTION

INVOKE Connect the shell to a particular
data base which supplies all data
required by programs running un-
der control of shell.

EXECUTE Begin the execution of a program
under control of the shell.
PIPELINE gxecute a series of programs;

the output of a previous program
becomes the inpuc of a succeeding
program.

EXECUTE CONTROL FILE A file containing shell commands
is executed.

CREATE Create a file for use by programs
under the shell's control.

OPEN Prepare a file for reading or
writing.

CLOSE Terminate processing for a file.

UNLINK Remove a file from the system.

SAVE Permanently retain a file.

LIST FILES List all files assigned to a par-

ticular user name.

The Network Editor

Among the processes subordinate to the shell is
the network editor. In planning power distribution
systems, it is necessary to have a model of the discri-
bution network. For the purposes of this discussionm,
such a model consists of a graph, whose vertices are
network components such as transformers, loads, ectc.,
and edges which represent connections among the compo-
nents.

An engineer involved in planning will need to have
the capability of constructing network models and will
also need to modify such models. Additionally, the
investigator may wish to construct several related mo-
dels to explore altermatives in power syscem design.
The network editor serves to facilitate and support the
construction and modification of power system network
models.

The features of the network editor is discussed in
terms of network objects, control mechanisms and com-
mand functions. A primitive network object is com-
prised of a name, an object class description and a com
nection list. The name, uniquely identifies the object
class description contains a list of parameters which
specify the object class and a list of input and out-
put ports. The connection list defines the components
to which the object of imnterest is connected.

Several control mechanism features provide the
planner with natural tools for correct construction and
modification. The first of these is that of state var-
iables. These are used to identify a particular set-
ting of a control. State variables are included in the
object class description of an object and may have
either numerical or boolean values. In the case of a
variable capacitor, the capacitance would be considered
a numerical state variable. In the case of a switch,
the setting (off, on) is a boolean state variable. The
valyes of state variables may be changed under the en-
gineer's control without modifying the network by re-
placing one component by another. This is not the case
for object class parameters which are not state varia-
bles. A numerical state variable may be assigned any
arithmetic expression whose operands are numerical state
variables or boolean constants.

A second important control mechanism feature is
that of the design switch. A design switch may be in~
serted into any network object. The resulting object
is then controlled, made to "appear' and "disavpear”
by a boolean state variable corresponding to the design
switch. If a design switch is included in an object
class description, then all objects which are instan-~
tiacions of the object class change scate whenever che
corresponding boolean stace variable is changed. Sev-
eral design switches may be controlled by a single
state variable; accordingly, several alternative net-
work configurations may be obtainable by altering ome
or two state variables.

In order to correctly and automatically counect
several input ports of one device to several "corres-
ponding" output ports of a second device connection
descriptors are used. These may be thought of as
polarized connectors which permit connections to be
made only one way. During object definition, each port
gets a "pin number”, and this number determines the
corresponding port on all other devices.

In order to manipuiate connections, the network
editor provides a facility for assigning cursors to
network objects. A cursor is a pointer which specifies
a particular network object. Some cursors point to ob-
jects within the network of interest while others point
to "parts" i.e., objects which are not currently con-
nected to the network. These parts may be primitive or
composite objects.

Composite objects are objects formed from network
objects by including them.in a submetwork. Such com-
posite objects have object class' descriptions which con-
sists of the union of object class descriptions of



their components and connection lists representing the
unspecified portions of the connection lists of their
components. A composite object 18 co a network as a
FORTRAN subroutine is to a program. The major network
aditor commands which the user has at his disposal are
shown in Table 30. 4lso see Appendix F for a complete
functional description of the network editor.

The final major subsystem running under the aegis
of the shell is the data base management system (DBMS).
All cransactions against cthe data base are processed
by the DBMS. This insures that the integrity of the
data base is maintained, regardless of which process
initiates a transaction, be it the designer himself
via the shell, the planning programs or the nectwork
editor. The capabilities of the DBMS ara primarily
those found in any current relational data base. The
most important are summarized in Table 31.

Transactions are specified in terms of a dialog
based on the relational algebra introduced by Codd”.
This form was preferred over others such as the rela-
tional calculus® because of its procedural nature
and the relacive ease of implementation. All of the

Table 30. Network Editor Commands

COMMAND FUNCTION

INVOKE NETWORK EDITOR Begin edit session.

CREATE NETWROK OBJECT A netwrok object is crea-
ted.

DISCARD NETWORK OBJECT Eliminate an object from
system.

An object not initially
contained in the netwrok is
connected to the network.

ADD OBJECT

REMOVE OBJECT An object contained in the
network is disconnected
from the network.

CONNECT NETWORK OBJECTS Two objects contained
within the netwrok are

connected together.

The connection between
two network objects is
broken; command illegal
1f this is teh only con~
nection.

DISCONNECT NETWORK OBJECTS

State variables are
assigned values.

SET STATE VARIABLE

A cursor 1is positioned

to point at the object.

A simple FIND can be

done, knowing the object's
unique name. More compli-
cated FINDS can be dome
by specifying the surround-
ing context for the object.

FIND OBJECT

DEFINE NETWORK CLASS Create a new object class.

JE.F. Codd, "A Relational Modsl of Data for Large
Shared Data Banks', Comm. ACM 13, 6 Jume 1970, pp.
377-397.

b2.F. Codd, "Relacional Algebra”, Courant Compu-
ter Science Symposia 6, "Data Base Systems”, New York,
May 1971, Prentice-Hall, New York, 1971.

major system components have been introduced. Their
use in actual planning procedures is illustrated in che
next sectiomn.

Discribution System Planning with the Model

LIST

One of the most important design goals of the svs-
tem 1s to create a constructive problem solving envi-
ronment. This consideration dictated that the system
nust interface with the user incteractively; that the
abstractions underlying the interactions must be fami~-
liar to the planner, i.e., the objects with which he
deals in the system must be common electrical compo-
nents; and that the dialects in whicn the planner com-
municates with the system must be simple and natural.

To demonstrate the extent to which these goals
have been met, an example will be given of a network
modification as it might be done using the DSPME,

Assume that it is required to determine if a
given network can meet the projected short-range load
growth. The load growth program is invoked by the
execution of a shell command. One of the parameters
of the command is the name of the network to be ex-
panded. Anocher parameter is the version designator
of the data base which contains the data required by
the load growth program. Stored as part of the shell
command is the query which, in addition to invoking
the DBMS to retrieve the load growth program's input
data, causes this data to be reformatted as a sequen-~
tial file suitable for input to the load growth pro-
gram. None of this underlying mechanism is normally
visible to the user. When the shell command terminates;
a new network has been created with the additional ioad
that was forecast by the load growth program.

Table 31. DBMS Functions

COMMAND FUNCTION

SELECT Create a new relation from a sub-
relation of an existing one.

PROJECT Attributes of one relation used to
a new relation as a subrelatcion of
another.

JOIN A new relation is formed from two
old ones with common attributes.

MINUS Logical minus of two relations
considered as sets.

UNION Logical union of two relations
considered as sets.

INTERSECT Logical intersection of two rela-

tions considered as sets.

Create a template with which to
define a relation.

CREATE RELATION

DESTROY RELATION Remove a relécion from data base.

INPUT RELATION Read data from an input file into

a pre~defined relation.

DELEGATE Specify security status for a rela-
tion.

UPDATE Modify the informacion in a rel:a-
tion. '
Output the contents of a relation.

6See Appendix G for more complete examples.




At this point, the planner may, using the network
aditor, inspect various network components to ‘obtain

a feeling for the probable effects of the increased

load. Altermatively, he may simply elect to execute.a
shell command to obtain a voltage profile for the net-
work. This command terminates with a list of network
components which exhibit overvoltage or undervoltage.
conditions. 1If no such conditions are detected, the
planner may then proceed to perform a reliability as-
sessment. In the simplest case, this consists of ex-
ecuting a fuse coordination program. ’

If an abnormal voltage condition was detected by
the voltage profile program, the planner may proceed

to-modify the network in order to correct the problem.
Suppose for simplicity, that low voltage is indicated

‘on one particular bus.

- the problem bus.

The planner would first exam-
ine ‘the neighborhood within the NEIWORK, containing
This is done by invoking the net~

" work editor, supplying the bus designator and speci-
‘fying thact a display is wanted of the network sur-

rounding that bus. The display not only outputs the
network topology but, in addition, the voltage and
load levels of the components. From these data, the
planner, may determine the best way to correct the
problem. ’



THE DETERMINATION OF THE EXTENT TO WHI
THE CONCEPTS AND METHODS IDENTIFIED IN

TASK B.7.

The system view which resulted in the planning
distribution model described in the section on Task
B.6 has eliminated the concern with which the presenc
task was charged. This is because the Data Base Man-
agement System (DBMS) acts as an intermediary betweea
all analysis programs. All input data is formatted by
the DBMS so that it conforms to the requirements of

TASK B.8:

In TASK B.l criteria were defined to aid in selec-
ting models, both conceptual and implemented computer
programs, to carry out the task of generating a produc-
tion version of an intaractive distribution planning
tool. Programs that pass this criteria-are eligible
for the assessment.

Once a program or a model has passed the criteria
defined in TASK B.l, selections among eligible programs
must be made om criteria which are design oriented and/
or ease of implementation considerations. The design
considerations are the size of network that can be ana-
lyzed and nonrestrictive assumptions which allow more
general use of the program. The implementation consi-
derations exclude company-peculiar data entry and good

- documentation that facilitates transferability.

The functional system defined in the executive sum-
mary plus the models defined in TASK B.6 set up re-
quirements which effectively eliminate current imple-
mented systems planning models as suboptimal. This
system forms a total economic cost package.

THE SELECTION OF A SET OF EXISTING PROGRAMS
METHODOLOGIES AND ARE SUFFICIENTLY SOFIWARE

CH EXISTING DIGITAL COMPUTER PROGRAMS, IMPLEMENTING
TASK B.6 ARE SOFTWARE COMPATIBLE

the individual program and similarly, all output data
from a given program is transformed into a canonical

form before being stored by the DBMS.
required to satisfy compatibility conditions for any

program is a description of its input and output for-
mats. By construction then, all analysis software is
compatible.

WHICH BEST MEET THE NEED OF THE DISTRIBUTION PLANNING
COMPATIBLE TO PERMIT USE ON THE PROJECT

None of the above considerations which eliminated
implemented programs that were assessed imply that the
rejected programs were either incorrect or poorly con-
ceived. They simply did not meet the design require-
ments posed by this research in TASK B.6.

The computer. programs described inm TASK A.l and
TASK A.2 did not meet all the implementation-related

criteria and all the design and transferability-related
However, some programs meet most of the cri-

criteria.
teria and therefore should be pointed out.

The computer program Pl exceeded the core storage
requirements, as described in TASK B.1l, even after
extensive reductions in core storage have been made by
overlay techniques.
teractive mode and performs a number of important ana-
lysis functions. It can be used to study distribution
load flow, voltage profile and regulation, voltage
flicker, capacitor allocation and power loss based on
the system growth. Table 30 presents the results of
the analysis and selection process.

Table 30. Compucer Program Selection and Analysis
f

comrgggﬁTiggchm PROGRAM COMMENTS
Load forecasting Rk
Primary network expansion *%
Substation expansion *%
Substaction siting Hk
CZconomic secondary distribution kX
Transformer load management P8 *
Discribution load flow Pl, P14 P1l=R, Plé4=*
Primary voltage selection k%
Voltage profile and regulacion .Pl, 26, P25 Pl=R, P6=a*, 6 P25ax
Voltage flicker Pl, P6, P25 Pl=R, P6a*, P25=*
Capacitor ailocacion Pl, P25 91=R, P25=*
Power Loss P1l, P14 Pl=R, Pl4aRa*
Protective device coordinacion P20, P23 ikl
System reliability P17 ik
Total economic cost %
Network editor *%

= Needs intera
** = Designed in
%*% a Needs to be

= Recommended

ctive development.
this research.
developed.

for the function.
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Thus, all chat is

However, this program is in an in-




TASK 3.9:

THE ANALYSIS OF THE DATA REQUIREMENTS OF ALL PHASES

OF THE- DISTRIBUTION PLANNING PROCESS

INTRODUCTION

The purpose of this task was to identify all of
the relavent data necessary for distribution system
planning. In chis section of the report, an overview
of the required data will be provided 'so that when the
detailed data base is presented in the section descri-
bing TASK B:1l, the major outlines will still be .visi-.
ble

Sources of Data

The three primary sources of data con51dered by
the present analysis were the following:

(1) Information obtained by direct conmtact. with
utility companies.*

(2) Data requirements of computer programs avail-
able to this project.

(3) Data requiremencs of the conceptual models

considered by this project.
Types of Data

The data considered can be grouped under two major
clagsifications. Data on the distribution system it-
self, and planning data about forces and effects which
may change the distribution system in the future.
cributicn system data comsist of inventories of hard-
ware with accompanying status and topological .or net-

work data which defines the energy distribution system '

itself.
ture

Planning data consist of descripcions of fu-
demographic trends and anticipated political ac-

tion (e.g., zoning changes, bond issues, etc.) which
will change distribution requirements from their pre-
sent values.

Data Organization

Although there are many possible ways to analyze .
and organize distribution system data, the approach
taken here was to concentrate on a hardware/network
description. This decision was suggested bv the fact
that most distribution engineers tend to view the sys-
tem in this way. The natural hierarchy within this
organization consists of substation descriptions, pri-
mary distribution system descriptions, secondary dis-
tribution system descripc1ons, and necwork terminal )
descriptions. The description of hardware componencs
does not vary too much from one component to another
regardless of which element of the hierarchy, contains
the components. Thus while the total amount of data is
large, it can be organized in a logically parsimonius
way by regarding it in this manner. In Cthe following.
sections, each elemenc of the hierarchy w1ll be exam~
ined.

GENERIC COMPONENT DESCRIPTIONS

All of the electrical components of the networks
can be described using the descriptors listed in Table
31. In this section, the significance of each entry in
the table will be examined.

Organizational Description. Each utility has. cer-

tain designations which it assigns to its equipmenct.
This information would be contained here. '2.g., substa-
tion numper, division code, atc. .

Network Data. 1In the section which dis;usses TASK
*Oklahoma Gas and Electric Company was particularly
helpful in releasing detailed lnrormation on their
data base.

Dis-~

B.lO, the explicit form which network data takes for
each component.will be presented. Suffice it to say
here that all the information necessary to place the
substation in the network wouid be included in this

' descriptor.

‘<

w

Electrical Description. A complete electrical
description or the componenc is provided by this des-
criptor.

Automation Code. Many network components are sub-

'.'jedt to having cheir parameters modified by automatic
.planning programs.

This descriptor indicactes what limi-
tations in this regard are in force for the given equip~
ment .

Operating Status. This descriptor indicates whe-
ther the component is presently in service or is under-
going repair, modification etc.

Service Code. This descriptor destinguishes be-
tween network components which are actually in the net-

work, planned for the network or being experimenced

with, using simulacion tools, by the designer.

.Inscallation Data. Used for both engineering and

- accounting purposes, this descriptor tells the job num-

‘‘base rather than the component.

ber, the number of man-hours required, and last change
required for imstallation.

Coordinates. Geographic coordinates; either map
numbers or street address are 'in common use.

- Manufacturing Data. Typical information provided
by this descriptor would include manufacturer, model
type, serial number and a brief functional descripcion.

.Physical. Description.
such as dimensions, weignt,

. Physical characteristics,
etc. are described.

Reliability Data. Data useful for estimating mean

time between rfailures.

Cost Data. Installation costs, replacement costs,
depreciation, interest, maintenance expense, taxes, in-
surance, and in some cases, operation costs are provi-
ded by this descriptor.

Record Status. This descriptor relates to the data
It reflects the curran~
cy of the information, data of last update and who
among the user community has access to the information.

Iime History Data. Energy use as a function of
time is required for some equipmenc; e.z., customer
meter records. This descriptor captures that data.

Table 31. Generic Component Descriptors

Organlzational Descrxption
Network Data
Electrical Description
Automation Code
Operating Status
Service Code
Installation Data
Coordinates
Manufacturing Data
Physical Description
Reliability Data

Cost Data

Record Status

Time History Data



With the generic description defined, attention
will be focused next on the different elements in the
distribution system hierarchy.

SUBSTATION DATA

Physically and electrically speaking, the typical
s;bs:ation consists of the components shown in Table
32.

Table 32. Substation Components
Transformers
Breakers/Relayed Reclosers
Bus Configuration
Vacuum Switches
Manual Switches
Capacitors
Reactors

In our view, there is a description of the substation
based on the generfc descriptors of Table 31, just as
there is such a description for each component shown in
Table 32. The detailed description is presented under
TASK B.19.

As a brief illustration of how the generic des-
cription applies to the substation, consider the des-
criptor Electrical Description. For the substation,
is Table 32 suitably expanded to include the detailed
properties of each such component, as well as total
capacity, existing load, etc. The descriptor, Network
Data, describes the bus configuration within the sub-
station. The descriptor, Physical Description, sup-
‘plies service area size, getaways and so on.

The applicabilicty of the generic description is
just as comprehensive for the other elements in the
nierarchy as is discussed beiow.

ic

LINE DATA .

Line data can be separated into primary and secon-
dary distribution catagories. In this overview, how-
ever, that will not be done. Instead, the listing of
device types shown in Table 33 will be presented.

fach element shown in this table can be described
using the generic description. Since detailed expan-
sions for each of these devices in given in the sequel,
no further discussion will be provided here.

Table 33. 1Line Section Elements
Line Section
Distribution Transformer .
Step-up/Step-down Transformer
Boost and Buck Transformer
Shunt Capacitor
Series Capacitor
Step Regulator
Induction Regulator
Line Sectionalizing Device
Line Recloser
Static Recloser
Line Reactor
Tie Sectionalizing Device

METER DATA

Meters represent the tarmini of the distribution
network. The meter is the compomnent closest to the
customer and provides a measure of consumption on a per
customer basis. As are the other major classes of net-
work elements, a meter associated with an active custo-
mer is described by the generic descriptors of Table3l.

The time history data contained in the meter

gives aconsumption for any major secticn of cthe distri-
bution system. Since these sums directly correlate
with geographic areas, a measure of consumption as a
function of area may be calculated. This consumpcion
function is important for use by the various planning
programs which attempt to predict load growth in given
areas of the network

PLANNING DATA

The planning data, as it is presently collected
and used in practice, is the only signigicant portion
of the data that is not explicitly network-oriented.
Some preliminary research concerned with relacing even
load growth forecasts directly to a network model has
been attempted by this research group but these efforts
are at such an early stage thac any consideration of
them in this report would be inappropriate.

Planning, as it is curreatly practiced, requires
energy consumption data, which, as discussed above, 1is

carried on individual equipment in the network. In
addition, it requires data on the geographical area in
which the distribution system is located. This data,

compiled for every element of a grid system covering
the system is shown in Table 34.

Table 34. Planning Data
Land Use Plans
Planning Code
Saturation Code
Class Code

These data are explained below.

Land Use Data. This category includes communitcy
environment factors such as developer's plans, zoning
ordinances, and the attractiveness of the area for fur-
ther development.

Planning Code. This datum is a measure which is
established by metropolitan planning commissions and
designates twenty-six different growcth patterns and
rates.

Assigned by the planning engi-

Saturation Code.
"room'" exists in

neer, this number indicates how much
a grid element for further growth.

Class Code. Also assigned by the planning engi-
neer, the class code is computed based on a projection
of future demand by each present customer in the grid.

SUMMARY

The object of this task was to examine the data
classes pertinent to the distribution system planning
process. This examination yielded a generic descrip~
tion which applies to all of the data related to a dis-
tribution network. The only data which is not subsumed
under this classification scheme is the planning data
which mugst be treated separately. The generic descrip-
tion will be expanded in the section describing TASK
B.1l to fully describe the complece data base required
by the distribution planner.




TASK 5.10:

THE CONCEPTUAL DESIGN OF A DATA BASE SUFFICIENT TO MEET THE DATA

REQUIREMENTS OF A DISTRIBUTION PLANNING METHODOLOGIES DEVELOPED

INTRODUCTION

The purpose of this section is to explain the con-
ceptual basis for the detailed database that will be
presented in the section of TASK B3.11. Actually, this
section will discuss considerably more than just the
ideas underlying the database, since it is important to
explain the concepts underlying the other major compo-
nents of the methodology identified by this research.

For this reason, the present section is divided
into subsections, the first three of which discuss is-
sues directly related to the database. The last one
discusses a program called the Network Editor. This
discussion has some thoughts in common with thac found
under TASK B.6; however the point of view rests firmly
on the foregoing discussion of the database and thus is
able to clarify a number of points which could not be
adequately covered in the treatment of TASK 3.6.

The introduction to databases begins with the in-
spection of the state-of-the=arrt.

Present State of Database Technology

Today's Database technology can be described in
terms of three distinct data organizations: the rela-
tional model, the network model and the hierarchical
model*’*“. ’

The relacional model, which is the scheme chosen
as the basis of the conceptual model for this scudy
was introduced by Codd3. It may be developed by con-
sidering actributes to be identifiers taken from a fi-
nite set Ay, Az, .y 4,. Each Ai has associated
with it a set of values called a domain, writtem as
dom(A{). A relation on the set of attributes, R(ap,
Ay, . . ., Ay), is a subset of the Cartesian product

dom(Al) x dom(4ds) x . x dom(dy).
An element of this subset (ay, aj, ., ag) 1is
called a tuple. A relation may be simply visualized
as a table of rows and columms. The rows represent
tuples, while columns represent the values of a parti-
cular attribute contained in the relation. An example
is shown in Table I, where partial data on transfor-
mers of a particular class have been used to construct
a relation. A dacabase consists of one or more rela-
tions. Kevs are attribute values which uniquely speci-
fy tuples. For example, in Table 34 the serial number
is a key because no two transformers have the same
serial number. 1In some relations, more than one attri-
bute must be specified to obtain a unique tuple.

Table 34. The Relation Transformer

Jranafarmer:

SERIAL # X+Y £OQR0D YOLTAGE RATING POLER LOSS PORTS

(LIKEZL0AD) - (NO LOAD/FULL LOAD)  {LINE SECTION/SOURCE)

12324816 296-015 12.5/2.4 1407210 augsins
9I7ae  nzean 12.5/2.4 1407210 21557
266212 030-030 2.4/2.6 2507400 2574378
616229 075-340 12.8/0.22 20130 N85
24271950 215-009 §2.5/214 1407210 441974493
17764697 317-44% 12.5/0.22 20/30 ' nanan
IM1I48 07%-110 .48 250/400 N2/550
00277410 075-200 2.43.6 2507460 3N2r8395

lpace, c.J., An Introduction to Database Svstems, 2ad

ﬂEdition, Addison-Wesley, Reading Mass., 1977.

“Fry, J.P., and Siblev, E.H., "Evolution of Data Base
Management Systems”, ACM Computing Surveys 8, No 1,
(1976), pp. . : ‘

3Codd, E.F., "A Relational Model of Data for Large
Shared Dacta Banks", Comm. ACM 13, No. & (1970), pp.
377 - 397.
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a tree.

The oldest form of database organization or data
model is the hierarchical model. The concept is illus-
trated in Figure 32 where an emplovee database ordered
by organization level is shown. The major levels in
the hierarchy are university, colleges, departments,
employee classification and employee. The key or
pathname uniquely identifying Professor Jomes in the
Math Department is:

university.arts&science.math. faculty.jones.

stored under this key might be the professor's salary,
number of dependants, social security number and so on.
The shape or topology of the storage structure is
that of a tree. Each of the interior nodes (e.g.,
those on the levels university, colleges, departments,
and employee classification) can have any number of
descendants. Note however, that in the hierarchical
scheme, 1f a professor holds an appointment in nore
than one department, the data model has serious prob-
lems since the structure to represent that is no longer

The network model was introduced to genecralize the
hierarchical model and eliminate the above difficulty*.
Figure 33 illustrates a network data model for a collec-
tion of authors, (Fezziwig, Wilkins, Crachet, and
Dickens), scholarly papers, (denoted as PFL, PF2, PWL,
etc.) and Journals in which these papers appeared
(CACM, BIT, EBL). Consider the succession of arrows
shown in Figure 33 which begin and end with Fezziwig.
They serve to associate the papers PFl and PF2 with
Fezziwig. If the circuit which includes the bottom
portion of PFL is examined, it will be seen that it
also contains PWl and the journal designator CACM.

Thus it relates the papers PFl and PW1l with the jour-
nal CACM. 1In like manner, each of the other papers is
related to both an author and a journal. At the same
time, a single author is related to many papers and a
single journal is related to many papers. It is the
ability to represent the many-to~-many relationship
which makes the network data model more flexible than
hierarchical model.

Before justifying the choice of one of these mo-
dels over the others, one of the key concepts of the
proposed methodology must be axamined. Ouly after this
discussion. will it be possible to evaluate all of the
factors to be considered.

The Network as the Fundamental Basis for the Methodo-
logy

One of the conventional ways of describing distri-
bution systems is via a svstem of geographical grids.
The methodology and technology to be discussed here is
based on a different representational approach. The
most prominant feature of a distribution systemis that
its components can be represented as elements of a
graph. Specifically, each element may be considered to
be a node in a graph. This includes line sections and
other components which might otherwise be thought of as
constituting edges in the network graph. If all the
physical components of the network are considered to be
nodes, then the edges serve merely to associate network
elemeats with each other as the topology of the physi-
cal network requires. .

Mathematically speaking, a graph consists of a 4=
tuple G(N.E,s,t), where N is a finite set of nodes, E

*The use of the term "network model" for a data model

is unfortunate since in later discussion, the term
"aetwork model” will refer to a conceptual scheme cen-
tral to our preferred methodology. The nomenclature is
quite well-established in the database literature how-
ever, and is the only onme appropriate.



ig a finite set of edges, s is the source qap

s: E+N
which maps each edge e € E onto an element n € N.
Siying it in an alternacive way, s(ej is the node in ¥
from which the directed =dge e originates.

t is the target map
t: E+N

which defines on which node a given edge terminates.
Consonent with the mathematical description, each phy-
sical component of the network must have source ports
and target ports. In general, target ports will be at.
a higher electric potential than source ports.

Figure 34(a) shows the conventional description for

part of a distribucion system and Figure 34(b) shows the

equivalent graph representationm.

For every node in the network, there is a set of
generic component descriptors* which can only be spe-
cialized to describe that particular component type.
Thus, this network model and the accompanying component
descriptors serve to describe the entire distribucion
system. ‘

CHOICE OF THE RELATIONAL MODEL

As discussed above, there are three well-known
data models in use. Upon what basis should one make a
decision favoring the adoption of one over the others?
The answer lies in the form of the data to be processed.
Other considerations being equal, the model which "na-
turally fits" the data is the oné which should be cho-
sen. In the present case, each model will be super-
posed on the data to decermine which should be the mos:
satlsfactory

Von—hierarchlcal Nature of the Data

If the totality of data required to describe the
distribution system is considered, it is difficult to

discern a hierarchy, particularly if one adheres to the.

directed graph conception. This itself is a many-to-
many relation and as such is noct amendable to being
cast in a hierarchical mold.

Even if one elects to represent the distriburion
system with two different data models--one for the
graph description and the other for theé component de-
scriptors--it is not clear that the hierarchical model
has much to offer. Network components are not usually
chought of as being subordinate to each other and sinze
it is the subordinate relationship which must be present
for a hierarchical view to succeed, this model does not
appear feasible.

Difficulties with the Network Data Model

One might be inclined to think that-because the
conceptual model of the distribution system is that of
a graph (network), the correct data model would be the
network model. In some database schemes .for distribu—
tion svstem planning, this is indeed the case* but the
choice is difficult to justify based on the most cur-
rent technology.

The basic problem is the complexity of the speci-
fication description. To retrieve a given recdrd of-
information, one must essentially traverse the network,
until arriving at the data required. In the simple
scheme portrayed in Figure 313 cthis would present no
real problem but for retrieval and update in a system

*See the previous section describing TASK 3.9 for the
definitiom of gomponenc descriptors.

4Fagan, J.Z. and 0'Dell, M.D., private communication on
the Oklahoma Gas and Electric Company Database Manage-
ment System, Spring, 1979. .

5

with realiscic complexity, it is felt that the system

izposes '‘an unnecessary burden on the engineer or other
user who considers the database and its database manage-

zent system to be just a tool to support his work.

Figure 32

Figure 33

gi e

(a)

(b)

Figure 34




TUE RELATIONAL ALGEBRA

Accompanying the relational model are ctwo language
vehicles for encoding queries and other operations _
against the database. Both were introduced by Codd’
and have since been widely accepted. One language is
called the relational algebra and the other, the rela-
tional calculus. 3ecause there is considerable differ-
ence in the level of difficulty encountered in imple-
menting one of these relative to the other and since
this affects the implementation efforts discussed in
the section on TASK B.12, the distincction between the
two will be drawn below.

Relational Algebra vs. Relational Calculus

In the most fundamental sense, relacionsg are sets.
To specify subrelations (subsets) of relations (sets)
there are, therefore, two approaches: either specify
a set of operations which can selectively be used to
axtract the subset of interest or define the desired
subset bv stating all of the constraints which distin-
quish the subset from the set in which it is contained.
The first approach is the basis for the relational al-
gebra; the second approach is the basis ior the rela-
tional calculus.

A complete set of operations for the relational
algebra is to be found in Appendix F. The discussion
presented here will consider only three of the most
important.

Selection. Selecrion specifies a subset of tuples
within a relation for which a particular predecate is
true. TFor example, periorming a selection over the
relation TRANSFORMER of Table 34 for the predicate

VOLTAGE RATING = '12.5/2.4'

vields the relation shown in Table 35.

Table 35

SELECT(TRANSFORNTR YOLTANE “AVING. *12.5/2.4°):
SERIAL ¢ 1.¥ L2020 GOLTATE AATING 33 PORT
{LINE/LOAD) . LiNE SIITISHISQURCE)
17324318 296-315 | 12.58/2.4 140/210 221Nns
$931148 2.2t 12.872.8 1407210 328/5521
2627950 215-009 12.5/2.4 120/210 48874493

Projection. The projection of a relation R(A,,
4y, -» Ay) aver cthe set of attributes (44,4
is cthe relation

Re (Aq,4;, Sy I R(Ay,Ag, Ay

TRANSFORMER(SERIAL#,X-Y COORD, VOLTAGE RATING, WATTS
LOSS, PARTS)

A
R

4

shown in Table 34 over the set of actributes
{SERIAL#, VOLTAGE RATING, WATTS LOSS}

sives the relation shown in Table 36.

Join. The operation join is used to make a con-
nection between actributes that appear in different
relations. Let R(4;, Ay, .y An) and S(A;, 39,
..By) be two relations. Then
JOIN(R,S) TOR R.A = S.A. =

vy an)

(ay,a,, o ) 1o (ay, a3y,

<» 25.bq,

°Codd, E.F., "Relational Algebra", Couranct Computer
Science symposia 6, ''Data 3ase Svstems", New York,
May 1971, Prentice Hali, New York, 1i971.

Table 36

P = PROJECT(TRANSFORMER,SZRIALF,YOLTAGE PATING,POMER LOSS):
SERIAL ¢ VOLTAGE RATING POMER LOSS

{L16T/LOAD) (MO LOAD/FULL LOAD)
17324816 12.5/214 1407210
33371148 12.5/214 140/210
74266312 2.4/3.6 2507400
16164229 12.5/0.22 20/30
24279531 12.5/214 140/210
17764697 12.4/0.22 20/39
33473748 2.4/3.6 2507400
Q0277410 2.4/3.6 2507400

€ R(Ay, 4y, +» A,) and (ay, by, s by) €
S(a1, By, <y Bp)}

" Tor example, JOIN(P,COST) FOR P.SERIAL# = COST.SERIAL#

for the relations in Tables 36 and 37 respectively,
vields the relation of Table 38.

In contrast to the relacional algebra, the rela-~
tional calculus does not coasist of a set of operations
but instead is comprised of statements wnich define the
qualifications which the required relation must satisfy.

The general form for the query is

GET (new relacion name) ( <(tuple specificacion) ):
{attribute predicate)

where*

¢uple specification)
@ttribucte predicate)

= Rl.Al, Rz,Az,lll
expression involving the
logical operators >,>a,
=, #) <=, <v'éﬂgv 2£)
not and operands, R;.4q

It is understood that Ay is an
tlon Ry.

As specific examples of reiational calculus state-
ments, the statements equivalent to the operacions il-
lustrated for the relacional algebra will be given.

attribute name of rela-

Table 37
cosT
SERIAL -4 $-C0ST
74266312 5000
24279531 3500
33473748 5000
17764637 1500

Consider firsc

GET S (TRANSFORMER.SERIAL#, TRANSFORMER.X-Y COORD,
TRANSFORMER. VOLTAGE RATING, TRANSFORMER.POWER
LOSS, TRANSFORMER.PORTS) :TRANSFORMER. VOLTAGE
RATING '12.5/2.4"

*The symhol "::=" mav be read 'is defined to be".



This statement generates the relation shown in Table
35. Notice that the atzribute names i.e., SERIAL#,X-Y
COORD, etc., specified in the parentheses are cthe at-
tributes which appear in the new relation s (the (tuple
-gpecification) is a paradigm for tuples of the new re-
lacion). The <attribute predicate)

TRANSFORMER. VOLTAGE RATING = '12.5/2.4

acts just as the predicate in the selectlon operatlon
does.

A calculus statement which produces the relation
shown in Table 35. is the following: '

GET P (TRANSFORMER. SERIAL#, TRANSFORMER.VOLTAGE
RATING, TRANSFORMER.POWER LOSS)

This statement has no <attribute predicate). This
means there is no qualification which the attributes in
the paradlgm must meet. Thus P contains all such tu-
ples. :

The join example which produced Table 38 can be ef-
fected by means of the statement

P.POWER

GET Table38 (P.SERTAL#, P.VOLTAGE RATING,
LOSS, COST.S=COST): P.SERIAL#
. COST.SERIAL#
Table 38
JOIN(P, COST):
SERIAL # YOLTAGE RATING POUER LOSS $-COST
(LIXE/LOAD) (N0 LOAD/FULL LOAD)
74266312 2.4/3.6 250/400 5000
23279531 12.5/214 140/210 3500
7764697 12.5/0.22 '20/30 1500
33473738 2.4/3.6 250/400 5C00
As a final example of the power of the relational
calculus, suppose it is required to determine which of

cthe cransformers listed in Table 24have been in service
less than six months. Also, the coordinates of such ‘
transiormers are required. Assume that in addition to
Table 34, Table 39 is availablg, showing transformer
serial number, status (in or out of service) and date
when transformer first acquired this status. Using an
existential quantifier and a RANGE statement, the query
may be formulated as

RANGE SELVICE X
GLT NEW (TRANSFORMER. SLRIAL# TRANSFORMER Y-Y COORD)
3 (X.SERIAL# = TRANSFORMER.SERIAL# and X.STA-
TUS DATE - CURRENT DATE < 180 and X.STATUS

= 'In')

This query may be understood as follows. The RANGE
statement specifies that the variable ‘X is to range
over all tuples in the relation SERVICE (Table 39).
new relation named NEW (Table 20 ) is to be created’
with attribute names SERIAL# and X-Y COORD. - The condi-
cions which the tuples in TRANSFORMER, from which these
values are to be drawn are: :

A

(1) There must be a tuple in SERVICE which has
the same SERIAL#.

(2) The arithmetic difference of STATUS DATE
less CURRENT DATE must be less than six
months (180 days).

(3) The transformer must be in service.

Assuming chat CURRENT DATE is 79300, che resulting rele-
tion is shown in Table 50.

. To obtain the same relation NEW, using the rela-
tional algebra would require the following sequence of
operations.’ '

JTS‘=.JOIN(TRANSFORMER,SERVICE) FOR TRANSFORMER.
- SERIAL# = SERVICE.SERIAL#

SLT = SELECT JTS WHERE SERVICE.STATUS = 'In' and
SERVICE.STATUS DATE - CURRENT DATE < 180

NEW ~ PROJECT SLT OVER SERIAL#,X-Y COORD

This series of operations can be combined into one
statement as .

PROJECT(

SELECT(

JOIN(TRANSFORMER, SERVICE)

FOR TRANSFORMER.SERIAL#=SERVICE.SERIAL#)
WHERE SERVICE.STATUS='In' and
SERVICE.STATUS DATE-CURRENT DATE<180

OVER SERIAL #, X-Y COORD.
) *. Table 39
SERVICE
SERIAL#' STATUS STATUS DATE
: (In or Out) (Julian)
17324816 In 75001
© 59371148 . In 79250
74266312 Out © 79297
46164229 - in 71155
24279531 In 69042
17764697 In 76091
33473748. Out 79297
00277410 In 65300
Table 49
NEW
SERIAL# X-Y COORD.
59371148 112-431

"It 'is clear, however, that the Relatiomal Algebra
statements even when combined as above, are procedural

" in nature rather'cﬁad specification statements.

<Imvlementation Dl;fiCJltieS

Though the features of the relational calculus
are highly desirable because of their power and con-
ceptual simplicity, the question of their imp lementca-
rion is quite another matter. In fact, as far as is
known, no database management systems have fully imple-

" mented the relational calculus (such, work is preceding

but the technical problems are severe 7).

For this reason,; all of the implementation efforc
associated with this project centered around a rela-
tional model based on the relational algebra. The
details of this efforr will be found in the section on
T4SK B.12. More involved examples using the relaticnal
algebra for discribution planning will be found in
Appendix G.

The last zopic which righcfully belongs with the
conceptual underpinnings of the research effort is the

6Stonebraker, M., Wong, E., Kreps, P., "The Design and
Implementation of INGRES', ACM Transactions on
Database Systems 1, Yo. 3 (1976).

7Paiermo, F.P., "A database Search Problem",

Information Svstems: Coins IV (ed., J.T. Tou), New

York, Plenum Press (1974).
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work to develop a program model for manipulating net-

work objects. This model is considered next.

THE NETWORK EDITOR

The Network Editor is one of the important con-
ceptual tools in the methodology espoused by this
report. In fact, the system as it is seen here
consists of these major components: The applications/
analysis programs, the Data Base Management System,
the Network Editor and the Shell program. The system
view which places each of these in the proper perspec-
tive has already been presented in the section on TASK
B.6. Ia this part of the Report, a fuller description
of the Network Editor will be given with an emphasis
not so much on irs operatiomnal capabilities but rather
on its conceptual bases.

The Need For Such A Svstem

As was explained above in this section, onme of
the chief concepts of the methodology is that of a
network. The intention is that since the engineer/
planner is used to thinking in terms of network con-
cepts, the dialogues with the planning system should
be in network terms. For this reason, two ideas were
amalgamated: a vehicle for manipulating network
objects combined with concepts from the single most
successful interactive computer tool available, the
text editor. Therefore, the inteant behind the Network
Editor is to create a tool which figuratively speaking,
feels natural in the planners hand, which allows him
‘to create or alter networks as easily as text editors
allow their users to manipulate text.

Another important reason for wanting to include
the Network Editor in the methodology is just the
sheer diversity of network objects and the complexity
of their interconnections. The designer's represen-
tational abilities must span the range from simple
components such as individual transformers or customer
meters to entire substations which consist of subnets.
For this task, one would like to have a conceptually
elegant and simple to use tool.

To understand the Hetwork Editor as it is pro-
posed here, it is first necessary to examine the
concepts upon which it rests.

Guiding Conceptions

There is an important distinction between primi-
tive network objects and compound network objects.
Descriptions of the former require no subnet informa-
tion. Thus the individual transformer or capacitor
or even line element is not comprised of a network
but is to be found in a nectwork i.e., is atomic from
the viewpoint of the network being described. On the
other hand, a substation, consisting as it does, of
a collection of transformers, busses, meters, etc.,
can only be described by the inclusion of network
information. For this reason, it must be considered
a compound object.

As has already been described triefly, a network

is modeled by means of a directed graph whose nodes

or vertices are physical components and whose edges

are descriptors which define how the physical compo-

nents are interconnected. Edges connect one node to

another via ports. Ports mav or mav not have an
internal structure of their own. If a feeder carries
three phases, the source and load ports will be des-
cribed by triples, each element of che triple being
referred to as a "pin." Ia some cases, a single mulri-
port may join two or more ports with a smaller number
of pins. For example, in a urban residential neighbor-
hood, a three-phase feeder may divide into three single

i phase feeders, each of which serves say, twenty-five
families. Thus an edge is defined not oniy by the
source and target functions described above, but also
by the type of port found at each end of the edge. In
this way some integrity constraints may be built into
the system, preventing the user of the Network Editor
from joining network objects with incorrectly speci-
fied ports.

In a graph theory sense, each edge has a color as
do most nodes. Some colors represent single phases.
Let us say that red, green, and blue each represent a
distinct phase while white arbitrarily represents a
three-phase component. In addition, define the "sum"
of the colors red, green and blue to be the color
white and the sum of any two of the colors to be a
color which is not one of any of the four. Junction
rules for the way in which ports can connect may be
expressed very simply (for most components): an edge
with a given color must connect two network objects
with that same color. In cases where there is a sepa-
ration of phase (as in some residential areas) then
the "color sum" must be constant on either side of the
junction. Thus a white feeder can meet three sub-
feeders so long as one is red, one is green and one is
blue. In this way the Network Editor prevents any
phase confusion.

Some network components have their non-topological
parameters completely defined by constants. For exam-
ple, a capacitor may have its rating fixed at 20 kVA.
Typically however, many network ccmponents have one or
more variable parameters; the tap settings on a trans-
former may be variable; the level for a voltage regu-
lator may be adjustable. This means that specifying
the class to which such a network object belongs does
not specify the values for its variable parameters.

One way these parameters may acquire their values is to
have them defined when the object, an instantiation of
an element from an object class, is created. The other
way these values may be set is for them to be associ-
ated with state variables. Such state variables may
assume integer, Eloating point or Boolean values. More
than one object may have its parameters specified by
the same variable. Thus the designer may alter the
setting of several devices by. changing the value of a
single state variable.

State variables are clearly useful for defining
the settings of switches. A generalization of this
notion however, leads to an even more powerful idea,
that of design gwitches. Suppose it is required to
consider the effacts on performance of making some
relatively minor modifications to a network. For
example, suppose there are several alternative loca-
tions in the network for a combination of voltage
regulactors and capacitor banks. The question to be
answered is which combination at which locations, gives
the best performance. The straightforward way to
determine the answer is to make a list of all the
possibilities to be tested and then implement the
network corresponding to each in turn. A more elegant
solution makes use of the notion of a design switch.
At the time an object is created (becomes the instant-
iation of an element from an object class), a state
variable can be assigned as a design switch. When the
switch s "on," the object appears in the network just
as any other rormal object. When the design switch is
"off." the object is virtual and for all application
purposes, disappears. Thus by turning design switches
off and on, the configuration of the network can be
greatly varied. In the above example of capacitors
and voltage regulators, these objects may be placed in
the network all at one time to be controllad by design
switches. By successively turning switches off and
on the various alternatives may be created and ana-
lyzed by the applications programs.



Another important concept incorporaced into the
Network Editor is that of the cursor. A cursor or
pointer is used as a variable in a program to allcw
the planner to refer to various elements in the
network. When, for example, an obiect is created, a
cursor variable is associated with the object. The
operations to be described below all use cursors to
refer to the objects upon which theyv operate.

Underlying the notion of an editor for a network
is the fact that networks can be described in terms of
text strings. These strings, which are known as K-
formulas, permit one to visualize some network opera-
tions as operations on a text string.8 In particular,
one may specify some particular collection of network
comwponents and invoke the Network Editor to find all
places in the network where this configuration is
present. Figure 35 illustrates the general situation.
The subnet shown in the insert is sought in the larger
network. When it is found, it may be replaced by
another network configuration, just as one text string
may be substituted for another by a text editor. For
example, suppose one has identified a particular sub-
network as something to be represented by a compound
object. Using context searching, the Network Editor
can locate all locations where the subnet appears then
replace the collection of network objects comprising
ic wich compound objects. This might be done to study
the variation of several parameters in the compound
object and could be done more easily this way than by
direct variation of all occurrances of the submet in
the original network.

The last. important concept associated with the
Yetwork Editor is the relation of network objects to
entires in the database. This problem is solved by
treating a network as a relation. The relation nas
attributes corresponding to name, object class, and a
list of comnections to other objects in the network.
A primitive object is just a tuple in such a relation,
while a compound object is represenced by an entire
relation.

The commands which the Network Editor accepts are
listed in detail in Appendix F, Section 3.3.3. an
abridged description of them also appears in the
section discussing TASKB.6,Table 30). No further
discussion of the operations will be given here.
Instead, consideration will be given to the last major
component of the svstem representing the planning
methodology, the Shell.

THE SHELL PROGRAM

Everv system has its executor or monitor. For
the Distribution Planning System, that overseer is
called the Shell. 1Its general purpose is to serve as
a command line interpreter to which the user directs
his commands and inquiries. In effect, however, it is
a miniature operating system, implementing some of the
more basic functions traditionally associated with
operating systems. Some of its features have been
borrowed from the Unix operating system developed at
Bell Laboratories.? In what follows, the basic
notions incorporated into the Shell will be discussed.

Purpose of the Shell

In concept, the Planning Svstem is to be highly
portabla. However, standing in an almost dichotomous
position to this requirement are the necessities for

2 L.
Thompson, J.C. and Atkins, G., "The Use of Generalized
K-Formulas for the Svntactic Description of Data
Structures,’ submitted to a technical journal.

9Ricchie, D.M., and Thompson, K., "The UNIX Time-
Sharing System,” Comm. ACM, 17, (1974), po 365-375.
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Figure 35

create files, execute programs in fixed sequences,
monitoring exceptional conditions and supporting
several interactive users simultaneocusiy. These
latter functions conventionally have been assumed by
operating systems, which logically speaking exist at a
lower level than so-called user or applications
programs.

When one considers raising what have generally
been operating system functions to the applications
program level, as the methodology suggested here pro-
poses, the first question to be examined is whether
that is even possible. The answer which one can make
to this question is weakly dependent on time--our
views concerning operating systems ten years ago were
much different than they are today--but to be objec-,
tive, any answer given must be in the present tense.”
In consequence, the answer today is that it depends on
the nacive operating system on top of which, the
Planning System is to run. All of the prototype
system implemented to date has been implemented on a
Unix-based system (TASK 3,12 of this report describes
the implementacion eifort in decra’l). aAs a result,
few actual difficulties have been encountered. Imple-
menting the system on an operating system native to
IBM 360 or 370 machines would be considerably more
difficult might not aven be possible unless perfor-
mance goals were greacly compromised. Thus while
portability remains a laudable ideal, it appears at
present to be an unreachagle one. Conversely, it‘is
expected that in the next five years, as general
understanding of what constitutes a hospitable user
environment beccmes more widespread, that implemen-
tation difficulties which today might exist for an
arbitrarily chosen operating system will be greatly
overcome and this time scale is sufficiencly short

loThe greatest change in thinking about operating sys-
tems has been due to the impact that Unix and Multics
have had on the computer science community. See
Feiertag, R.J., and Organick, E.I., '"The Multics
input-output System”, Proc. Third Symposium on
Operating Systems Principles, Oct. 18-20, 1971. ACM.
New York, pp. 35-41.




that considerations expressed here might have a

timely effect on emerging technology. Seen from this
view, the Shell represents a collection of functions
which the distribution olanner needs to have available
and which form an umbrella covering the other system
components discussed in this report.

Shell Functions

Each user is known to the Shell and as a result
to the Data Base Management System via a userid.
This is an alphanumeric string which serves to asso-
ciate all fiies, relations, networks, and database
with che user. The Shell authenticates a userid by
receiving a password from the user. Presenting the
proper password allows a user to receive all of the
oprivileges associated with his userid. If his userid
is that of the Database Administrator for a Database
then all of the commands reserved for the DBA are
available for his use.

The Shell allows the user to create files and
remove files which are associated with his userid.
This file processing is done in such a way that the
user is isolated from the normal file handling
features of the native operating system. Thus, the
user is not burdened with learming the syntax which

accompanies file processing on the native system. He
has only to learn the simple svntax accepted by the
Shell. '

One of the most significant problems solved
througn use of the Snell mechanism is that of soft-
ware compatibility with respect to the applications/
analysis programs. Since these programs were
written by different individuals at different com-
panies and institutions, there is no uniformity of
format for input and oucput data. In some cases,
same data is required by different programs but in
different units! Two approaches suggested themselves.
In one, the plan would te to modify the iatermals of
each program so that data requests were programmed as
calls to the DBMS. This clearly would be a difficult
rask, requiring the intimate understanding of the
internals of sach program. The other approach re-
quired the use of a filter which would be placed
between the program and the DBMS. The filter wouid
function as a very sophisticated FORMAT statement
specifying queries to the database and conversion of
data from the form stored in the database to a form
compatible with the requirements of the program. The
orocess is represented in Figure 36. A request to the
Shell by the user for the execution of a program
results in the identification by the Shell of the
proper filters to be used.
the dactabase and creates a file which matches the
demands for the input data to the applications pro-
gram. The Shell then causes this program to execute
using the input file created by the user. The output
from the applications program is collected on a file
which is run through a second filter program which
reformats the data into a form acceptable to the data-
base. The only data necessarv for this filtering to
take place are the specifications on the formats for
input (output) to (from) the applications program.
These specifications are of course part of the

the

database. They are stored in a relation owned by the
Shell itself.

In general, the situation will be more complicated,
since the actual sequence which the planner will often
want to execute will involve using the output of one
program as the input or partial input to succeeding
programs. It is clear, however, that the same prin-
ciple is involved, only the details are more compli-
cated. For such a case, a number of filters are

The filter programqueries
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required. The situation is reflected in Figure 36.

The concept is_an adaptation of the notion of pipes,
found in Unix.

The other important feature borrowed from Unix is
that of asynchronous command processing. Processes
which consume considerable processor time may be
allowed to run "in the background," while the planner
submits other commands to the Shell.

The functional descriptions of all the Shell
commands are to be found in Appendix F. The interested
reader will find there a number of commands which have
not been discussed here.

SUMMARY

This section has discussed each of the major
systems upon which the planning methodology rests. It
differs from the information in the section on TASKB.6,
since there an effort was made to outline a systems
view of the entire methodology. In this section, the
emphasis has been placed on explaining the concepts
underlying each of the systems.

The Data Base Management System has as its daca
model, a relational scheme. Its query language is
based on a variant of Codd's relational algebra. The
relational algebra was preferred over the relational
calculus because of implementation difficulties.

The Network Editor, perhaps the most innovative of
the systems aenvisioned by this project, is an inter-
active program which allows the planmer to deal with
networks in a manner similar to the way in which one
deals with word processing using a text editor. One
may define, modify or delete networks using simple
commands. Of particular power are the features which
permit context searching in the network, modification
of object status using state variables and the forming
of compound objects from simpler network components.

llRitchie, D.M., and Thompson, X., ibid., p. 370




The last major system is the Shell which makes
available to the planner many of the features of a
real-time operating svstem. In principie, these
features would be independent of the machine on which
the Planning System were running and would provide a
fully portable basis for executing planning programs.
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TNTRODUCTION

The database presented in this section is divided
into two major parts: one consisting of necwork data
and the other consisting of planning data.

The network data is comprised of fourteen tables.
The first thirteen describe a particular component of
the distribution svystem network and cthe last describes
the substation. Each such table is to be considered as
a relation. All of the tables together form the net-
work database. The planning data is presented in Table
55. All of the data is correlated with planning acti-
vities in Figure 41.

Basic Assumptions

In agreement with the discussion given in the sec-
tion on TASK 3.10, it is assumed that each network com-
oonent (Tables 4}34) forms a vertex in the system net~-
work graph. To realize this, each component has asso-
ciated with it Necwork Dacta which establishes its
olace in che network. A&s a result, there is no sepa-
rate table (relation) which serves as a network topo-
iogy description. The topology description has been
"distribuced" among the network components. If the
planner requires a consolidated topological descrip-
tion, then it mav, of course, easily be obtained buc it
is not retained in the database as a separate entity.

In the same way, other data such as some cost data
have been distributad throughout the network and asso-
ciated with individual pieces of equipment. This re=-
sults in a smaller but no less complete database con-
Iiguracion.

Two other assumptions deserve zention, both con-
ze2rned with the boundaries of the network. The f{irst
is that the Distribution System begins with the break-
ers, reclosers, capacitors and reactors on the low vol-
cage side of the substation and does not include the
iow voltage bus bar network of the substation. This
view which is not universaliv held within the industry
w7as adopted in part because the bus network did not
conform to the zeneric descriptions proposed in TASK
3.9.

The second assumption made regarding the extenc
cf the distribution svstem was that the network de-
scription should include the meter at the customer
sice. This convention, which is also not standard
withia the industry, was made so that consumption data
would also fit inco the network description of the
system.

The complete database is presented in the next Iwo
sections. To preserve the outline sketched in the nma-
terial on TASK B.9. gzeneric descriprtors are included
in all the tables as subtitles. ' Explanations of terms
not thought to bde part of the industry's standard vo-
cabulary are explained in footnotes placed at the bot-
om of the tables in which the terms are found.
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A DETAILED DESIGN OF T
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DATAZIASE CHARACTERIZED

N TASK 3.7

NETWORK DATA

Table 41. Data Descriptiun of a Line Scction

Device ldemcifier
Lino Sccrion ldancifiar
Organizacional Dascripcion
Divisicn Code
Oistricc Cods
Necwork Daca
Source I[deatificr
Load ldencificr
Circuit Nuzber
Substation ldentifier
Electrical Descripeion
Phase Cude
XVA Load ABC (Wincer)
RVA Load ASC (Suzmerj
KVA Demand ABC (Winter)
KVA Demand A3C (Sumrer)
VYoltage Lictc Code
Automat ioa Code
Operacing Status
Service Code
instailacion Daca
Wire fnstallacion Daca
Job Mo.
Ortig. Inscall.
Lasc Change
Mos: Signiffcanc Job
Coordinaces
X-Y Coords (Saurce)
X=Y Coords (load)
Manufaccurting Daca
2hysical Description
Lengch (fe)
Sxpress/Tie Cade
3ranch or Znd Code
Mo, ol Sranches
?re, Wire Code
Neut. “ire Code
Pri. OMD
Duvuul:n End Pt,
¥o. Branches
Relfabilicy Jace
Cast Daca
No. Customers
Record Scacus

Time Yistory Daca




Table 42. Dtscribution Transformer

Device ldentifier
Dlscribution Transformer Idencifier
Organizacional Description .
Diviston Code
Discrict Code
Natvork Uata
Source Identifier
Lond ldencifier
Circutc No.
Substation [dencifier
Zlectrical Description
Phase Code
Voltage Raciag (Line k¥)
Voltage Ratiang (Losd V)
Voltage Rating (Name Place)
2 4
R
X
Watts Loss Full Load ¢ + 13
Waces Loss No Load 3¢ + 13
Automation Code
Oparating Status
Service Code
Inszallation Data
Inscallation Daca
Job Number
Original [nstallation Purchasa Order

Last Change Maincenance Record

Most Stgntficant

Wire fnscallacion Dats
Coordinutes

X-Y Coordinaces

Location Address
Manufaccuring Data

Manufactures $ Year

Model/Type

Serial Yo.

Orawing Ref.
Phystcal duscription

Connect{on Code

Mouncing Type

Yideh

Depth

Height O.A.

Waighet

Iosulacion

Asmount of 011
Reliabilicy Daca
Cost Data

Cost
Record Scacus

Tioe History
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Table 4). Boast and Buck Transformar

Device I[dencifier
3oast and Buck Tranmsformer
Sarial No.
Qrganizational Descripcicn
Division Code
Dlltr;:! Code
Netvork Data
Source Idencifter
Load ldencifice
Cilreuic No.
Substacion Identifier
Stacion ldentifier
Blecerical Duscripcion
Phase Code
Voltage Racfag (Line kV)
Voltage Racing (Line V)
KVA Rating
TBoose /2Buck
k4
R
X
Automat ton Cude
Operating Status
Service Code
Inscallacton Data
Inscallazion Mznhoues
Job Number
Original Lascallacion .
Lasc Change
Mosc Significanc
Purchase Otder
Maintenance Racord
Wire Inscailacion Data
Coordinaces
X-Y Coordinacas
Locat{on Address
Manufaceuring Ddaca
Manufacturer & Year
Model ot Type
Sertai No.
Drawing Ref.
Physical Descriptioca
Connection Code
Mounting Type
Width
Depch
Helight
Weight
Insulacion
!nll:bilx:y Daca
Cost Daca
Cost
Record Scacus

Tice Hiscory




Table 44, Shunt Capacitor

Oevice l[dencifier
Shunt Capacitor Idencifier
Organizactional Dascripcion
Bivision Code
Dtscrics Code
Network Data
Load Identifier
Cercuit No.
Subscacion Idencifier
Statioa ldencifier
Blectrical Descripction
Phase Code
Voltage Rating
No. of Unit l's (A)
KVAR Raciag of Unic 1 (A)
No. of Unft 2's (8)
KVAR Rating of Unit 2 (B)
No. of Unit 3's ({4
KVAR Racing of Unic 3 (C)
Automation Code
Operating Stacus
Service Coda
Inscallacion Data
Tastallation Manhours
Job Sumber
Original Inscallacion
Last Change .
Most Stignificant
Purchase Order
Maincenance Record
Coordinates
X-Y Coordinaces
Locacfon Address
Distance from Load Point
Manufacturing Daca
Tquipmunt Manufacturec & Yuac (Untt 1)
Zquipmunt Manufacturer & chr.(Untt )
Zquipmeae Manufaccurer & Year (Unft 1)

Concrel Manufaciurer & Year

Phya{cal Desceipticn
Cao Control Code
Cap Overvide Code
Controls Gn
Controls Off
Blocked f
3locked 2
Controls - Max
Conttols - Min
Control Style Code
lasulacion

Raltadility Daca

Cost Data

Racord Stacus

Time Hiscory

Table 435. Sertes Capacitor

Device Ildencifier
Series Capacftor ldencifter
Organizational Description
Dtvis{on Code
Districe Code
Necwork Daca
Load ldentifier
Cireuit No.
Substacion ldencifier
Statton [denciffer
Zlecerical Description
Phase Code
Voleage Rating of Equipmenc
Ne. of Unics in Serics
No. of Units in Parallel
Voltage Racing ~ Parallel
KVAR Rating = Series
KVAR Racing - Pacrallel
Automation Code
Operating Scatus
Service Code
Inscsllacion Data

lastallacion Munhours

Job Numoaer
Orig. Inscallacion
Lase Change
Mosc Stgnificanc Change
Purchase Order
Maincenance Pecord
Coordinates
X-Y Coordinaces
Distance f[rom Load ?t.
Location Address
Manufaccuring Daca
Manufacturer & Year
Model or Type
Sarial No.
Drawing Refurence
Physical Description
Insulacion
Houncing Type
Duty Code
Raltiabtiity Daca
Cosc Data
Cost
Record Status

Tioe History
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Table 46. Line Regulator

Jevice [dencifler
Lina Regulator ldencifiec
Organizacional Descripcion
Division Code
Otserict Coce
Necwork Daca
Load Idenctifier
Scacloa Identifier
Substacion ldentifier
Cirewe Yo.
Electrical Dessription
Phase Codc
Voltage Racing
KVA Rating - From Nameplate
CT Racto
PT Ratto
1 Regulacion - From Nameplace
R
X
% Pegulation ~ From Nameplate
R
X
1 Regulatfon - From Nameplate
R
X
3 Regulation - As Sct
Regulacor Sercing - KVA - As Sec
Compensacion Settings perc
R (A.B.C)
X (A,B.O)
3and Wideh (A,8,C)
Tioe Oeiay (A.8,C)
No Load Voltage {A,8,C)
Automation Code
Operacing Scacus
Service Code
inscallacion Data
Installscion Manhours
Job Number
Original Iascallacion
Lasc Change
Mosc Significant
?urchase Order
Maintanance Record
Coordinatas
X-Y Coordinaces
Locacion Address
Manufacturiag Dsta
Manufacturer & Year (A.3.C)
Model or Type (A.3,C)
Serial No. (A.B,C)
Drawiag Ref.
Physical Descripcion
Houncing Type
Wideth (A,B.C}
Dapeh (A,3.C)
Hegght 0.A. (A,8.C)

Veight (A,3,0)

Table 46. (coat'd)

losulation (A,3,C)
Control Type

Reliability Data

Cost Daca
Cosc  (A)
Cosz  (B)
Cost  (C)

Total Stacion Cost
Record Stactus

Tize Bistory ’

Tabla 47. Sectionalizing Device

Device idencifier
Sectionaiizing Device ldentificr
QOrganizacional Descripeton
Jtvision Code
Otacrict Code
Netwotk Data
Load ldentifier
Station Idencifier
Subacacion Idenciffer
Clrcuic No.
Electrical Ddescripcton
Phase Code
. Yolrage Racing
Anperte Rating (1 Jjuse)
Fault Current Racing
Automacion Coda
Operacing Scacus
Service Code
Inscallacion Daca

Inacallacion Manhours

Job No.

Origilnal Imscallacion
Last Change

Mosc Signiff{canc
Purchase Order
Maintenance Record

Coordinaces
X-Y Coordinaces
Locacion Address

Manufacturing Data
Manufacturer § Year
Model/Type
Seriai No.

Physical Description
Connection Code
Fuse/Blade Type Code
TCC Curve Reference Code
Younc fug Type

Rellabilizy Daca

Cosc Daca

Record Stacus

Tize History
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Table 48. Line Reclower

Device ldentifier
Line Recioser Ilencifier
Organizational Description
divisioa Code
Discricc Code
Network Data
Losd ldenzifier
Circuit No.
Subscacion Idencifiar
Stacion ldencifier
Eleccrical Cata
Phase Code
VYolcage Rating (from Name Place)
Ampere Racing (from Naoe Plate)
F.C. lacerrupting Rating
Saries Fuse Racing
Setries Fuse Type Code
3ypass Roting
3yposs Fuse Type Code
No. of Cycles
Racloser Code
Quick Trip Curcenc .
No. of Quick Trips
Recarded Trip Current
Quick, Recarded, Ext Racarded Curve Ref. Code
No. of Rec, Ext Recarded Trips
Aucomacion Code
Qperating Stacus
Data & Readiag of Counters
instailation Daca
Ingrallacion Manhours
Job Ne.
Original Insctallacion
Last Change
Mosc Stgntficane =
Purchase Order
Maincenance Record
Coordinatas
X-Y Coordinaces
Location Addrass
Manufaccuring Daca
Msaufacturer § Year (a,3,C)
Model/Type (A,8.C)
Serial No. (A,8,C)
Physical Description
No. of Uaits in Stacion -
Mouncing Type
Wideh (A.3.C)
Dapeh (A,8,C)
Height (A.3.C)
Yetght (A,3,C)
Gal. of lasulation (A,3.C)
Relfabtlicy Daca
Cosc Daca
Cost (a,8,C)
Total Stacion Cost
Record Status

Tize Hiscory
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Teble 49. Scacic Recloser

5evicn Ideactfiac
Stacic Racloser ldentifier
Organizacional Description
Oivision Coda
Discricc Code
Network Daca
Load Idencifler
Circutis Ne.
Subscacion ldentiffer
Scacion ldencifiac
Electrical Descripction
Phase Code
Voltage Racing (Name Place)
Ampacre Racting (Mame Place)
P.C. Ianterrupcing Racing (Name Placa)
¥o. of Cycles
Bypass Puse Racing
B3ypass Fuse Type Code
Ampere Rating as Sec
Curcent Transf. Ratic
Amperage Tap
Awperage Plug
Cround Relay Plug
GCround Relay Cutve Ref.
Cround Relay Amps as Ses
Stacic Recloser Code
Reclosing Tices
Re:ct:tni Tice
Operactons to Lockout
Quick Trip Curranc
Retarded Telp Currenc
Inacancaneous Curve Ref.
Retarded Curve Ref.
Time Delay Type
No. of Quick Trips
No. uf Retacded Trips
Automacion Cede
Opevacing Scatus
Service Code
tmscallacion Daca
Tascallacion Manhours
-Job No.
Ortginal Inscallacion
Last Change
Most Significant
Purchage Order
Maintenance Record
Coordinates
X-Y Coordinates
Locacion Address
Magufacturing Data
Manufacturer & Year
Model/Type
Serial No.
Physical Description
Yoitage Source Code
Widch

Dapth



Teble 49. (cone'd)

daignt

Weight

losulation

Gal. of Ilagulatico
Reliability Daca
Sost Dace

Cosc

Total Stacion Cast
Rscord Status

Time Hiscory

Table 30. Reactor

Device ldencifier
Roactor ldencifter
Organizational Description
Division Coda
Discrice Code
Neework Daca
Load Idencif{er
Circuit No.
Substacion Ildancifier

Stacion ldentifier

Eleccrical descripcion
Ph;sn Code
Voltage Racing
Ampare Rating
R
X
No. Unics i{n Stacion
KVAR Rating Per Phase (A.B,C)
Automacion Code
bpcrn:l;a Status
Service Cude
inscsllacion Dacs
'!nu:allnzlun Manhours
Job No.
Original Inscallacion
Lasc Chaoge
Mosc Signtificant
Purchase Orcer
Msinccnance Rocord
Coordinates
X~Y Coordinaces -
Locacicn Address
Magufacturing Data
Manufacturer $ Year (A), (B), (C)
Model/Type (A), (8}, (C)
Serial No. (A), (B), (C)
Orawing Reference
Physical Descripeton
Mounting Type
dideh (A), (B), (O)
Depth (A), (B), (C)
Heighe (A), (B), (C)
Weighe (A), (8), (C)

lasulation
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Tadle 50. (cont'd)

Reliabtlicy Data
Cost Dacs
Cosc (A), (82, (CO)
Total Statfon Cost
Record Stacus

Tiow History

Table 51. Tie Sectionslizing Davice

Device ldenciffer
Secticnalizing Jaevice ldun:L!%ur
Organfzational Description
Division Code
Discrice Code
Hetwork Dacas
Load Ildentifiar
Circuic No.
Substacion ldentifiur
Station Idenciffer
TIE Subscacion ldencifier
TIZ Circuic No.
Tie Losd Idencifier
Connection Code
!luc:fxenl Dascripeion
Phase Cods
Voltage Racing (Nuoe Place)
Aévorukﬂazlng {Fuae)
Fault Current Racing
Svitch Croup Code
FuJ;/Blndu Type Code
TCC Curve Reference Code
Automation Code
Operacing Stacus
Sorvice Code
Inecallacion Data
Date of Installacion
lastallacion Manhours
Jeb No.
Ortgtaal lnscallation
Cast Chenge
Yost Significane
Purchase Order
Maintenance Record
Coordinaces
. k=Y Coocdinacas
Locat{on Address

Manufacturing Daca

. Manufacturer & Year
Modael/Type

Physical Descripcion

Mountlag Type .
Reliadtlicy Daca
Cost Data

Record Status

Time Ristocy




. Table 53, Subsutton‘!reakar/hhyed Racloser
Table $2. Customer Macer i .

N . o Davice Idenciffer
Device Identifier . . . L
Récloser Identifier
Customster Metcr [dencifior <
. Organizactonal descripeton
Organizacional Desccipcion . .. g
Division Cade.
"Diviston Code ‘
. Dtstrict Code
dtscrice Code : . . .o . .
. . . . Network Daca
Customer No. . . .
N . Load Identtffer
Necvork ODaca .
B Clrcutt No.
Source Identifier

. Subatation ldenctfier
Cireuit No. ) .
. Stacion Idencificr
Subscac{on Idancifier’ . B L

. . X . Electrical Dascripcion -
Blectrical Description ! ' .
Phase Code . o . :' . pr{;.- Code
Yoltage Rating " . : A ’ Avun’p Razing (l-«u'b l;!-u)
Ampare Racing . A' . . . - . ' . ) . ‘ . . Ampere Ra_é!.nﬁg (Namw Pla;;)
D‘amnd/!ﬂ-’h ’ : . . " '. . r.c. ln:‘crru’pung Pace {Nar; Place)
-Au:muan Code | ’ 'io ‘af Cycles ' '
Operacing Status - X ) R L Bypu‘s Fuse Ratinyg
" calibracton Dace ) . - ! . . . ' .!yvnu. Fuse Type Code
Service Coda ' ’ . . o . . . E e " , - TCC Curve
Tnscallsatton Daca . . i . * " ampere Ru:tng:(As See)
Inscallacion Dace ) . ) e - o | Aopere Racfag (Maxizus Possible)
Tnscallation Manhours . : ’ : ' Current Tr-n;t’: Aiazio
Job ¥o. - ) : . T o : . lov Inscancancous Tap
Ofiginal Tnscallacion . . con . .. High lnua;luneoua Tap
Lase Change . . . . Time Delay Type '
Coordinates . . ) ' ! . . - " Tive Delay hpl
%Y Coocdinates ‘ . . ) .A . -‘Hn" Lever Cucve
Locstion Addre_;l ’ : ’ N vl . . Recloaing Relay Type

Manufaccuring Jata, - Cround Relay Type

Manufacturer & Year o e C : . - Ground Relay Tap -

Mode l/Type ’ ' : i Cround Relay H.Aaet Lever CErve

Sertal So. : e . ) ‘Cround Relay Ampare (As Sec) -

‘Physical Description ' . (. .. : . Reclosing Times (3)

Mountiag Type , . . L o ' R Resecrting Time

utdel Co . . - . ’ Operations to Lockout

Jepch N L . L - " ) Low Instantaneous Current

Heighe . ’ . . ‘ " R ngh-'lnu:nn:ane;us Cu.tren:

‘;Ietgh: . o . . . ’ ) Tiove Delay Curranc
hl{abt‘uw Data ' " . .- oL T . o A, No. uf",ln‘sran:.muom trips
Cost Daca ' - : . : ; : o . No. of Time Delay Trips '

C“‘~ » ' . ' ’ L L : Automacisn Cude .
Record Status . o L . . - Oéurittng s:u.,s
Time Biscory ' o - : A: .7 service Code

Customer Recards for Lase Twn.Years by Moach . o Coee 1;.g;11,s1°ﬂ data

) Xﬁgfallalton Dace

lnstallacton Manhours

Job' No.
.- . _ . ’ " A Original Tascallacion
, . . ] fo; Chnng-é
’ . . Most Signifﬂcnn’: . ’ . . : .

Purchase Order

Malntenance Record |

Coordinaces
X-Y Coordinaces
" Location Address

3 !an-;lnccunn’g daca |

Manufacturer & Year




Table 33. (cont'd)

Modei/Type
Serial Yo.
Physical Description
Voltage Source Code
Width
Dapch
Height
Waight
lasulation
Gal. of Insulacion
Raliabtlicy Dacs
Cost Daca
Cosc
Total Station Cost
Record Scacus
Tine Hisctory
Coordinaces
X-Y Coordinatcs
Location Address
Manufaccturing Data
Contractor Idanctificacion Liet
Physical Description
Servicea Ates Size {n Square Hlfus
Yard Dimensions
Cetavay Type Code
No. of Getavaya
Drawing Ref.
Reliabllicy Data
Cosc
Original Construction Coat
Replacemant Coac
Depreciacion Rate
Annual Coscs
laceresc
Depraciacion
Insurance
Taxus
Operacion & Matatenance
Tocal Cost of Subnetwork

Record Status
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Table 34. Substacien

Du;tce Tdencifiar
Subscacion Identifier
Organizacional Dascripction
Divistoa Code
Diacrice Code
Network Daca.
Braaket/Relayad Recloser ldencifier Lisc
Capactitor Idenctfler Lisc
Reactor ldentifier Lisc
Elactrical Descripgion
‘Capacity (la KVA or !fVA)
Prtmnry & Sccondary Voltage chala
Load tn KW, XVAR
Automation Code :
Oplr;:ing Stacus
Service Cadnl
Installacion Daca
Year of Inacallacion
Inscallaction Hinhours
Maintenance Record '
Tioe History
Cost aof Purchased Power (Bv gcn:h)
’ Cost of c«n;raced Pover (3y Moach)

Demand Cost ia S/kW

PLANNING DATA

There is some data associated with the discribution

system which are not directly related to the nctwork.
These data arc generally classified as planning data.
For the purposes of this report, thev have been scpara-
ted into two tables, one listing general planning data
(Table 535) and the second shows parameter comstruction
moduies and their parameters (Table 56). Table 537 shows
the applications appropriate for each general data clas-
sification.

Table 55. Planniaog Data

Land Use Plans
Planning Code
Saturation Code
Class Code
Company Policies
Transformecer Load Management Data
Right of Way acquisition Costs
Demographic Influences

Innovation Trends

Economic Conditiocus

ible 56_ Data Requirements of the Subprograms

SUBPROGRAM -
m Name iNPUT DJATA
LosE a) cost of land R
- b) substacion conscruction cost
Z. . FFC’. a) grid vaiuves of endpoints
3 b) cost of mazerial and labor ser feeder nile
3 ;Fctj a) grid values of 5S5; and SS, K :
b) cosc of macerial and labor ner tia-eceder mila
4 DFCi‘ a) arid values of demand cencers I and j
2 'b) cost of macerial and labor ner feeder mile
] :‘!lc’..j a) grid values of demand centar j and SS,
b) cost of macerial and labor ser feeder’mile
9 FBCi Yalue of FBCi
7 Cip a) Transformer sizes
* o) Transformer costs
<) Transformer inventory
4 |Power Loss a) energy cost
Curvas b) demand cost dua to fast capacity as a cesult
of energy losses in feeders
¢) grid values of endpoints.




Table 57 .
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Application and Summary of Data Requirements

Load P(bim.'lion

Subsiation Expansion

Sd,hsla(ion Loading

Subistation Siting

Number of Feeders

Feydcr Routing

Fauit Cunrent Study”

Voliage Profile

Capacitor Location

Voltage Regulator Lacation

Transtosmer Load Management

Reliability

Load Management

Economic Conductor Sizing

Equipment Inventory

Plant lnvestment

Lax Computation
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Substation Expansion

Substation Loading '
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Number of ?eedeu
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Fault Curieit Study

Voltage Profile .

Capacitor Location

Voltage-Regulator L.ocation

" Transfosmer Load Management

Reliability

touad Manageinent

Economic Conduclor Sizing

Equipment tnventory

Plant lnvestment
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TASK 3.12: THE IMPLEMENTATION OF THE DATABASE ON A MODERN DIGITAL COMPUTER IN A MANNER
WHICH MAXIMIZES THE TRANSPORTABILITY OF DATA AND RELATED SOFTWARE aAND IS
COMPATIBLE WITH OTHER SOFTWARE USED IN THE PLANNING METHODOLOGY.

Da habt ihr's nun! mit Narren sich beladen
Das kommt zuletzt dem Teufel selbst zu Schaden.

Faust, Part II, Act 1.

INTRODUCTION

Portability is a requirement having two major
aspects. The first is the portability of the data
itself; this is the easiest condition to satisfy. Data
in character form may be ported easily from one com-
puting environment to another. The second is the
portability of the software which processes the data
and this 1is complicated by the nature of the applica-
tion to which the software is to be devoted. A
database management system generally requires the use
of the full repertoire of machine instructions for a
given computer. Current software technology suggests
that only high-level languages be used to develop a
database management system but the most widespread
high-level languages were not seen as satisfactory for
such an effort. As a solution to the implementation
language problem, the language C was chosen. Once
the software was fully implemented, it was then trans-
lated (by hand) into Ratfor$ which in turm, is
transiated into Fortran IV by the Ratfor translator.
Finally, the resulting Fortran source is optimized,
using an approach suggested by Knuth.

This effort has resulted in the implementation of
th ree software products: a canonifier program which
allows the database to be software-compatible wich all
of the application programs; a database management
systam supporting the suggested database; an optimizer
program which transforms the Fortran output of the
Ratfor ctranslator into efficient code; and lastly, a
breadboard version of .the Shell program (described
under Tasks 3.6 and B.10).

THE CANONIFIER PROGRAM

A systems view of the Canonifier is showm in
Figure 3/. The program runs under interactive control
via the terminal but the usual source of control data
is from the input svecification f£ile. This file con-
tains statements which may be thought of as very general
format statements. The program functions in two modes.
In one mode, 1t reformats data which has been extracted
from the database using queries. After being refor-
matted, the data may serve as input to an analysis
program. Thus this mode is called input mode. The
other mode is the converse of input mode. It accepts
output from an analysis program and reformats iz so
that it may be incorporated into the database.

The error file (Figure37) is used to note any
specification errors encountered either in the terminal
input or in the data found in the input specification
file. 1If any errors are detected, no outputr file is
generated. Instead, the user uses the text editor to
correct the input specification file or re-enters data

f{rom the terminal (or both) until no further errors are
found.

1
Kernighan, B.W., and Ritchie, D.M., The C Programming
Language, Prencice-dall, Englewood Cliffs, ~.J., 1978.

2Kernighan, 3.W., and Plauger, Software Tools, Prentice-
Hall, -Englewood Cliffs, N.Y. 1977.

3Knuth, D.E., Structured Programming with goto State-
ment$§,"” Computer Surveys, Vol. 6 (1974) pp 261-301.
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Figﬁre 37.

Detailed Description

Input specification records can be classified into
five different types. These are listed and explained
in Table 58. The general form of the format specifica-
tion is shown in Table 59. Conversion characters and
their meanings are shown in Table &0.

Table 58. Input Specification Record Types

Scatement Firsc Character Statement Meaning
Type Ia Statement Sody
Massage ] <message > Character String

message termi-
nated by newline
character Jdis-

played on
terminal
Data d ¢string> ~  scring termi-
Record raced by newline
characcer

vritten unal-
tered to outdut

file
Query q <query One or more
Request lise> queries passed
to DBMS
Query b <format spe- character scring
Format cification> terminaced by

newline charac~
ter considered
ag <format spec~
ificazion> for
database buffer

file
Terminal a <{ormat character string
Format specifi- terminated by
cution> newline charac~

ter considered

as «format spe-
cificacion> for
terminal input

data




General Form of <format specification>

[ d
b ,f
[ <f_spec>
b Lo J
<rfac 1> - integer specifving the number of lines to
be expected by the Canonifier -Program; if
"C" is used, value read from tarminal via
<f_spec> of type C.

f <char> }
i

[
\'4

[

<rfac

integer specifying number of times the
format specification following the comma
is to be repeated;

if "d" 1is used, value read from terminal
via <f_spec> of type d.

<rfac 2> -

a2l
°

<char> - Any ASCII character except or newline

if "%%," copied to output buffer as "%";
if %[-1{<f_width>][.<precision ]<con char>
then a data item Irom the terminal is
expected;

<{ spec> -

{~] A - optional minus sign specifies left:adjust-
ment of data in output field
field width specifies total number of

characters data item is to occupy on
output file.

<f width> .~

<precision> - if the number is to be interpreted as a
floating point number, <precision> speci-
fies number of digits to right of decimal
point. Otherwise, it specifies the
number of non blank characters comprising
the data object. See succeeding table.

<con_char> - see succeeding table.

Table 60). Conversion Characters

<can_char> may be any of tie following:

Character Type Meaning
i integer Maximum number of digits
which may be accepted; if
input exceeds this number, an
error will result.
c <rfact 1> Same as above.
d <rfact 2> Same as above.
£ floating point Number of digits to right of
. decimal point; if input ex-
ceeds this number, least sig-
nificant digits truncated.
e floating point Same as above
with scaling
factor
s string Maximum string length; if

input too long, truncate on
right; if too short, pad
with blanks on righe.

As an example, suppose it is required to output
an n by m matrix of real numbers. GElements on the
same row should be separated bv commas. Each integer
should be no longer than four digits, and should
occupy five spaces on the output line. All integers
are to be read from the user terminal. A possible
input specificacion record is:

m enter 2 numbers to be used as # of rows & columms.
1.1,n=%c, m=2d

enter the entire matrix 1 row for 1 input line

each element is 4 or less digits long, separated bv
commas .

4 3w

can be given as follows.

#5.414,

a c.d,

THE DATABASE MANAGEMENT SYSTEM

The database management system, implemented in
Ratfor, uses the PATRICIA data struccture as the basis

of its directory. The simplest description of PATRICIA
5

Let the generalized K-formula xab indicate that
nodes a,b are joined together by an @-link in that
order, i.e. from a to b. An S-System is a symbol
system or defining scheme which resembles a grammar. In
distinction to the usual phrase structured grammar,
however, the productions in an S-System frequently
empioy unique terminal symbols in each application of a
given production. Symbols so treated are written for
example, as a[j] where the brackets indicate an entire

set from which a symbol is to be drawn (the drawing
process has a memory; once a symbol has been removed
from the set it may not appear in the production when
applied later in the derivation). Accompanying this
convention is one which says that if such symbols are
enclosed in French duotes, ("<<", ">>") and have the
same index then they are to be replaced by same symbol.

These conventions permit the following description
of PATRICIA:

i
P~{ dar <<LR>> la

| @ ar <<RL>>

|3 ar 1
|
R
;

with 2, 3 sctanding for the left and right links res-
pectively. Hueristically, these produczions have the
graph grammar forms shown in Figure 2.

The structure is recognizable by a Push Down Auto-

maton. Its description is as follows.
P($): dlgg, %, $) = (qq,9)
d(ql, aj,S) he (qz,aj&)
d(qz,aj,aj) > (q5,e)
d(qy,e,9) = (qg,9)
d(qo,a,S) - (q4,$)
d(qa.aj,s) *q,: R (ajs) % (z)
d(QA,aj,s) Mk PE L (ajS) R (2)
| |
L(2): dlay, »2) = (4q,2)
d(ql,aj,z) - (qf,ajz)

dlay, »2) = (q,,2)
R(a,2) Lizn

d(qz,aj,Z) *ag: £
- qg: i(ajz) R(z"

d(qz,éj,;)
|

4
Knuth, D.E., The Art of Computer Programming, vol. 3,
Addison-Weslev, Reading, Mass., 1973 pp. 490f.

5Thompson, J.C., and Atkins, G.E., A Syntactical Speci-
fication of the Data Structure PATRICIA, to appear in
a technical journal.
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Figure 38

L2 s dlag %2 (a),2) () x 2x  R,K =3
a( ) ( ) P~ 9 - - P q
o3 a,,da. e A - 2
RS ‘qf' (ii) For ¥ _, & 23,2 m such that X S K. 0 < 2<m
d(a4,2,2) (q,,2) l'p q( v ‘ y = -
- - implies K 2 K @<l
Haga,e) 4 R LD ' °° g
< 2 .. . . P
d(q,,a5,a,) gzt L(e) R(2") (1ii) Lec m be the least such value appearing in
< ] T (ii) for given Kp’ Kq (and greater than
The notation q.: R (...), appearing on the right zero); then either
side of a transition rule means that the present auto- x & K or X 1ok exclusively
maton returns to state q,_aftar invoking machine X and q m+i
R has terminated. R and R are obtained from L, L bv iv) If X 2 K & X ¥
replacing avery occurrance of 2 by 3 and vice versa. P q 2 q
and
T ¢ g O
The fact that the structure is recognized by a ‘p = Kr & Kp = Kt
PDA is very important because this means that basic then
integrity checking of the structure can be automated. K @l ¢ and if K mjlg then ¥ ©fl ¢
= r p o r
Yode Relations ) il . 72 . 4 R
(v) I£f for X = K &K = K_is X_ =z K_ 2,51
P~ q q 4 p = r 172

The description of PATRICIA is not complete with-
our a careful statement of the defining relations among

Select an arbitrary element X_ £ S. For any other
the data stored in the nodes. To make the definitions element X € S5, we have r
as general as possible, coansider the following. Lec q .
the set 5 = {Ki}of elaments Ki be kevs. In the sequel, Kr é 4 0%21<a (1)
a mapping will be defined between nodes in the struc- . a - R | i
ture and elements of $; this mapping will be written In general, m depends on Kq' Fix m; label che subset
Ka, = Ki. For the present, this mapping will be of S for waich (1) holds E M(k ). Then S can be
J 2 : T
ignored. Let (2} be an indexed setr of equivalence writcen N o,
relations over 5 and let {E,g} be an indexed set of =& (Kr) - E (Kr) SRR

precedence relations. Then consider the axioms: . = s
it is clear cthat the C's are disjoint




Jny mj
3 (Kr) A E (Kr) = ¢ @, # mj

m,
Each £ l(Kr) which contains more than one element, in
turn may be partitioned into éub—equivalence classes
m

by first choosing a root X'c £ i(K ).
r r
write

We may then
By 2 m . Sl }
3 (K) =& (R* U E (AR

Continuing this process, each key KDE S may be con~
mi,mj...
sidered the root of some equivalence class & (Kp).

It may be seen that this partitioning process does not
generate a unique partition since the choice of roots
is arbitrary within a given subclass.

Algorithms

The PATRICIA structure not only has the advantage
of a precise mathematical description (and thus is
subject to careful analysis) as well as being recog-
nizable, but in addition, may be manipulaced and imple-
mented by simple algorithms. Algorithms for key
search and key insertion are shown in Figures 39 and 40
respectively. This simplicity makes the task of imple~
menting a practical system much easier than it might
otherwise be.

As an example, a PATRICIA tree will be constructed
for the text

dUMPTY DUMPTY SAT ON A WALL,
treating each of the phrases

HUMPTY DUMPTY SAT ON A WALL.

DUMPTY SAT ON A WALL.

SAT ON A WALL.

ON A WALL.

A WALL.

WALL.

as a key in the directory. To keep the example simple,
assume that the data o be stored with the key is the
part of speech of the leading word in the parase. The
relation thus has the “orm shown in Figure 41. The
node structure of the PATRICIA tree has the form shown
in Figure 42 where the fields have the following sig-

. [
nificance:

XEY, a pointer to the text of the phrase. (Repre-
sented by K in the X-formulas.)

LLINK and RLINK, pointers within the tree. (Rep-
resented by &, 3, respectivelv in the K-
formulas.)

LTAG and RTAG, one-bit fields which tell whether
or not LLINK and RLINK, respectively, are
pointers to soms or ancestars of che_nodg.
(LTAG = 1, RTAG = 1, represented by ¥, 3
respectively, in the X-formulas.)

6
Knuch, D.E., op. cie., p. 491.

procedure P_SEARCH (HEAD, KEY, LLINK, RLINK, LTAG,
RTAG, SKIP, K);

pointer array LLINK, RLINK;

integer arrav KEY;

string K;

bezin
procedure P PROBE (HEAD, KEY, LLINK, RLINK, LTAG,

RTAG, SKIP, K, n);
pointer arrav LLINK, RLINK;
integer array LTAG, RTAG, SKIP;

string arrav KEY;

string K
integer a;
begin comment: p, q, ssum are global variables;

integer doc;
p := HEAD; ssum := 0; dot
q := p; 'p :=LLINK[q]
1f LTAG [q] # dot then
begin
ssum := ssum + SKIP (p];
‘while ssum < n do

= 1,

begin
if BIT (ssum, K) # O then
begin
q := p; p := RLINK [ql;
1f RTAG [q] = dot then
return
end
else
begin commenc: BIT = 0;
q :=p; p :=LLINK[q)];
1f LTAG ( q] = dot then
return
end;
ssum := ssum + SKIP {p]
end
end
end P_PROBE;

pointer p, q;

integer n, ssum;
n := LENGTH (K);

P_PROBE (HEAD, KEY, LLINK, RLINK, LTAG, RTAG,
SKIP, K, a);
if SEQUELS (n, XEY [p], K) then return (p)
else return (A)
end P_SEARCH

Figure 39

SKIP, a number which tells how many bits to skip
when searching, as explained in the algorithm
(SKIP corresponds to the value of m in the
equivalence relations exhibired above.)

The PATRICIA tree for this example is shown in Figure
43. The reader will note chat in the case where two

or more attribute values are required to determine a
key into the relation, the PATRICIA structure is par-
ticularly useful, since the character strings forming
the desired key may be concatenated and the search per-
formed on the resulting string. Thus the same algo-
richms serve to locate the desired tuple, regardless of
the key structure.

Relational Algebra Language

As discussed in the section on Task 3.10, the query
language is based on the relational algebra of Codd.
The form adopted for this implemencation is shown in
Table 61. A prefix format was chosen to that command
composition that would be straightforward. The query
exhibited in the section on Task 3.10 can be written as




begin

procedure P_INSERT (HEAD, KEY, LLINK, RLINK, LTAG, RTAG, —==

RLINK [q] := r; ¢t := RTAG [q];

SKIP, K); RTAG [q] := solid

pointer array LLINK, RLINK;
integer array LTAG, RTAG, SKIP;

14
=9

n
if b = 0 then

pointer HEAD; ’ .
string array KEY; B 6 r] = L
string K; ' eyl I il i I
begin ’ ' end P
procedure P_PROBE (HEAD, XEY, LLINK, RLINK, LTAG, else
RTAG, SKIP, K, n); begin
pointer array LLINK, RLINK; RTAG [r] := 1; RLINK (r] := r;
inteser array LTAG, RTAG, SKID; LTAG [r] := ¢; LLINK ([r] :=p
striny array KEY; end;
string K; if £ = 1 then SKIP (r] := £ - ssum
integer n; else
begin comment: p, q, ssum are global variables; begin
integer dot; SKIP (r] := 2 - ssum + SKIP [p];
p := HEAD; ssum := 0; dot := 1; SKIP (p) := ssum - ¢
q :=p; p := LLINK{ q] end
if LTAG [] # dot then end P_INSERT
begin )
ssum := ssum + SKI? (p]; . : Figure 40
while ssum < a do ’
begin
it gi:iﬁssum, K) #0 then KEY PART OF SPEECH
q := p; p := RLINK (ql;
if RTAG (q] = dot then Humpcy Subject
recurn
elsigg Dumpty Subject
begin comment: BIT = 0; Sat . Verb
q :=p; p := LLINK[q];
if LTAG [ q] = dot then .
— Teturn Oon Preposition
end;
ssum := ssum + SKI?P (p] A article
end
end Wall Direct Object
end P_PROBE; ‘
pointer p, 4, r;
integer {, n, t, ssum, solid: Figure 41
string Xp;
bit o;
if HEAD = A\ then
HEAD := AVAIL; . .
XEY (HEAD] := K; KEY SKIP
LLINK {HEAD] := YEAD;
LTAG {HEAD] := 1;
RLINK [HEADI := A - '
end , LLINK RLINK
else
begin
solid := 0;
a := LENGTH (X); : Figure 42

P_PROBE (HEAD, KEY, LLINK, RLINK, LTAG, RTAG,
SKIP, K, n);
comment: search must be unsucessful... PROJECT(
no key is prefix of another;
Kp :='KEY [p];
for £ := 1 ton do
if BIT (£, K) # BIT ({, Kp) then exit;
b := BIT ({£,K);
P_PROBE (HEAD, KEY, LLINK, RLINK, LTAG, RTAG,
r = AVAIE?IP’ K& -1 TRANSFORMER SERVI;E J TRANSFORMER.SERIAL#
KEY [r]i= K: SSERVICE.SERIAL# S STATUS = 'In" and
if LLIVK [q’]=‘p then STATUS DATE-CURRENT DATE < 180
begin P SERIAL#, X-Y COORD
LLINK [q ]:=r; ¢t := LTAG (q];
LTAG [q ] := solid
end
else

SELECT(
JOIN (TRANSFORMER, SERVICE)
: FOR TRANSFORMER.SERIAL#=SERVICE.SERIAL#)
WHERE SERVICE.STATUS='IN' and
SERVICE.STATUS DATE~-CURRENT DATE < 180
OVER SERIAL#, X-Y COORD.
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Humpty Dumpty Sat On A Wall

Figure 43

Table 61. Relational Algebra Statements

<select> function
syntax specification.
<input relation name> s <qualification>
<output relatcion name>
<qualification> ::= <tuple rélation><qualificacion>
| <tuple relatiom>

<tuple relation>::= <attribute value><boolean
operator> <tuple function>

Comments. <output relation name> is either a relation
name or the symbol %. 1In che lacter case, %
stands for a temporary relation name. If % has
been previously defined, it may be used as an
<input relation name>.

Example.

transformer s serial# = 1775453 %

<join> function.
svntax specification.

<input relation name ><input relation name., j

1 2
<bi-tuple boolean relation> <output relation name>

<bi-tuple boolean relation>::= <actribuce value, >
" <boolean operator>
<attribute value2>
<project>function.
syntax specification.

<input ' relation name> p <actribute name list>
<output relation name>
<attribute name lisc> ::= <actribute name>
<attribute name list>
i <attribute name>
<divide> function.
syntax specification. ‘ )
<input divident relation name> <input unary
divisor relacion name> d <output unary quotient
relaﬁion name>
<minus> function.
syntax specification.
<input subtrahend relation name><input minuend
relation name> m <output result relation name>
<union> function
syntax specification

<ipput relation name ><input relation name,> u

1
<output relation name>

<intersect> function
syntax specification

<input relation name, ><input relation name. > i

1 2

<output relation name>

<multiply> function

syntax specification
<input relation name

><input relation name.> mu

1
<output relation name>

2

<invoke database management system> function.
syntax specificacion
<database name> rodni <password>
comment
The name of the database management system is
relation oriented database network informatiom.
<destroy database> function
syntax specification.
<database name> dsdb
<create relation> function.
syntax specification.
<schema specification><access method>
C <relation name>
<schema specification> ::= (<attribute list> :
<key list>)
cattribute list> :: = <attribute name><domain
specification><attribute
lise>
| <attribute name><domain
specification>
<key list>:: = <attribuce name><key list>

<attribute name>

<domain specification> ::= <attribute type> (<fileld

length>)

<attribute type> ::= <int>' <float> | <char>




<access method> ::= pat
<destroy felacion> funczion.
syntax specification.
<ralation name> dsr
<copy> function
syntax specification
<external database name><external relation name>
<local access method> cp- <local relation name>
<modify> function
syntax specificacion
Not Implemented.
<output relation> function
syntax specificaticn
. <relation name> wrr
comment. Output is directed to DBMS buffer
Canonifier formats output for delivery to proper
output medium/device.
<output schema> function
Syntax Specification
<relation name> wrs
<input relation> functiom
syntax specification
rdr <relation name>
Comment
.Data is placed in DBMS buffer in a format com-.
patible with schema definition by the canonifier.
<delegate> function.
syntax specification
<relation name list> dl <access list>
<relatioﬁ name list> ::= <relation name>
<relation name list>
l<relacion name>
<access list> ::= <schema specification><permission>
~<user id list><access list>
| <schema specification><permission>
<user id list>
<permission> ::= rdi wr | ex
<user id list>::= <user id><user id list>
A | <user id>
<save> function '
syntax specification
<retention status> SV <relation name>
<recention status> ::= cjulian date> 7

Commenc

The retaention status designated Sv 2 is temporary,

the relation being destroyed when the current session
with the DBMS terminates. ' '
<putge> function

syntax specification

pu.

<assign> function
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Syntax Specification

<input relation name><assignment list> asg
<output: relation name>
<assignment list> ::= <attribuce name> = <tuple
expression>
; <assignment list>
~ |<attribute name> = <tuple

expression>

i-'ORTRAN SOURCE QPTIMIZER

The portability requirements place a heavy burden
on the system designer. The only suitable language
which is truly portable at the present time is FORTRAN
IV. However, FORTRAN's somewhat primitive control
structures make the programming of an application such
as a database management system extremely difficult.
Such’ programming tends to be difficult even in a
language such as Algol, which has much more powerful
control structures. A glance at Figure 40 will illus-
trate why this is so. To obtain more powerful control
structures within a FORTRAM context, the implemencers
on this project turmed to Ratfor, a dialect of FORTRAN
which has powerful control structures. Portability
for Ratfor is obtained by tramnslating those Ratfor
statements which are not in themselves FORTRAN state-
ments into FORTRAN statements. The major drawback to
this translation process is that the resulting FORTRAN
program is not nearly as efificient as an equivalent
program coded by hand would be. Since the database
software is extensive (it is comprised of more than
forty subprograms), it is not feasible to do the tran-
slation by hand.

Thus, it is clear that what is needed is a tool
to assist the programmer and that tool is the FORTRAN
Source Op:imlzer.

Major Features

The informatlon flow is illustrated in Figure 44.
The optimizer accepts FORTRAN statrements generated by
the Ratfor processor and performs the following acdons.

(1) Detects any syntax errors. The Racfor prb-
cessor does little or no syntax checking. Any
statement which it does not recognize is assumed
to be a FORTRAN statement (not a Racfor scate-
ment) and is passed as it was encountered to the
output file, which in turn is passed to the
Optimizer. ’

(2) Finds common subexpressioms. Many express-
ions can be "factored" so that certain arithme-
tic expressions need to be evaluated only once.

(3) Detects "dead" code. Some portions of a
program may not be reachable during normal exe-
cution because the programmer has made errors in
his algorithm design or because the algorithm
was not faithfully translated into a correct
Ratfor program.

(4) Eliminates redundant control transfers. The
Ratfor control stacements which are all single
‘entrance-single exit constructs are implemented
using FORTRAN goto statements. The iaplementa-

tion is done in a sxmple—minded way with the
result that no testing is done for situatioms
such as a transfer to statement number 10 which
is itself a goto statement jumping to number 50.
This kind of redundancy is eliminated.




FORTRAN 4 \BLE ‘
EXECUTABL.
RATTOR OPTIMIZER COMPILER PROGRAM
ERROR
FILE
Figure 44

(5) Allows interactive program restructuring.
The programmer executes the Optimizer interac-
tively. After imitial processing of the FORTRAN
source, the optimizer is prepared to accept
commands from the programmer and rearrangement of
the source can be done. This rearrangement may
result in more sophisticated code than the opti-
mizer could produce unassisted. At the same time,
the routine processing referred to above has al-
ready been done and is thus not a coancern of the
programmer.

Underlving Principles

Many of the optimizing steps depend on the
generation of the flow graph which is a digrapa whose
edges rtepresent transfers of control within the source
program and whose vertices represeant groups of source
statements in which there are no transfers. The crea-
tion of such graphs is.well-understood and standard
methods are available. These graphs permit the detec-
tion of loops, and unreachable (dead) code. Another
graph comstruct wnich is important which the optimizer
constructs is the DAG or Directed Acyelic Graph.’ This
graph is used to analyze the vertices of the flow
graph. Such analysis shows how the values computed in
one such basic block are used in subsequent blocks.
This leads to the detection of common subexpressions
and loop optimizacion.

The syntax analysis is done using simple prece-
dence methods for expression valigation and recursive
descent parsing of scacements. Aafter the programmmer
has modified the source program, he may again rumn both
the syntax checker and the analyzer. This allows nim
to check for errors which might have inadvertantly
crept in when the modifications were made.

SHELL IMPLEMENTATION

The Shell program implemented by the work reported
here did not meet the portability goals originally set
for it., The diversity and peculiarities of several
operating systems under which the tocal system might
be expected to function demanded of the staff far

7

Aho, A.V., and Ullman, J.D., Principles of Compiler
Design, Addison-Wesley, Reading, Mass., 1977.
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greater rasources of time and effort than were avail-
able. This was recognized early in the life of the
project and that recognition prevented any large ex-
penditures of manpower which ultimately would have
been wasted. Instead of tilting with such a windmill,
the stafi decided to implement the shell using the
inherent features of Unix on an available PDP-11/70.
It is possible for a programmer to write his own
command processor (shell) to drive the underlying
functions of Unixz and this was what was done. It was
felt that it was important to experiment with the
features proposed in the original functional descrip-
rion and these were the ones implemented. The syntax
for the Shell is shown in Table 62. They may he com-
pared with their functional descriptions in Appendix F.

Table 62 Shell Commands

<execution> function
syntax specification

<program name> <from> <to>

<from> ::=+ <input file name
<emptyv>
<to> ::® = <output file name>

| <empty>
<pipeline> function
syntax specificacion
<program name><pipe descriptor>

<pipe descriptor>

HEL ] <program name>

<pipe descriptor>
| <empty>
<execute control file>
syntax specification

sh « <control file name>
<create> function
syntax specification
=

<file pointer> cr <file name>




<open> function
syntax specification
<file pointer> = op <file name>
<close> function
syntax specification

cl <file pointer>

<unlink> function

syntax specificacion

rn <file name>
<list files> function

Is

Table 63 Major System Component Status

System Implementation Portability
Status Status
Shell / X
Analysis Programs v v
Network Editor % X
Canonifier V v
Optimizer v X

v' = implemented/portable x = unimplemenced/
nonportable

SUMMARY

Table 63 summarizes the major components of the
system which have been implemented. The Shell program
itself is the only one which has not been implemented
in a portable manner.

The canonifier program has proven to be the key
to making all of the avplications/analysis programs
compatible without requiring any substantial modifi-
cation of chem. . :

The canonifier program works well as a front end.
to the database management system (DBMS) whicn was
implemented using the PATRICIA data strucrture. Not
only is PATRICIA a practical directory scheme but its
benavior is susceptable to theoretical study wnich
shows how :to check the structure's internal consis-
tency using techniques from Formal Language theory.

As part of the DBMS, a user language was imple-
mented based on the relational algebra. This language
allows one to write queries in prefix form so that
nesting is straightiorward.

Lastly, as part of the approach taken to achieve
portability, a FORTRAN source optimizer was implemented
which allows the system programmer to optimize the
portable but inefficient code produced by the Ratfor
translator. Using Ratfor allows one to program in a
more comfortable language than standard FORTRAN.
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TASK B.13:

THE EVALUATION OF THE DISTRIBUTION PLANNING METHODOLOGIES DEVELOPED

BY THE CONTRACTOR INCLUDING THE EFFECTS OF MAJOR ASSUMPTIONS IN THE
MODELS AND TECHNIQUES AND THE AMOUNT OF EFFORT AND COST REQUIRED TO
EXPAND THE IMPLEMENTED SOFTWARE PACXAGE INTO A PRODUCTION GRADE PROGRAM

A. THE EVALUATION OF THE DISTRIBUTION PLANNING METHO-
DOLOGIES DEVELOPED BY THE CONTRACTOR INCLUDING THE
EFFECTS OF MAJOR ASSUMPTIONS IN THE MODELS AND THE
TECHNIQUES

A major accomplishment of this research design has
been the use of the integrated data base, data base
management svstem, representational approach, and func-
tional definitions to achieve an optimal planning ap-
proach, in theory, which was not possible iam previous
approaches and to use this system to increase the di-
mension of the problems that can be solved. The key
design elements which accomplish this system are:

The design switches which permit che planner to
select possible feeder routes, substation sites, incre-
mental capacities, conductor sizes, etc. The advantage
gained here is that the planner can eliminate obviously
non-optimal alternatives efficiently and thus signifi-
cantly reduce the search tree in the MIP solution pro-
cedure.

The usage of the data base to reduce the number of
variables required in the optimization model. This is
accomplished bv the design of parameter computation mo-
dules which make use of the structure and relevance of
the data tase. For example, the cost of the substation
incremental capacity additions can be computed with
knowledge of the current installed cost of transfor-~
mers, and relevant hardware and the exchange possibi-
licies present in the system. These exchange possibi-
lities are decision variables in other appraches. This
approach assumes the ootimal solution achieved will not
involve more 2xchanges than were assumed by the parame-
ter optimization program. It is possible that incre-
mental capacitv allocations will exceed the aumber of
rransformers in inventory and thus some errors will be
made in the cost calcuiations as the program will not
be able to account for all the interaction possibili-~
cies for a given inventory state and tradeout set.
dowever, most of the small to medium size planning
probiems will be unaffected. This problem will be ad-
dressed in thne implementation by using the cverall de-
mand increase as an estimate of the incremental capa-
city required and escimating the aumber of substations
rhat will be involved. This will allocate to each sub-
scation of finite set of tradeout and inventorvy possi-
bilities.

The cost assumptions made in the models by others
in the iiterature on power loss values are eliminated
in the models developed in this research by use of the
actuai power loss curves. The cost of power losses has
a significant effect, and has much more importance than
variations in the incremental cost figures. The com-
slereness of the data base and its organizatiom allow
these curves to be computed and expressed as MIP para-
meters very efficiently. For large problems, the con-
vex approximation wused is still much more accurate
than the linear approximations used in the literature.
This is a particular example of what is meant by the
data elements induced by the planning model. The cost
of power losses calculation requires the cost of con-
ductor per foot, grid points for the ends of the feed-
er, cost of labor, cost of line components, cost of
2nergzy, impedances, cost of taxes and maintenance, in-
cerest rate, and saivage values. All of these elements
are contained in the data base.

Another major accemplishment of this research has
bean to integrate the siting and seizing, distribution,
conductor size selection, routing and timing decisions
all wichin one model. Current (1979) approacnes still
address these individually and then cycle through the
calculations iterativelv. It is an approach which pre-
cludes any optimality guarantee.

A further accomplishment has been to recognize, for
the first time in the literature, a more realistic mo-
del of the electrical nature of the electrical distri-
bution problem by ewplicitly including real and reac-
tive power flows as variables. This allows capacitor
and regulator allocation decisions to be modeled as
mathematical programming decisions. In this approach,
however, further research is needed into the solvabi-
lity of the model and the determination of the degree
of extension of the basic model.

In order to accomplish the integrated design, some
unique features were developed for the database manage-
ment, control and analysis system. The features are:

1. The graphical representation of the distribu-
tion network which uses line sections as nodes
rather than edges.

2. The integrity constraints involving color
coding to prevent designer errors.

3. The network editor whose design permit the

distribution network to be searched for sub-

network configurations efficiently by treat-
ing subnetwork configurations as a text string

The data base induced bv the parameters of the

optimization and analysis models.

5. A data model and form unique to the electric
utility industry data systems. So far, no,
counter examples have been found as a result
of the search in the literature or in the
industry surveys.

~

Other than the assumptions previously discussed,
no major assumptions are made. The assumptions im-
plied in the analysis programs chosen which are the
standard assumptions made to perform load flow, fault
current, voltage profiles, etc., calculations. The
cthrust of the research has been to model more realisti-
cally and attempt to determine solution limitatioms.
The major difference in this research work has been
the use of the full modelling power of che MIP tech-
niques as opposed to network flow models and dynamic
programming approaches.

3. THE AMOUNT OF REQUIRED EFFORT TO EXPAND THE IMPLE-
MENTED SOFTWARE PACKAGE INTO A PRODUCTION GRADE
PROGRAM

As was discussed in TASK B.12, only part of the
conceptual model has been implemented. The major sys-
tem components and their status is shown in Table 63.
The effort to be spent upgrading the prototype system
should be concentrated im four areas:

1. . Making the shell program truly portable.

2. Implementing the network editor.

3. Restructuring some of the ipplications/analysis
programs to take advantage of the network con-
cepts built into the syscem.

Improving the performance of the database
management system (DBMS).

-

The shell program functions as a minioperating
system, providing file handling capabilities to the
planner. Most operating system envirouments do not
support such features. A notable exception is Unix,
deveioped by Bell laboratories. The availabiiity of
Unix to the research group permited the realization of
the shell functions for the prototype system. However,
transporting the shell to another environment such as
the IBM 370 vs environment would be a difficuit task
but one which should be undertaken to meet the original
goals of the methodology.
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The network editor is perhaps the most innovacive
concept to emerge from the systems research done by

this project. Lack of resources prevented its imple-
zencation but given the DBMS, tle implementation would .
be straightforward. - h
Some of the algorithms used by the analysis pro-
grams. should be changed to take advantage of the net-
work orientation of the planning system. In particu--
lar, an investigation should be begun to determine 1if

the network methods currently being studied are appli-

cable to the planning problems- discussed in TASK -B.6.
It appears that if they are applicable, speed improve-
ments of as much as an order of magnitude could be
anticipated. . .

Lastly, while the DBMS works efficiently with the
prototype database, as the size of the database grows,
the 'size requirements for real memory (as opposed-to
virtual memory) will also grow, resulting in slower
access times. To counter this degradation, alternate
access methods should -be incorporated into the DBMS.

This will improve performance and provide a more flexi- -

ble system. 'Agothet feature which to date has mot been
included in.the DBMS is an automatic restructuring
capability to improve the way the data is organized
internally. This feature should also be developed.

C. THE COST ESTIMATE TO EXPAND THE IM?LE&ENTED SOFI-
WARE PACKAGE INTO A PRODUCTION GRADE PROGRAM

In order
duction grade

to design, develop and implement.a pro-
program, it.is estimated that a two-vear
tize schedule and a total astimacted budget of $327,537
are required, The details of the estimated budget are
3iven in the following tables.

Tepd . T Yma- Tochl
Ziracg: Lador “"'.Sf?fud Race/Zour “S:,‘."';‘ad .Istizaced
aSuUrs “esC

] . Cosc .
oT al Invescizacor 313.88 525,265 . .
2 To-2rineipal Iavescigator 5.8 56:239
1 2esearzh Associates 15.38 31,359
1 Research assistancs 5.77 35'000
L Secratary 4.29 8:929 ’
Tocal Sirect Labor Co8T . . . . . . v V44w . e e e $157,342
Teral Travel . . L L L L L e e e e e e, $8,00n
wihar Zivect Losts

ge 2enafits 7 $28,412

acar Costs (120 hrs. @ $5250/hr) 20,300

3,300
1,300

Tszal Other Diraez €335 . . . L. L. L. oo 365,12
Tozal Sireez TOSTS . . . . i e e e e e e e e $231,254%
Jverheac

BLY OF 157,552 L L . L e e e e e e e e $56,233

TOTAL ESTDMATED COST, . . . . v v v v v\ . e e e . 537.

The following table presents the cost by individual:
fiscal years.

Cost Detail bv Tiscal Year

T{ear T Year II Total
Direct Labor $76,020 $81,822 $157,842
Travel $4,000 " 54,000 58,000
* Other Direct Costs $112,204 $119,050 $231,204
Qverhead $46,372 . 5168,961 $96,283
TOTAL ESTIMATED COSTS S158,576  S168,961  $327,537

The details of the requirad budget

for the firsc
fiscal vear are: ’

Al
9 months @ 0.25 FTE®..$5,156
3 summer months'@ 1.00 FIE . $6,375
3. Co-Principal Investigator
9 academic months @ 0.25 FTE ..$5,150
3 summer months 2@ 1.00 FTE . . $5,866
C. Co-Principal Investicator
9 academic months @ 0.25 FTE...$6,338
3 summer mouths @ 1.00 FTE . $8,450
D. Research Associate - I
© 12 months @50.25 FIE . $7,300
E. Research Associate - IT
12 months @ 0.25 ¥FTE . . . . . $7,633
F. Research Assistant - T
© 12 monchs & 0.50 FTE . . . $6,000
G. Research Assistant - IT
12 moaths @ 0.30 FTE . $6,000
H. Research Assistant
12 months @ 0.30 FTE . $6,000
I. Secretarv ($4.12/hr)
12 months 2.0.30 FTE . . S4,252
Total . $76,020
IT. - Fringe Benefits
18% of the salaries and wages 313,684
ITI. Indirect Costs
61% of the salaries and wages $46,372
v, Computer Usage
60 hours of CPU time @ $250/hr . .S$15,000
V. Miscellaneous
Supplies . . . . . . . % $3,000
Communication .. : . .$500
Travel . . §4,000
a ’ 57,500
~ TOTAL (For Year I) $158,576 7

[. Salaries and Wacges

Principal Investigaﬁor

‘The details of the required budget for the second.
fiscal vear ‘are: )

I. Salaries and Wages
Al Princiﬁal Investizator
9 .academic months @ 0.25 FTE .. $5,672
3 summer months @ 1.00 FTE . $7,562
B. 'Co-Principal Investigator
9 academic months @ 0.25 FTE .. $5,665
3 summer months @ 1.00 FIE . $7,353
C. Co-Principal Investizator
9 academic months @ 0.25 FTE ..$6,972
3 summer months @ 1.0 FTIE . $9,2565
. D. Resea:cﬁ Associate - T
’ 12 monchs 2 0.25 FTE 38,030

“rTE i{s.used as an abbreviacion for 'full-time equiva-
lent"
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E. Research Associate - II III. Indirect Coscs
12 monchs ¥ 0.25 FIE . . . . . $8,396 -

61% of the salaries and wages . . . . . . §49,911

F. Research aAssistant - I ges rIe
© 12 wmonchs @ 0.50 FTE . . . . . 56,000 Iv. Computer Usace
——— I T2

Research Assistant - II C
12 months @ 0.50 FTZ . . . . . $6,000

(3]

60 hours CPU time @ $250/hr . . . . . . . 815,000

V. Miscellaneous
H. Research Assistant - III -

12 monehs 4 0.50 FTE . . . . . 36,000 po Supplies . . . . . . ... ... 3,000
$81,822 Communication . . . , ., ., . . . . .$500
- Travel . . . . . . . . . . .. . . 54,000 )
Fringe Benefics Lo T $7.500
TOTAL (For Year II) . . . . . . .o o . $163,951

18% of the salaries and wages . . . . . . S14,728
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" APPENDIX A. BIBLIOGRAERHY Of DISTRIBUTION SYSTEMS PLANNING

INTRODUCTION

This section presents a bibliography of selectad
references pertaining to electrical distribution’
svstem planning. The objective is to eqcou:agé and
facilitacte broader use of automation concept in the
distribution systems planning. References have been
selected which deal predominantly with the distribu-
tion system. CEmphasis is placed on references which
. illustrate practical as well as theorestical applica~
tions of distribution svstem planning techniques.

An extensive, but not necessarily complete,
search has been made for the identification of papers
and reports published in the open litarature which
describe the distribution.planning methods dnd tech-
niques. The listing of the titles is subdivided into
three sections, depending upon the general substance
of each article. However, a ‘title may be listed in o
more than one section if the paper covers material. in
various sectioms.

The entries in each section are listed in alpha-
betical order. The last name of the first order au-
thor determines the alphabetical ‘position. " Many of -
the articles are available in abstract:form in Science
Abstracts, Section B8, of the Engineering Index, and
digesting or indexing periodicals, as well as in the
original magazines listed. Only the more readily
available foreign publications are included. A.list
of the periodicals which have been cited and their
place of publication is given ‘following the bibllo-
graphy. :

CLASSIFICATION OF LISTINGS

Analyvses
. Models o
3. Techniques
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opment of a Data Base for Distribution Systems
Planning," Conference Paper C73, pp. 374-376,
IEEE PES Surmer %ee'lng, July lS 20, 1973.

3. Billinton, R. and M.S. Grover, Qel*aolllty
Assessment of Transmission and Distribution ) N
Schemes," IEEE Trans. on PAS. Vol. PaS~94, No. 3,
May/June, 1975, pp. 726, 732. :

Billincon, R. and M.S. Grover, '"Quantitative
Evaluation of Permanent Qutages in Distribution
Systems,” IEEE Trans. on PAS, Vol. PAS-94, Yo.
3, May/June, 1975, pp. 733-741.

=

Burstall, R.M., Desxgn of lectrlcxtv Dlstrl-,
bution Networks--A Heuristic Approach,” Interim
Report of Univ, of Birmingham, Dept. of Engineer-
ing Production, March, 1964. S

U

6. Campbell, H.E. and H.Z. Sinnott, "Economic Anal-
ysis of Residential Secoundary Distributicda Svys-
tems," AIEE Transactions Pt. IV (Power Apparatus
and Systems), Vol. 76, Aug., 1957, pp. 374-385.

7. Campbell, H.E., "Economic Analysis of Distzibu-
tion Systems,'" AIEE Transactions Pt. III (Power
Apparatus and Systems), Vol. 79, Aug., 1962, po..
423-440. . . .

T 10.

11.

12.

‘14,

15.
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19l

20.
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Chang, N.E., "Determination of Primary Feeder

.Losses," IEEE Trans. on PAS, Vol, Pas-87, No. 12,

Dec., 1968, pp. 1991-1994.

Ckang, N.E., "Determination and Evaluation of
Distribution Transformer Losses of the Electric
Svstem Through Transformer Load Monitoring,'

IEEE Trans. on PAS, Vol. PAS-89, No. 6, July/Aug.,

‘1970, pp. 1282-1284.

AChahg, N.E., ‘"Evaluatioa Distribution System De-
.sign by Cost Reliability Indices,"” Presented at

the IEEE PES Winter Meeting, Feb., 1977.

Connor, R.A.W., et al., "Operational Statistics in
the Management of Large Distribution Systems,"”
Proc. IEE, Vol. 113, No. 11, Nov., 1966, pp. 1823-
1834, ’ '

Converti, V., et al., "Optimized Distribution and

‘Subtransmission System Planning by Digital Com-

puter,"” I-System Philosophy, IEEE Trans. on PAS,

. Vol. PAS-83, ‘April, 1964, pp. 341-347.

:Cooper, J. M., "Opﬁicgl Density Displays for Dis-
ctriburtion in Planning," Rochester Gas and Electric

Corporation Report, April, 1974,

Copland, F.G., "The Economics of Low-Voltage Elec-
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IEE. Vol. 99, Paper No. 12365, Jan., 1952, po.

" 95-101.
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Eichenbefger, Paul H. and F.M. Fine, '"What Role
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presentad at the IEEE PES Summer Meeting, San
Fransisco, Calif., July 20-25, 1975.

Ender, R.C., et al., "Optimized Distribuction and
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AIEE Transactions Pt. IIT (Power Apparatus and
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Gangel, M.W., et al.,A"Optimized Distribution and
Subtransmission Planning by Digital Computer,
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APPENDIX 3. &

SAMPLZ COPY OF THE QUESTIONNAIRE 8.

-3

DEVELOPMENT OF ADVANCED METHODS FOR PLANNING
£LECTRIC ENERGY DISTRIBUTION SYSTEMS
Do vou plan {or long range? TYes No

Is long range planning defined in terms of load

levels? Yes No

I1f yes, what % above present levels?
y I

what other factors determine if the planm is long

range?

Do vou plan for short range? Yes No

What time span would be considered short range? 10

What other factors besides vears, determine if a

plan is snort range?

11,

“hat factors do veu consider in determining

soundaries for distribution service areas?

What factors are considered in load level projects?

Yow are the various factors considered in load

projections cuantitatively?

“nat size of areas is used for load projectioas:

In urban areas?

In rural areas?

How are future substation sites plcked?

13.

How many vears before a substation is constructed
is the site purchased?

Average time

Shortest time

=
[,
w

If a substation exists, what ara the major factors
considered to determine ultimate expansion capa-
bility?

A,

What transmission voltages ara the substation

planned for?

What distribution voltages are counsidered in

economic expansion studies?

When comparative plans are made for serving

developing areas, what are the major alternmatives

considered?

A.

How ara rtesults of Question ll presented for:

A. Engineering Review

8. Operating Review

C. Implementing Plan

How do the developing load patterns in an area
feed back to the planner to cause changes in

olans considered in Question 11?




14,

15,

16.

Do vou have available, computer time for distri-

bution planning? Yes No

Would an interactive distribution planning
computer model improve your planning?

Yes Yo If ves, why?

£ no, why?

Is reliability considered in distribution

planning? Ves No

If ves, how is it factored into plans?

116

17.

13.

If the answer to Question l6 is ves, what limita-

tions by:

A. S

B. Customers

C. Load Levels

D. Others

are placed on reliability in distribution planning?

Do you value the worth of service (revenue loss)

for customers? Yes No

If yes, do you value the worth of service differ-

ently by class of customer? Yes No

If valued differently, what are typical values

assigned per:

Customer

Rva

KWH

Other

What models do you use in distributiom planning?




APPENDIX C

RESEARCH ADVANCES IN SOLUTION METHODOLOGY FOR DETERMINING
MINIMUM COST EXPANSION OF SUBSTATION CAPACITY FOR POWER
DISTRIBUTION SYSTEMS

The problem of least cost expansion of substation
capacity for power distribution systems requires the
determination of three critical factors:

(1) The identification of the particular sub-
stations that should be given additional
capacity.

(2) The determination of how much additional
capacity each substation should receive.

(3) The specification of when the additional
capacity should become available.

These determinations must be based on comstraints of
cost, load, voltage, and reserve requirements. They
also depend importantly on the decision concerning
the distribution of loads among substatious.

The complexity and interacting effects of these
considerations have been captured in a machematical
model by Masud (13), which characterizes the problem
as 0-1 "Multiple Choice mathematical optimization
problem with generalized upper bounding (GUB) con-
straints. In order to realize the potential benefits
from this model, it is necessary to identify a way to
solve it effectively, thereby determining the implica-
tions of its irrelated underlying factors for real-
world decisions. Specifically, as noted in our
oroposal*, an efficient tailored, computer solution
routine is required that operates on the model struc-
ture in a manner to determine the optimal (least cost)
plan for expanding substation capacity to meet elec-
trical power and energy needs.

This report presents the innovations that have
been made in solucion technology under this proposal
as a foundation for the full scale effort of develop-
ing a completelvy integrated, operational, computer
solution routine. These innovations succeed in
advancing the state-of-the-art in mathematical pro-
gramming soiution techniques. In particular, we
report a new computer soluzion methodology for the
linear programming (LP)/generalized upper bound (GUB)
knapsack problem.

The L?/GUB knapsack problem is a major subproblem
of the least cost substation capacitv expansion model,
uvpon winich the solution of the total problem crucially
depends. More precisely, the LP/GUB knapsack problem
is the mathematical relaxation of the substation capa-
city expansion problem generated bv means of a surro-
gate comstraint solution sctrategy. The requirement of
repeated solution of this subproblem (many hundreds or
aven thousands of times) in the surrogate strategy
dictates that it be solved in the most efficiant
possible manner.

Our research provides a solution procedure for the
LP/GUB knapsack problem that is notablv superior to any
previously known. This claim is established by the
derivation of computational bounds (Theorem 3 and
Corolilaries 4 and 5, following), that dominate the best
bounds in the literature. The possibility of obtaining
an improved method, foreshadowed by a result reported

*Proposal for Electrical Energy Distribution Svstems
in response to ERDA RFP Yo. EC-77-R-02-0034 submitted
ov University of Oklahoma, Office of Research Adminis-
tration, 1000 Asp Avenue, Room 314, Norman, OK 73019.

in the initial proposal, becomes manifest in this new
development. In fact, for the case in which each GU3
set is the same, the order of complexity bound for our
procedure has the same form as that for the ordinarv
knapsack problem. This surprising result means chat
the LP/GUB knapsack problem is susceptible to solution
with unprecedented efficiency.

The main body of the report decails the back-
ground and significance of the LP/GUB knapsack problem.
The mathematical characterizations of this problem and
our results for solving the problem by a new speciali-
zation of the dual simplex algorithm are then elabor-
ated. We develop the order of complexity bounds for
two variants of our method and show that both of these
variants dominate previous approaches over practical
ranges of the parameters.

The compelling application of these new results
to the substation capacitv expansion problem, as
previously noted, arises by making them cthe driving
mechanism behind the implementacion of surrogate con-
straint relaxation strategies. More specifically,
since the generation and solution of surrogate con-
strainc relaxations is identified in our proposal as a
major component of a specialized solution algorithm
for the substation capacity expansion problem, the
ability to solve LP/GUB knapsacks efficiently will
materially improve the abilitv to solve the substation
capacity expansion problem effectively. 1In addition,
these innovations will lead to improved applicacions
of branch and bound exclusion tests.

Certainly, the complete effectiveness of these
results must depend on the process of generating the
surrogate constraints themselves, and on the manner in
which the LP/GUB knapsack solutions are integratad with
the other main components of the tocal solution pro-
cedure. This involves the development of specialized
branch and bound fathoming techniques and associated
list processing and labeling algorithms. Ia gereral,
the algorithmic and programming procedures described
in our proposal emerge as the essential efforts to
take maximum advantage of the new LP/GUB knapsack
solution methodology developed nere. B3v means of
these specialized algorithmic and software development
efforts, the envisioned possibilitv of a solution
method 3 to 7 times more efficient than the best
available commercial integer programming software
stands to be realized or even surpassed, thereby
vielding important cost savings in the computer solu-
tion of the substation capacity expansion prcblem.
These savings will be further magnified by che ability
to obtain comparable gains in efficiency in posc-
optimality analvses designed to ask 'what if" questions
about changes in options and cost structures relating
to substation capacityv expansion. In this fashion, the
present results provide a foundation for an integrated
solution routine of particular importance to the
broader goals of planning to meet future energy needs
in the generation and distribution of electrical power.

1. HISTORICAL BACKGROUND

A good deal of attention has been given to stan-
dard LP knapsacks for their role as relaxations in
branch and bound methods for solving integer knapsack
problems {2, 5, 9]. Such problems have been studied as
an end in themselves, and also as surrogate constraint
relaxations for more general 0-1 integer programming
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(iP) problems.

Many 0-1 IP? problems, nowever, are of the "aul-
tiple choice" varietv, attanded by the requirement
that the variables of partitioned subgets sum co one.
Specialized I? merhods for problems involviag such
generalized upper bound (GUB) constraincs nave been
proposed in sertings of varied gemeralirty (e.g., {3, 4,
5}), and recencly some attention has been given to
integer knapsacks with GUB constraints {14, 15].
solve thesa and more general problems using LP and
surrogate relaxatioans, it is important to be able
solve LP/CUB knapsacks efficiently. It is also
valuable to be able to solve LP/GUB knapsack prcblems
to accelerate the solution of ordinary L?/GUB problems
bv the dual simplex method, as pointed out ty Witzgall
{16]. Consequently, the goal of this paper is to
develop an algorithm for, the LP/GUB knapsack problem
that is both easily implemented and highly efficient.

To

to

Two earlier papers dealing with this problem (in

slightly less general form than treated here) are

- worthvy of special note. The paper bv Sinha and
Zoltners [15] is the first to identify the characteris-
tics of the undominated solution space for the case in
which :=he knapsack is an inequality constraint. These
authors then develop a method that is reported to speed
the branch and bound solution of the integer GUB knao-
sack problem. The second paper, due to Witzgall (16},
axamines the case where the knapsack is an equality
constrainc spanned by the GUB sets. Wiczgall's work is
especially noctable for its geometric characterizations
and the specification of '"worst case' computational
bounds for his algorichm. 1In particular, the algorithm
of {16] is shown to be of complexitv O(n log n) +
C(w{n-m)), wnere n is the number of variables anrd = is
the aumber of GUB sets. This is the first result that
bounds the complexity of the LP/GUB knapsack problem in
this manner. .

In this paper we use an alternative framework that
focuses directly on properties of the dual simplex
method applied to zhe LP/GUB knapsack problem. after
specifving necessarv and sufficient condirions for dual
feasibie bases, we identifv relationships that hold
automaticallv in the application of the dual simpiex
method. These relationsnips are then utilized to
develop a specialized version of this wmethod which is
shown to be of complexity at most O(n(log n + log m)),
or in the case where e2ach GUB set contains the same
aumber of elements, O(n log n). These bounds are
interesting not only because they reduce the previous
estimace of the order complexity of thHe LP/GUB knapsack
problem, but also because they reduce to the same form
as one of the standard aigorithmic bounds for the ordi-
nary LP? knapsack problem without GUB constraints,
ctherebv establishing a connection between these more
and less general problems.

2. PROBLEM NOTATION

The LP/GUB knapsack problem mav be written

Minimize } ¢, x, (1)
s J 03
JEo
subject to } a.x, =a (2)
sey 33 o
Z x,=1; k ¢ M=7'1,..,,m} (3)
i3, J
xj 20; j N= 1,...,n
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where JP S for p # q and J =

restrictions on

a., c.), except

in which a, = 0
J

There are no
coefficients (a_,
trivial situacidn

any of the problem
rthat we exclude the
for j = N - J.

Two subcases of interest included by our results
are for N = J (as in Witzgall {16]) and for ¥ - J={n}
where x_ is a slack or surplus variable (as in Sinha
and Zolfner [15]). We will comment on the speciali-
zations of our results to these subcases at appropriate
points.

To begin, we make a simple and well known observe-
concerning the structure of bdasic solutions for
problem.

tion
this

Remark 1. In every basic solution to the equations (2)
and (3), m - 1 of the sets J , « £ M will have exactly
one basic variable. The reméining J, set will have
one basic wvariable if there is a basic variable in N-J,
and otherwise will have two basic variables. (By con-
vention we refer to a variable as "in" a set if its
subscript is in the set.

To facilitate the subsequent development, we will
introduce notational conventions that will be useful
for depicting the form of a typical basic solution
within the framework of the dual simplex metnod.
Throughout this paper we will let 'J_denote the excep-
tional set that has two basic variakhles, when this
situation applies, and in general, let x_, denote the
basic variable (or one of the basic variables) in set
J,, k M. We will suppose that k* is unique for each
sat Jk' and call L the starred basic variable for Jk.
In the case of J , we will denocte che basic variable
octher than xq* by X ,. 4s will be seen, this conven-
tion will allow us to associate different formulas with

xq* and xq,. though of course these formulas yielid

fal

equivalent expressions when q* and q' are interchanged.

Additionally when there exists a basic variable in N-J

it is denoted oy x Finally, we introduce the objec-

tive function variable X, z whose maximi-
jeN

zation achieves the minimization of (1), and let NB

denote the index set of current nonbasic variabies. (%)

S -

Cc.X,

Basic solution forms

Case 1. x_1is basic in N - J
x + ) ux, =u (3)
© jexg 14 °
X + z v.X, =V (6)
P jens 3
x, , + ) x, =1 ked (7
« T2 R
& jENBNT, J
(Noce, NBNJ, = J, - {k*}.)
k k
Case 2. No variables are basic in ¥ - J; xq. and xq*
are basic in Jq.
X+ z u.x, = u (8)
jeng 43 °
X, +] v.x, = v (9)
¢ gene 190°




x  + z {l=v_)x
T jewms ;
e}
L (~v) x, =1- (10)
jENB-J Vj ‘j Vo
SO ) x, =1 k¢ M-{q; (11)
& jENBﬂJk ] '

For our subsequent development, we need to iden-
t the precise connections between the coefficients
o he basis representations in Case 1 and Case 2 and
the coefficients of the original problem rapresentation

(1)-(4).

ify
f=

To reduce all formulas to the same notation for
both Case 1 and Case 2 when N # J, we define Jm+1 =
(N=-J)U{n+1}, where X4 is a '"fictitious" variable,

i = = 2
unrestricced in sign, wich a 41 Cotl 0. We further

specify that x 1 is always the starred hasic variable
for the set J ° , l.e., n+l = (m+1)*. Although we are

completely uncoficerned about the value of X 41 We may
o : : <
view K41 28 difinicionally equal to 1 - ) xj and
jeN=J .
indeed x will receive this value bv tge prescrip-

rions we will specify. Upon defining M_ = MU{m+l} when
N #J and M_ = M otherwise, the GUB equations of (3)
therefore hold with M replaced by MO. (That 1is, the
existence of X el would make case 1l equivalent to Case
2 except for the fact that R is unrestrictad.) In
particular, then, the preceding equations for the Case
2 basic solution may be regarded as also applicable to
Case 1, for g =m + 1, q' = p and q* = n + 1, enabling
subsequent formulas to be simplified. However, we will
on occasion find it useful to discuss Case 1 and Case 2
on separate terms (when the unrestricted value of X4l
has special implicationms).

By these conventions, the connections between
current basis coefficients and the original problem
coefiicients are expressed in the following remark.

Remark 2. Lec 4 = a_ - Z a ., 9%=a,-a,
- ° ke ¢ d e
o
and d, = ¢, ~v . (c, -c )
j j it q*

then the coefficients of (8) - (11) (with M replaced by
Mo) may be expressed in terms of those of (1) - (4) by:

The derivation of the remark is immediate by the
application of Gaussian elimination. It may be noted,
incidentally, that the arbitrary designation of x , and
Xq% implies that the coefficients of equation (10) can
alternactely be obtained from the expression for the v
coefficients in Remark 2 by interchanging q’ and q* ]
in this expression. : .

3. PROPERTIES OF BASIC DUAL FEASTIBLE SOLUTIONS

The goal of this section is to idencify special
properties of basic dual feasible solutions to (1)-(%),
as a foundation for initialing a dual mechod. The
following theorem (which slightly generalizes results
of [15,16]) accomplishes this by providing necessary
and sufficient conditions for a basis to be dual feas-
ible--i.e., to yield uj >0, j € N3, in the expression

fcr x_ in (35) and (8).
and Case 2 separate.

For this result we keep Case 1

Theorem 1. A basic solution is dual feasible for (1)-
(4) if and only if:

k* is selected so thac 4y, = Minimum {d.}
jed,

k =¥ - {wI,

(wqere d;, is as defined in Remark 2 and in Case
2, lw; = {q} and {w} = @, otherwise).

[{]

Case 1. ch/a.h < ci/ai hzH, 1el

where H = [h ¢ ¥ -~ J: <0} I={icN~J:a, >0}
and p is selected to be an h ¢ H# that yields the maxi-
mum /ah or to be an 1 £ I that vields the minimum
ci/ai.

Case 2. q' is selected so that Cq' < cj

for all jeJ
such that aj = aq, and 4

(cq'-crﬂ(aq.-ar), r ¢ R} ((cq,-cs)/(aq,-as), seS$
L <
!
ch/ah; . S H)_ ci/ai, iel
where R={recJ:a_<a,},S={scJ:a >a Wt
q r q q s q

Then q* is selected to be anrc R that yields
the maximum value of all terms on the right of the
inequality, provided this is possible in consideration
of the terms ¢, /s and ¢ ,/a,. (Otherwise, the choice
of q' does not allow dual feasibilicy. Also, whenever
Hor I is empty, the inequalities involving the corres-
ponding h ¢ H or i ¢ I are not applicable.)

Proof. The stipulations about k* and Case 1 are imme-
diate from Remark 2, noting that ¢ ® =2, = 0 for
Case 1. The stipulations about CaSe 2 afe derived as
follows. When x , and x « are both basic, then there
are dual multipliers € for equation  (2) and T for the
J_ equation of (3) such that u, = ¢, - (Ba, + 7) for

J € J_. These multipliers must be Zelected to vield
uq, 2u . =0. From uq, =0 ve obtain v =¢_, - %a ,,
and hence u, = e - gt +8(a, - a,). The dual fedsi-
bility requirement uj'z 0 yields
@a , -a,) 2c, -c,
(agr 3 a' b

Thus, if a, = a_,, then ¢ , < c,, as first stipulated
under Case™ 2. e altermatives aj <a, and a, > aq,,
identified by j = Rand j ¢ 8, respeccgvely, y%eld

- 2)%0¢< - _ .
(cq cr)/(aq, ar)-(D- (cq, cs)/(aq, as) re R, scS

Dual feasibility requirements u, = cj - Saj 2 0 for
j €N - J further yield

() < 9
r_n/a.ns ©] -ci/ai heH, icl

leading to the full set of inequalities stipulated for
Case 2. . Finally, the condition u & = O requires that

uq* = 0 requires that q* §e selected so that

3= (qu- cq*)/(aq. - aq*). This compleces the proof.

Theorem 1 discloses what may also be argued by
simple dominance considerations--first, that we may
throw out all elements of a set J with tied a, values
except for one with the smallest cj-value, and” second,
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that all elements of H and I may be discarded except
those vialding the maximum c, /a and the minimum c, /a“

Thus N - J can be restrlcted to at most two exeneqts.
‘If both these elements exist, and ¢ /a2, > ¢./a., then
the problem has an unbounded opcimuﬁ. L-lOt'ne%-v.‘riée, Case
1 of Theorem l provides an immediate starting duel
feasible basic solution whenever N - J is nonempty, bv
selecting either x_ or x, as a basic variable (accord-
ing to wnich of these variables exist). This obser-
vation also apolies when N = J, because it is possible
to add an artificial variable x_ (for n increased bdv
1), yielding ¥ - J = {n}, with g =1 and c¢_ large.
(This var‘aole is not to be confised with the "ficti-
tious" 'n+l')

However, Theorem 1 also makes it possible to ob-
tain starting dual feasible solutions without resortdng
to cthe elementary Case 1 situation. The following
corollary indicates an easy way to do this whea N = J
and ¥ - J = {n}. We assume for this setting that a =l
for N - j = {n}. 1In addition, we will suppose ¢ =n0
for ¥ - J = {n}, using Gaussian elimination on the
objective function to achieve this if necessary.
Corollarv 1. When N = Jor N - J = {n}, a Case 2
starting basic dual feasible solution can be obtained

bv designatiag any Jk to be Jq, selecting q' so that
a , = Minimum {ai}, ¢, = Minimum {c. }
4 jeJ ¢ q jeJ : a.=a
q a 3 9

and selecting q* ¢ S so that
(Cq*-cQ.)/(a —aq,) = Wi:lgum (c -cq.)/(a -aq,)

I£ S =0, chen x , = 1 (and the problem shrinks).
IfS#3, but N - J =%{p} (witha_ =1 and c_ = 0),
then ¢ < ¢, or else, again x , = 1. (For this case
=0,)

%

> = .

¢, Z ¢, for j
q

2 J_ allows x,-
hi q J

When N = J in Corollary 1, replacing (2) by its
negative leads to an alternative application of the
corollary, equivalent to picking a , to be a maximun
and selecting q* 2 R to yield a maXximum ratio.

We now turn to the main results of rhis paper,
characterizing the relationships of the dual simplex
rmethod applied to (1) - (4), and developing an effic-
ient specialization for this problem. As a by-product
we will also fidentifv ways to generate other starting
basic solutions that accord with the conditions of
Theorem 1.

FA

4. SPECIALIZATION OF THE DUAL SIMPLEX METHOD

For convenience in the following development, we
outline the steps of the dual simplex method as follows.

Scep 0. Begin with a dual £easible basis.
Step 1. Select any equation, other than the x_ equa-

tion, with a negative constant term. (If none exists,
the current basic solution is optimal.) Represent this
aquation in the form of (9) (chereby identifyving the
outgoing variable as xq,): ’

x , + z v.X, =V (v_<0)
a  jex J ° °
Step 2. Let NB~ = {§ = ¥B: v, < 0}, If NB~ is empty,
the problem has no feasible sélugion. Otherwise, select
the imcoming variable x,, i £ NB to yield

i’

u, /v, = Maximum {u,/vj}

jINB

where the u,

coefficients are those of the current <
equation (87.

Execute a basis exchange (pivoc) step that
in the basis. The updated form of

Step 3.
replaces x_, by X,
the pivot equation (9), which becomes the new Xy
equation, is

x, + ) (v,/vi)x4 = vo/vi
JENBX ‘
where NB* is the new set of nonbasic variabples (re-
placing i by q') and v_, = 1 (as implicit in (9)).
The updated form of all remaining equations is obtained
by Gaussian elimination (or equivalently, direct sub-
stitution) using the x, equation to remove Xy from the
other equations. Then return to Step 1.

The foregoing description of the dual mecthod is
entirely general and not specific to the LP/GUB knap-
sack problem except for the notation linking cthe
current pivot equation to (9) and the x_ squation to
(8). By means of this notational link, however, we
may now make additioral observations concerning the
solution path of the dual simplex method for this
problem.

Note first of all that the convention of repre-
senting the pivot equation in the form of (9) is
entirely permissible in the restricted settiag of che
LP/GUB knapsack problem since we may always interchange
the roles of x_, and x__-as necessary to allow this
representation. Clear%y, too, at most one of the two
equations (9) and (10) can have a negative constant
term and thereby qualify as the pivoc equation. Thus,
representing the pivot equation in the form of (3)
serves to uniquely identify the indexes q' and g*. 1In
fact, using the connections of Remark 2, we mav imme-
diately express the conditiouns for identifying v, < 0
and the maximum ratio of Step 2 of the dual mechdd in
terms of the original problem coetfficiencs.
then

Remark 3. If aq, > a

q*’

vy < 0 if and only if 2y <Ay, (12)

and if in addition v, # O, #0forjsJ ,nc

Y

(possibly r = u), thén r u
uJ./vj < w /v, if and only if ejr* < Sun (13)
where O (c- -c )/(a -a ). Ifa, <a then the

%9
dlrec'lon of the second inequality in (i2) and in (13)

is reversed.

Although this remark follows directly by substi-
tuting the coefficient identities of Remark 2 into .
Remark 3, its implications are quite useful. This is
dua to the somewhat surprising fact that the applica-
tion of the dual simplex method assures that if a_,>a
holds at one iteration, then a , > aq* (for other in-

dexes q' and q*) at all iterations. This relationship
and others associated with it are expressed in the
following main tesulc of this section.

%

Theorem 2. Let J_ denote the set containing the in-
coming variable x, determined in Step 2 of the dual
simplex method. Ifc=m+ 1 (i.e., 1if 1 £ N=J),
then the pivot must yield an optimal solution. If t<m,
and 1f the pivot does aot vield an optimal solution,

then upon representing the next pivot equation also .as
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{(9), all of the foliowing hold:
(a) Jc becomes the new Jq
(b) X . decomes the new outgoing varisbie X
(c) Xy becomes the new xq* .
(d) the ratio values ij*? j S‘sz regain .
unchanged for all k = MO - e} )
(e) aq. > aq* before the pivot if and only if
aq, > aq* (for the new'q' and q*) after the
pivot. B - o S
(£) Over a series of pivots, as the index k is’
peviodidallv selected as t, the eleménts S
will only change in’descending sequence
if aq, > aq*_and will only change in ascend—
ing sequence if a , < a_,
Proof. Each of the assertions is a direct outéome of

applying the dual simplex method. First, the x,
equation of Step 3 of the dual method must have a
positive comstant term (since both v_ and v, are nega-
tive), and cannot quaiifv as the new pivot aquation. -
However, this equation currentlv has the form of (9)
(since Xpow and aot ki’ is. che current starred basic:
variable for the set J_). Thus, equation (lO) is the
onlv possibilicy fcr the new pivot equati on, in which
case it mavy bpe put in the form of (9) by interchanging
che roles of i and c* The interchange of I and t* is
‘unnecessarv i i £ ¥-J because xt* is the unrestricred
variable x\,L, and an ooclﬁal soluction is already ob-
cained. Otherwise, if the curren: solution is not
fazasible (the solution value of x, exceeds 1), the
interchangs immediaceiy establishes (a),- (b) and (c)
of the theorem. Yext, since J_ is the only set J in
which the identicy of s cnqné the Hiverc, lt
aiso Iollows thac the fa‘ues \-k* change oal:; for k=t,
esctablishing {d). The condizidn aq,.> a . before the
oivor is 2quivalent zo s:ipulacing'a.

S

a_% ia consi-
<0 (Remark 3): Buc |
new q' and i becomes the new a*,
Finally, ({) follews direczlv from
completing che proof.

rhe fac:

daration of

that v,
i

for :-ﬁol citw chat
understanding that the

We will hentefor:h sdppose
a > aa* on all iterations,
2ccions of inequali:ies specifiad in the foilowing
cussion mav have to bSe reversed if this is.not the
(ilcernatively, ic is axwavs'possiblp 0 assure
. > aq* by the dev1c= of replacing equacion (2) DV
in case a

! <a ..) Wich chis under-
andlng, Theorem 2 dirfeccly ‘mol1es

HQ
'I

Corollary 2. (Tor ac, > ag*): ng-ne maximum ratio

R, given bv - :
. X
A = Maximum (2, ) (14)
< 42T Ju* ’
J".wk .
a, <a .

is xnown for each.set J&, R =z togecther with tihe

. : : O Py . B
index i(k) such that R} £ i(k), then the
incoming variable x, is i
i = i{c) where R_ = Maximum (13)
ks

'Then as R

and the pivot step leaves all R except Rt unchanged
. 1 £

for the determination of the new Rc 5v (15) at the

(If 2 , < a _,

placed by a minimum over a,

the maximum in (14) is re-
> ak*.)

next pivot.

The significance of Corollary 2 is twofold. First
of all, it allows the dual simplex method to be imple-
menced for the LP/GUB knapsack problem without esver
explicitly calculating the u, and v, coefficients.
Secondlv (it allows che'; values td0 be efficiently

torad in a heap, with the maximum R - at the top.
is removed, and replaced wich a new value,
the unchanged values of the remaining R, enable the
heap to be raconstituted with minimal compucac on {(on

" the order of 0(log =)).

The issué remaining before giving a detailed
specification of the steps of a specialized dual
algoerithm, is the-efficient determination of R, by
(14). Since each time a new R,_ is found, the variable

-(k) will become the new x_, (the next time k is

selected. as t by (15)), all of the j £ Jk such that

aj > af(k) may ;mmedla:ely be drovped, since they will
"be of no further interest. This approach by itself, as
will be shown, leads to a3 specialized method whose

of an index j £

worst case computational bound is superior to that of
[16] when the number of. GUB sets exceeds the number of
elements in each 'set. ~.(This generally occurs in prac-
tical applications of ar "assignmenc" nature, where
the number of items to be assigned generally far
2xceeds the aumber of possible assignments per item.)
However, an even better apprcach from the standpoint
of worst case:bounds resulcs bv a simple preliminary
pass through each set Jk’ eliminating in advance the
2lements that do not .qualify to“be selected as k*.
‘Since the elements that are left will be visited in
descending order of the a., values (for a , & it
follows that each successively smaller a, will be the
I and the task of identifying a 1axlmém bv (14) is
eﬁlﬂlnacga.

Soecifically, then, we seek to ideantifv a subset
JZ of J, whose elements are linked bdv a pradecessor/
sbccessgr'ordering, where the irmediate successor s(j)
Jz_iden:ifies the nextc element that
quaiifies to serve as k* afrer j, and the immediate
pradecessor p(j) of j identifies the element of JS
qualifies to serve as k* immediacely before j. )
Initially, of course, s(j) and p(j) just arrange che
2lements of jk in descending (ascending) order and we
will suppose that in the process
linking that duplicace a, values
ing onlv the one associated with-
The process of dropping an element Srom J
sctruction of J?

that

cf creating such a

are removecd by retain-
che smallest c, value.
in cge con-
can be accomplished simply by linking
its immediate predecessor to its immédiates successor.

Under ¢ (14) can

. written

his oredecessor/successo* linking,

i(k)

- 3
Re™ Thw 2°
Then i will become
selected as k*).

eliminate the
seleccing the
(wnich has no

for all successors j

jk* of 1 =
k* (excepnt for the first i
particular, since we may
situaction of tied maximum ratios by
sne with the smallest a, coefficient
tied successcrs), and siace drecping

the new
Thus, in

superfluous elements wiil yield k* = p(i), the identi-
fving characceristic of j? becomes
k
g, (1) > &, (1) (18)
ip ip



for all successors j of 1 and for all i ¢ 32, where 3;
is j? stripped of its first and last elements, which
respectively have no predecessors or successors. The
task of weeding out elements of J, to assure this re-
lationship is made easy by the foflowing.

The inequality (16) holds for all i € 2
holds

Remark 4.
and for all successors j of 1 1f and only if it
P ] - A .

for all 1 ¢ Jk and for j = s(i).
Proof. We need oniy show that for any h, i, j, r
(taking the roles h = p(i), j = s(i) and r = s(3))
such that a > a > a, > 2., the two ''successive' in-
_ s Py S0 P
Y cqualities S th and oji

First, for the coefficients as ordered, we note that
I e) 4 3 f
Oih > ”jh is equivalent to @jh > jS, since both of

+ >

these inequalities reduce to &3 ciaj + cjah

> Orj imply Oih > erh'

+ i 1y i vra—
ciah. c.a, + cha.. Similarly, @ { > er is equiva

i
lent to gr > eri' Hence we obtain aih > ejh > aji >

Consequently, 0, > &

ih 7 “rh’

J_. > @ri and in particular th > Grj’ which is equi-
valent to ar, com=-

> 6, .
. i th
oleting the proof.

To make convenient use of this observation we
incroduce a dummy index 0 to "start" and ''terminate"
the predecessor/successor linking, where 0 is treated

as immediacte predecessor of the largest a. and the
immediate successor of the smallest a,. The procedure
for modifying the initial linking on

. .. o
pecomes a linking on Jk

so that it
is then as follows.

0. To start, let n, i and j be che "first three"
elements of J,, that is, h = s(0), L = s(h), j = s(i).
(I Jk has less than three 2lements, then Ji = Jk and
noching is to be done.) :

! o e,
1., Cocmpare Oih to %in

(a) I£ 3, > ajh’ set n = i and go to Step 2.

ih
‘b)) IE .. = D =
(b) 1f 5 %in and p(h) 0,

drop i and zo zo Step 2.

£ N e
or 1if Oih < in

(¢) If G‘h < gih and p(h) # 0, droo i, set i = h,
and a = p(i). Then return to the start of
Step 1.

2, Set i =3 and j = s(d4). 1If j = 0, the pro-
cedure stoos and tche linking dorreccly
identifies the ordered elements of Jz.
Otnerwise, return to Step l.

The validity of the foregoing procedure is an
immediate consequence of Remark 4. YMNote that the
index j never "backs up" to a predecessor value, but
remains unchanged in Step 1 and set to its successor
at Step 2. Consequently Step 2 will always be exe-
cuted n, -~ 2 times, where n_ is the number of elements
in Jk. Whenever the aethod does not go to Step 2,
the index i is dropped at 1l(e¢), which can occur at
most n, - 2 cimes (since 1 is never the first or last
element), for a total number of iterations of the pro-
cedure esqualling at most 2(n, - 2). Thais procedure is
patterned after one due to Wiczgall [16] (who obtaias
a different iteration count) except that Witzgall's
approach is based upon a geometric determinaticn of
the locations of points on or below iine segments,
rather than on a direc: comparison of ratios &s
afforded by Remark 4.

s

It should also be noted, in contrast to the less
general situation examined in [16], that the elements
of J° may not all qualify to be basic in a dual
feasible solution. If ¥ # J, it is additionally
necessaryv that the ratios @i be bounded by the
limiting ratios from ¥ - J, as shown in Theorem 1.
This means that some of the initizl and final elements
of J? (under the predecessor/successor linking) may
also‘drop out of consideration. Rather than bothering
to check for this situation in advance, however, the
first and last relevant elements of J° can be deter-
mined automatically by starting from some initial
basic dual feasible solution and simply executing the
specialized dual algorithm.

In general, these observations lead to the follow
ing Corollary as an extension of the options available
from Corollary 1 for obtaining an initial dual feasible
basis.

Corollary 3. The set of Case 2 dual feasible bases,
any one of which provides an acceptable starting basis
for the specialized dual simplex method, can be gener-
ated by selecting an arbitrary 1° 5 be J°, and se=-
lecting any element i from this set (other than the
first element) such that aip(i) satisfies the limiting
bounds from ¥ - J (ideantified in Theorem 1). Then i
and p(i) may respectively serve as ¢’ and q*. If no
such element i exists, then some other set must serve
as Jo. and whatever element of the '"unacceptable' Jg
theréby enters the basis in the starcing solution is
compelled to be basic in all dual feasible bases
(hence, the associated variable mav be fixed at the
value 1).

The elements q' and q* found in Corollary 3 may
need to be interchanged, so that the first pivot
equation can be represented by (9). (In this case,
the a , > a__ assumption must be replaced by the aa* >
a_, assumption, reversing the roles of the predecessor/
successor links.) If a Case 1 basis is used as the
start. then a_ > 0 (for x_ che basic variable in (3))
inplies aa, >a ., on all fterations (since o takes the
initial role of ' with a_, = a _; = 0), whereas an
artificial start (with p = n, a_ = 1 and c_ large) will
select the first ("largest a,") element of each I, as
the initial a ,. ! )

The specialized dual simplex method based on the
foregoing results may now be described as follows.

The Specialized Dual Simplex Method

1. Initializationm.
(a) Create the predecessor/successor linkings and
che 1O = - ; ; o
the Jk sets, k £ Mo._ (For N # J, define Jm+l
to be the set containing the elements (at nost
two in number) with limiting ratios identified
by Theorem 1.) (This sctep can be deferred or
applied in conjunction with Step 1(b), using
the starting basis there to reduce the range
of elements considered for ianclusion in the

o
J, sets.
k )

(b) Create a starting dual feasible basis (as bv
Theorem 1 and Corollary 1 or Corollarv 3).
Compute the initcial v, value by computing

= a 2 a . and v i/ (a a )
o= - 5 D = 3i/( , - .

° ke <7 ° q 4
If v, 2 0 and either g' 2N - Jor vy <1,




then the current basic solution (x_, =v_,

X ,=1-v =1, key -eh
is optimal. Otherwise, interchange q'
and q* if necessary so that v_ < 0. For
what follows we suppose a ', > a_,. (1£
not, the word "maximum" sHould be re-
nlaced by "minimum,” and the successor
symbol s() should be replaced by the

predecessor symbol p{).)

and xk*

(¢) Identify the ratios -for

" each k € M . (If s(k*) = , tge ratio

Rk does not exist, and is bypassed. For
the case k = m + 1 where by convention k*
=n + 1, we define s(k*) to be the firsc
element of excluding .the current q'
(if q' Hence Ropp = c./a; for
j= s(k*), if this element j exists.)

Put these ratios in a heap, with the
maximum at the top.

:0
Jm+1
€ )

Identifv the incoming basic variable and -the

new basis composition.

maximum ratio from the top of the
denote it R_.
there is no feasible solution.) The current
variable x_, leaves the basis and x s(e%)
enters the basis. If s(t*) € N - J the
current basic solution is optimal’ for q'=
s(t*) and v,
from its previous value). . Otherwise, cthe
current X _, becomes the new x ,, while xS(t:L

Pick the
heap and

is che new x i.e.; set q' t* and g* =
= s(t*).

%7

3.

Update the curreat basic solution.
by setting 3 = 3,0 = B XS
If v_ > 0, the current
.Otherwise, iden-

; for the
s(ex)ex
If the’'ratio coes not axist (s(t*)
reform the heap
Otherwise, add R_
return to Step 2.

Update 2 and v
2+ § and vy /8.
_ basic solution is optimal.’
tifv. the new value of '-Z
new t¥*).
= 0))
it.
Then

@

back to the heap.

the maximum amount of compu-
The

An analysis of
tation required dy this method is as follows.
creation of the predecessor/successor linkings
(that initially arrange the a, coefficients in
descending/ascending order for each J.) requires
on the order of.O(nk log nk)~COMpucacion for each

set, or an effort of at most. O(nk log ) <
. 14
ksM e -

0(n log n). (For the case where each GUB set hnas

the same number of elements, n/m, we may refine
this to O(n(log n - log m)).) :

The work to modify the linking‘td identify
the Ji set involves ac most 2n, - 4 iterationms of
the procedure based on Remark %4, or 2n - 4m iter-
ations over &all sets, raquiring computation or
order O(n - m) g O(n) (including the effort of

generating and selecting the minimum d, values)
while computing the initial v_ value is O(m).
Finally, computing the R, ratios requires O0(m)

computation, while putting them in a heap is an
effort of order O(m log m). Thus, the total ini-
tialization effort of Step 1 can be expressed as
0(n log n) + 0(m log m).

For Steps 2 and 3, at most a1 ~ m - 1 elements
(the successors of the k* elements, excluding the
initial q') remein to be examined in the Jy sets,

k £ M and so these steps will require at most
n - m - 1 iterations. Exclusive of reforming the

- heap, these two steps require a handful of "if

. checks," assignments, a couple of additioms and 1
" division.” Reforming the heap requires an efforc
of 0(log m), hence in total the amount of effort

(1If the heap is empuy, .

= d/(-a ,) (where 2 is dhéhanged'

for the ratios still inm |

noted,.

.each GUB set has n/m elemencs.

required ‘at Steps 2 and 3 is 0((n - m)log m).
Putting these together with the effort required at
initialization we can state

Theorem 3. The computational complexity of the
LP/GUB knapsack problem is of order at most

O(n log n) + 0(a log @)
or -
0(n(log n + log m))

We have stated these order bounds separately
instead of simply giving the O(n(log a + log m))
bound, because.of the overestimate involved in the
O(n log n) term. In particular, as previously
this term can instead be expressed as
0(a(log n - log m)) for the situation in wnich
.Thus, in this case
we have C

Corollarv 4. iWhen each GUB set contains the same
number of elements, the computational complexity

‘of ‘the LP/GUB knapsack problem is a* most

O(n log n).

The bound of Witzgall is given in [16] as
0(n log a) + 0((n - m)m), where the 0(n log n)
term is 2ssentially cthe same as that’'of Theorem 3,
and also can be replaced by O0(n(log n - log =m))
for GUB sets with a/m elements. The primarv
difference between the bound of [16] and that of
Theorem 3 is therefore the contrast between
0((n -'m)m) and O(n log m). For easier comparison,
let ¢ = n/m (so that g is the number of elements
in each GUB set if each set has the same cardin-
ality). Then thesg terms can be respectively
writcen 0((g - 1)m“) and 0(g(m log m)). Since
g > 2 in any meaningful problem (or else chere are
GUB sets with cnly 1 2lement), the latter term
clearly represents a smaller order of effort than
the former, particularly as m or z (hence n)
becomes larger. This difference appears to stem
from the fact that our procedure specializes the

* dual simplex method directly, whereas Witzgail's

instead carries out preliminary "topological re-
ductions” (corresponding te these obtained via
Remark 4) but otherwise leaves the dual method
primarily to its own devices (for the case J
(Sinha and-Zoltner's procedure and Witzgall's

N) .



oprocedure apoear closely velated in this respect.)

It is interesting to note the tvpe of order
bound that results for our method when the initial-
ization effort of setting up the Dredecessor/
successor links and adapcing them to the J sets
is not emploved.

The modiiications for this apprcach are as
follows.

Alternative method. (Omitting the initial ordering

of the a, coefificients, by the predecessor/
successotr links, and the creation of the J sers.)
1. Initializationm.

(a) Deleted

(b) As in the previous method, except that

Coroilary 3 is not used as a strategy for
creating an initial Sasis. In addition,
drop the index x* from each Jk.‘
(¢) 1Instead orf setting &
examine aach L
constituted). E
from J, , and
k

s&k*
as currentlv

then drop i

if not compute the ratio

saving the minimum of these com-—

ratios as R, (Then s(k*) denotes

that gives rhls minimun ratio.)

( for
Z Ayx

4
J

[N

£

]
';‘*r
puced
the i

Tdentifv the incoming basis variable and the

new basis composition.

As in the previous method.

Update che current basic solution.

As in the previous method, except for secting
R_= _(P* . Instead, first droo t* from
J5, ana fo eac1 remaining. j J_ (as curr-
the operation

eritly constituted) carry out
indicaced in 1l(c) for % c.

The tvpe of analyses applied to the compu-
tations for the previous method allows us to state

Corollarv 3. When each GUB set has che same
number of elements g = =m/n, the computational
affort required by the Alcernacive Method for the
LP/GUB knapsack problem is of order

0(n) + 0((n - m)log @) + 0((n - m)g)
‘or
0(a) + 0((a - m)(g + log m)

Again we have written the bound in different wavs
to facilitate comparison with the other bounds.
The O0(n) term here is comparable to a O(n) cterm
that was previously assimilated into O(n log n)
in doth our approach and in Witzgall's. Thus,
for a clearer comparison, the bound of Corollary

’

4 can be rewritten

0(n) + 0(n) log 2) + O0((n - m)m).

A

Waile the worst case bound of Corcllary %4 appears
generally superior to the other two, note that the
pound for the Alternative Method appears more
attractive than that of [16] for z = m, and de-
comes increasingly attractive as m becomes larger
relative to g, due to the fact that increases in
log m are dwarfad by increases in m. (The value
of m is often several fold greater tham g in prac-
tical applications. For example, in the applica-
rions of {8, 11, 12, 13], m ranges from 4g to
350g.) Coupling this with the fact that the Alter-
native Method requires less ''set up" effort than
the other methods makes it an appealing alterna-
tive for problems in which worst case bounds are
expected to be overly pessimistic. In this con-
text, any attempt to consider "likely"” cases
instead of worst cases must also account for the
advantages that may derive from initiating a
specialized dual algorithm from an advancead
starting basis, rather from an 'extreme end” of
the dual feasible region (as in [15] and [16]).

Finally, it is interesting to consider the
specialization of these bounds to the ordinary
knapsack problem. In this problem, the aumber of
variables before adding slacks to give GUB con-
straints is m = /2 (i.e., the addition of slacks
vields g = 2). Bounds of both previously indi-
cated versions of the Specialized Dual Simplex
Method (froam Corollary 4 and Corollary 5) reduce
to O(m log m) in this case, which is a scandard
bound for algorithms for the knapsack problem.
Recently, however, Balas and Zemel {1] have deve-
loped an improved bound of 0(m) for m variable
knapsacks. This raises the interasting question
of whether it is possible to find a method for the
general LP/GUB knapsack problem whose worst case
computational effort specializes to O(m), yet that
maintains advantages for the general case. We
conjecture that this is not possible.
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" APPENDIX.D
ANALYSIS OF DISTRIBUTION FEEDER COSTS-

D.1. Introduction .

In general, the distribution feeder costs can e
classified as: (1) the cost of investment, (2) che
cost of lost energy due to I“R losses in the feeder,
and (3) the cost of derand lost (i.e., the cost of lost

capacity) due to the I“R losses. The cost of invest

ment is the largest cost component and it includes ma-

terial costs involving feeders. The rotal cost of a
given distribution feeder can be summarized by the fol-
lowing equaction,

AIC + ADC + AEC

TAFC =
where
TAFC = total annuail feeder cost in -dollars: per
mile, ’ ’
AIC = annual investment .cost in dollars per
mile, oL :
ADC = annual demand cost due to lost capacityvy as
a result of energy (or copper) losses in
the feeder in dollars per mile,
AEC = annual energy cost due to IR losses in
the feeder in dellars per mile.
D.2. Annual Invegtment Cost

The annual investment cost of a ziven feeder is
the installad cost of the feeder times the fixed cost
rate of the feeder. This fixed cost rate or so-called
the carrying charge rate, of the feeder includes the
cost of capital, taxes, insurance, operation and main-
tenance, and depreciaticn, etc. The annual investment
costs need to be considered for rural and urban areas,
separately. Tables D.l and D:2 presént some: of the
typicai ACSR conductors used, at 12.5kV and 24.9kV vol-
tage levels, in the rural areas, respectively.. Tables
D.3 and D.4 give some of the typical ACSR conductors
used in the urban areas at 12.5kV and 34.5kV voltage
levels, respectively.

D.3. Annual Enerzv Cost
The following formula has been used to
the annual energy cost due to I“R losses in

calculace
feeders,

) AEC = 312 x R x S¢ x L X Frgox Frgy x
where 3.76 %1073 (D.2)
AEC = annual energy cost due to 1%R losses in
feeders in dollars oer mile, ’
I = current in Amperes,
R resistance of a given conductor in chms

per conduccor per aile,

Sg = energy cost in mills per kWh,
Fry, = load location factor,

Frg = loss factor,
Frga ° loss allowance ‘factor.

The load location factor is a per unit value -and
is considered to be that point on a feeder hav1ng dis-
tributed loading where the total feeder load cag
assumed to be concentraced for the purpose of
calculations.

The loss factor is the ratio of cHe average power
of the average power loss over a vear's period to the-
peak loss occurring in that period. It can also be
defined as the ratio of the actual total kWh losses to

loss

what the kWh losses would have been if the peak losses
had continued throughout the 8760 nours in the year.
The loss factor can be approximated by the following
equation: '
Frg = 0.3Fp + 0.7 {p (D. 3)

where

FLp = load factor

As losses are supplied to the §rimary distribu-

(.1~

"Since at times other than at che svstem peak,

D.4.

-tem demand.

tion svstam chrough preceeding power system elements

they incur additional losses. Therefore, not only the

primary feeder losses must be supplied but also the

additional lesses incurred in the transmission and
transformer systems must be supplied due to the flow
through of primary feeder losses. The factor taking
these losses into the consideration is called the loss
allowance factor. 2

The annual enerzy cost due to I"R losses in
feeders have been calculated for both copper and
conductors at %.16kV, 12,5V, 24.9kV, and 34,5kV
tage levels.. The developed nomographs are shown
Figures D.l - D.20.

the
ACSR
vol=-
in

Annual Demand Cost
The following formula has been used to calculate
the annual demand cost,

anc = 312 x R x Fyp % Fpgr x Frgs x

[Sp < TPA+ Sy x T, + Spg x TDS] (D.4)
where
ADC = annual demand cost due to loss capacity as
© a result of energy losses in feeders in dol-
lars per mile,
I = currentin ampers,
R resistance of a given coanductor in chms per
conductor per mile,
FiL = load location fac:or,
Fpr = peak responsibility Tfactor,
© Fr = reserve factor,
Frga = loss allowance factor,
Sp = production cost,
Té = production fixed cost .rate,
S¢ = transmission cost,
Ty = transmission f{ixed cost rats,
Spg = distribution substation cost,
Tps = distribution substation fixed cost rate.

The reserve factor is the ratio of total genera-
tion capability co the toctal load and losses supplied.
The peak responsibility factor is a per unit value of
peak feeder losses which are coincident with the sys-
But not all distributioan feeders have
their .peaks at the same time as the system peak.
axcess
capacity is available, it is only valid to charge for
the actual capacity necessary to serve the feeder los-
ses which occur-at the time of the system peak. The
annual demand cost analysis included boch copper and
ACSR conductors at 4.16kV, 12.5kV, 24.9kV and 34.35kV
voltage levels. The develooea aomographs are shown in

’rlgutes D.21-D.40.

D.5. Total annual Zquivalent Cost
" The total annual equivalent feeder cost in dol-

lars per mile per MVA is calculated as,

TAEFC = AEIC + ADC + AEC (D.5)

where o
TAEFC = total annual =quivalenc Eeeder cost in

dollars per mile,

annual equivalent investment cost in

dollars per mile.

AEIC =

The AEIC can be calculated from

' AEIC = (B-V) (a/p)] + (D.8)
where ’
’ B = installed first cost of the feeder in
. dollars per mile, ’
V = net salvage value of the feeder at the
end of the ath year in dollars per mile,

or




Table D.1 Tvpical ACSR Conductors Used ac 12.3kV in Qural Areas

| ; i ! l‘ﬁsza lacion & .socgal i
Conducszsri Ground Wira)Condiczor;Ground Wirel S/l Hardware {Iascallad
size " size i : | aeicne i I Csst | feeder Cost
I ' i i ! . N
i 44 | i4 ! 356 ! 336 0.5 |  6945.5 s zog |
l H H .
o ! 42 L o769 | ses lo.s | 71752 I ‘seq0 !
o | 1o | 1223 | 7es lo.s | 7727.2 | 10400
: l —
4/0Q I 1/0 ' 13542 | 769 IO.S l 3563 | 11300
. i i
265. aMCy | 1/0 | 1s02 | ses lo.s } 9985 | 13630 |
477 vcw | 1/0 ' 1462 | 769 lo.s | 10967 | 17660 |
Table D.2. Twvpical ACSR Conductors Used at 24.9kV in Rural Areas
; | jiascaliazion ai Toral ,
Conduczor! ound Hi:e:Cand_ irzeis/isi HarZwarze ! Inszalled !
size l : we i, ! b cost | Teeder Czsc
. | | o |
i4 44 355 19.6 ! 7505.5 2469 i
- ‘ F e
/0 | $2 L 169 in.5 i s3s6.2 | 9330 !
3/0 ! 1/0 | 1223 !0.6 ! 3217.2 !, 10830
i I
4/9 | 1/0 boresr | 63 ln.5 3293 | 1is30, |
1 ] i i
26556, 3vc | 1/0 Poregz | 769 !o.s l 9515 ! 12229 |
- -
477 MCM | 1,0 I 3482 l 769 lo.s | 11247 | 18246 |
H ToTal :
: Iastalled !
: ! "reeder Cosv
i i 22000
| : 24000 .
] | 27000 :
I 1 : - - - -
a77CM /9 i 3452 | 759 lo.s | 28,307 | seang
Zabie D.3. Tvpical ACSR Conductors Used at 34.5kV in Urban Areas
Installation & Total
Conductor|{Ground Wire!Conductor{Ground Wire|S/1b Hardware Installed
size size Weight Welaht Cost Feeder Cost
4 4 356 356 0.6 21,375.6 22230
1/0 4 769 356 0.6 22,632.2 24230
3/0 4 1223 356 0.6 24,815 27230
477CM 1/0 3462 769 0.6 | 28,537 35230

12;\




or
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wseful ii
recovery I

gross salvage value 2f rhe feecer at and
of the nth vear less cost oi removal anu
restoration in dollars per mile,

useful life of the feeder in years,
carrying charge rate in percent,

capital recovery factor for i percent car-’

rying charge rate and feeder useful life.
of n year,

uniform series worth of a percent sum for
i percent carrying charge rate and feeder
f2 of n vear. .
actor is-calcuiatad from
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Figure D.1. Annual energy cost due to R
{c) 800 C, (d) 750 €x -~
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Using a carrying charge rate of 12

i i(1eD®
Therefore, . . n
. o (U i(1+1)
A V,).(1+1)n-1
also
o o (1+1)
TAEFC = (3-V)qpyner *

(D.7)

(D.3)

+ Vi + ADC + AEC (D.9)

percent and a‘’

useful feeder life of 30 vears, the total annual equi-
valent feeder costs have been .calculated for urban and
rural areas. Thc develvpad nomographs are shown in

Figures D. 41- D.:3.
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in hundred dollars per mile for: 1a)715.5
34 scrands, (d) 536 CM, 25 scrands
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Annual energy cost due za ZZR losses in ACSR feeders
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Figure D.19. Annual energy cost due o I°R losses tn ACSR feeders ita hundred dollars per mile for: (a)
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Anoual energy cost due to I“R losses in ACSR feeders in hundred dollars per mile for:
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APPENDI
. MULTI-OBJECTIVE

© A aulti-criteria evaluation .approach .that has
the advantage of simplicity in application is the
Churchman - aAkoff &Dproach The‘aoproéch is~simplv
the following:

1) Determine a set of indeoendent, mutually ex-
clusive objectives. For example, minimize -
costs and increasing reliability aré two ob-
jectives which meet the criteria. Increasing
reliability and increasing radundancy do not:
meet the criteria of independent and mucually
exclusive because increasing redundancy will-
increase reliability. It may .be possible,
however, to reduce cost without affecting re-
liability by choice of demand centers served
by substacions, etc.

2) Determine weights for the objectives. In the
Churchman - Akoff mechod this is done by a
decision tree approach. The basic inputs are
subjective quantifications by decision makers.

3) Determining the alternatives. ) .

4 Find an appropriate measure of attainment of )
an objective. C ) L

5) Finding the efficiency of -each alternative
relative to each objective by using the mea-
sures .defined in step 4. ‘ .

6) Computing

E; =

bl 0; x ey R

Tﬂ\ﬂﬂ

1

where

Ej = efficiency of the jth alternative,
04 = weight of the ith.objective,
eij = efficlency of che jth alternative rela—
tive to the xth obJecclve. .

As an example, consider a session with Mr. Lester .
3urris of OG & E, to demonstrate the approach. Mr, -
Burris named four objectives: i :

01 Minimize cost, - Lo Yy

07 Meet voltage requirements for several vears

in the future,

03 Reliability, .

05, Meet che esthetic demands-of the environment.
The objectives were ranked in importance as.iollows:

voltage rejuireaments,

cost,

esthetics,

reliability.

These objectives were then renumbered to correspond”
with the ranking. The measures for each objective
were determined as tollows.

Cost: Annual equlva-ant cost of plan at interest
rate f, labor, materials, malntenance, tax-
es, interest, energy losses, etc.

Reliability:- Projected load-hours lost per year.

Eschetics: . An ordinal scale ranking with under-

ground = 3, aluminum poles’ = 3, route
. change = 1 and regular poles = 0.
Voltage requirements: Number of vears voltage
. requirement is met. .
To measure eificiency, since none of these objectives
have a well-defined efficiency as determined by the
measure, efficiencv curves were used.

For cost 100% efficiency would be zero, by defini- "
tion. Zero efficiency would be an infinity cost. Two
possible curves are concave and convex, as are in
figures E.1 and E.2, respectively,

*Churchman, C.W., Akoff, R.L., and Armofi, E.L.,

Introduction to Operations Research, John Wiley & Soms,
Inc., New York, N.Y., 1957. .

Wl could ‘e such- that Wy > Wy + W3 so 01 vs.

by Figure E.5.

XE
EVALUATION
Efiic.
1.9
26D (cost)
: . AN
§ i > Cost 1 > sz
n- ' 0 . M
Tigure E.l1. 'Concave Figure E.2. <Convex
In this case the convex curve was preferred. Parame-

térs can be obcained by specifying a point (c,E) in ad-

dition to (0, l), and (M,0).

) The curves -shown in Figures E.3 and E.4 were pro-
nosed for reliability ‘and esthetics, respectively.. The
voltage requlrements er'lciency curve was given by Fig-
ure E.5.

3
A
1.0

. )
B = (5zee) 2(LH - 25000)2

25000

—> load hours

25000
KVA4th.

Figure E.3. Zfficiency curve for reliability

0 -~ regular poles

1 - change route

r
'

change poles

N 5 - underground

Figure. E.4.

curve for aschecics
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Figure £.5. Voltage requiremeats efficiency curve

[Eva &

t {(vears)

" Néxt weights Wy for each' objective Ci were deter-

‘mined by posing the following: tvpe questions: Do vou

prefer (ves or no) 01 to 0p. 05, 04 wnich means if 0p
is obtained at its maximum possible efficiency and 0,5,
05, 04 were at .their lowest acceptable levels of affi=-
c1ency" The answer is ves . then W} > W, + Wq + 4
Otheryise Wy < Wy '+ W3 + W,., If Wy Wy + Wyt W
then certainly J1> Wy + w3 LWy < W, WL+ W, then
92, 03

The resultant decision tree is given

4.

L*

must :e as..

Gy vsidy 03 05.
. L=y < Wy + g +
0] vs.0a 04

N+ = Wl < dz - W3

01 vs. 03 OA

N = Nﬂ < N3 + Wy

Figure E.6. The resultant decision tree




A first assignment of weight was:

oltage 100
cost 35
Zsthetics 0

Reliability 69
These weights satisiied the constraints on the weights
given by the decision tree questions. If the weights
would not have satisfied the inequalities, then new
weights would have been chosen by the decision maker in
order to satisfy the inequaiities violated. The
weights were normalized to obtain more consistency and
therefore:

;.Jl = 0.31
Ny = 0.26
113 = 0,22
W, = 0.21

1.0

The objective function is then
By = -3leyy + .26e2j + .22eq; -2le,

The .ey; are determined by evaluaéing the plan with
the respective measures and then using the curves de-
veloped to find che efficiencies.

A further elaboration of the efficiency curve is
aow appropriace. As an example, consider a source with
three load centers as shown in Figure E.7. '

D2

O

"y

izure £.7. A source with three load

cencers

- is desired that the voltage at ecach load ceacer,
i.e., Dy, e 111 volets olus or minus 6 volts. A mea-
sure of success in meeting this requiremenc aight be

M= » Vg 2 (115,127

for any i

-
&

(v - 121)

where

V; = actual voltage at the load center Ds. Cur

voltage requirement goal is ¥, = 121 Volt for e2ach 1i.
Thus if a circuit design is 100 percent effective,

M= (121 - lZl)2 + (121 - 121)2 + (121 - 221)2 = 0

If a voltage Vi is at the endpoint of (115,127) for
each i, then further deviation will render ¥ = =, thus
2iving the largest acceptable value of M that can be
tolerated. That is

M=6%+42+ 62 =108

dence, for M = 108, the desizn is at ics ainimum accep-
cable efficiency level, Thus, two points, (100,0) and
(0,108), are established.

What if a circuit design zives an M valve of 34?
what is the relacive value of this plan, compared to a
plan with M = 687 It is nere the concept of an effi-
ciency (effectiveness) curve comes in. The following
can be postulated.

1) Effectiveness is measured bv values Irom zero
to one hundred.
2) E = T(M) is a concave function, as shown in

[

Figure E.S8.

S
7

0 ' 108 M

Figure Z.8. E = F(M) concave function

This ariseg from the fact cthat subiectively values of
M close to zero are really 1007 effective also. Values
of M close to 108 are very closé to zero in effective~
ness. Thus, we want a flat curve near M equal to zero
and a vertical slope near M = 108. A parabolic curve
fits these needs. This leads to a third postulate.
That is .
3) The relative effectiveness of plans is compu~-
ted by 1 "
2ol g™

for ex~-
can be

£ the decision maker can define a third point,
ample, the point (50,Msg) then £ = aMé + SM + ¢
fitted to the data. .
From this analysis the computation of effective-
ness is based on axiomatic comsiderations. It is arbi-
trarv, but so is the typical definition of efiiciency

output ’
input

efficiency = x 100

In these terms, the efiectiveness or efficiency diagram
looks like the one shown in Figure Z.9.

E J\
/00 %+ -
,’
,/
/7
/
/
= I F\
/ E=M
/
/
Ve
/
Vd
//
M= outpurt 100 -

Figure £.9. Effactiveness or efficiency diagram

The measure ¥ is the output measured in terms of per-
cent of input. Of course, even in this case, it is
possible to use a convex or concave curve. In fact, an
S-shaped curve might be more appropriate for rotating
machinary.

A second illustration is the vesult of an inter=
wiew with another experienced distribution engineer,
Mr. Tom Littlieton, of Oklahoma Gas & Eleccric Companyv.
The purpose of the session was to test .the general eva-
luation procedure on a test distribucion planning case.
This was a large scale distribution olanning case in
the Arkansas River 3asin area.

On this problem after lengthvy discussion, protec-—
tion and voltage requirements became the most imporcant
constraints. Further, it was concluded that any olan
which clears a fault in three seconds is acceptable and
also a plan which clears in one second is ao better
than a plan which clears in three second. Furchermore,
all customer voltaze must de within the given limits.

A plan which has all customers at che center of the

31




limit values has no real preference over a plan which
has substantial variation but no limit is violated.
The following three objectives were finally developed:

01: Minimize present worth of 30 years cost.

02: Minimize initial capital investment.

03: Maximize the reliability of the plan.

No formal reliability caiculation or projection
was made although it was formally recognized that one
plan decreased reliability by reducing the number of
substations and lengthening the line. Reliability is
measured by

total Ioad hours demanded - load hours of outrage-
: o total load hours demanded .

Since the study was not Iocused towards this me-

thod, some of the data was estimated. However, a large

amount of summarvy data was available which put the es-
timated on a solid ground.
cives were:

The weights of the objec-

.0p: .0.39
>02: 0.31
.03 0.29
curves were developed, as shown in Fig-
wras ELI0, ELIL oaad ELL2.
E5E
1.9 10
' E-1am =g (€ - 600
(3392
Ju hY
i 13 7 P. 4. Cost
&4 nil. 398 mil.
Ti.ure Z..J. The develcped efiiciency curve: effii-

ciency vs. present worth of costs ®

Sixtv-four miklion was the cost of the cheapest plan.
398 million was the present worth of revenue projected
from the project and thus the maximum allowable expen-

iture.

[P}

16 atl, 19 o11. Short term {nvestmenc

.11 The developed. efficiency curve: efficien=
Cy vs. short term investment costs.

(a1

izure

.,

Iwentv-six miilion was the smallest initial investment
9f the plans and 39 miliion was based on the .importance
of the project being =nough to use up to 70 percent of
the 55 million in capital which OG & E projected they
zcuid raise for expansion. '

s

ey

£4(R) :
1.0 Z = +I(R - 99)4
. } %. >

99 100 Reitabilicy

The develoved efficiency curve:
efficiency vs. short term investment -
costs. :

Ninety-nine percent was a subjective escimate of the
lowest ratio acceptable for reliabilitv. Therefore,
given the foliowing data for the alternatives,

?lan A B
0, 58 64
05 29 26
03 99.98 |.99.95

The results of the evaluation of the alternatives are

Ey 5 .39£1(68) + .315(29) + .29£3(99.98)
= .39(.9999) + .31(.95) + .29(.9996)
= .9745

Eg = .39f;(64) + .31£,(26) + .29£3(99.95)

.39(1.0) + .31(1.0) + .29(9978)
.989

The results show that the plan B is better and was the
chosen pian. -However, the results of the evaluation
are so close that a computation of reliability that was
exact might reverse the results. It was, however, felt
that the estimate of reliability was conservative in
favor of Plan A. The approach then did predict the de~
cision in an actual case.
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APPENDIX F:

SECTION 1l: SCOPE

This document is a functional specification of the
prototype system being developed as part of the Elec-
tric Energy Distribucion Planning Project. The speci-
fications are not phrased in terms of specific pro-
grams. This will be done in the design phase of the
Project (see the Project Plamn, POl for an overview of
the project organization). The specifications are in
terms of svstem capabilities and as such, define the
system to which the design must lead.

This is a baseline document and its most recent
edition is to be strictly adhered to by all Project
personnel.

SECTION 2: APPLICABLE DOCUMENTS

(Reference codes specify documents as they are
found in the Data Base Group library).

Ref.

Code Author Short Title

R20 Date, C.J.

P01 -

T01l Thompson, J.C.

A03 Gonen, T.

R19 Kernighan &
Plouger

103 Cubert, R.M.

R21 Frv & Sibley

Intro. Database Svstems
Project Plan

Advantages of Relational Model
Task Summary

Software Tools

"Network Editor"
Evolution of Database
Management Systems

SECTION 3: REQUIREMENTS

The svstem to be designed and implemented consiscs
of the following components:

- Database Model

«Procotype Database

-Database Management System

- Network EZditor

«Shell Program

-Distribution Planning Programs
-Text Editor

The programs (the last five of the above) are to per-
form in an interactive environment in which the human
engineer nas direct c¢ontrol over the major subtasks in
the planning process. The only program componentcs of
the system which are not comnstrained to have response
times on the order of seconds are the Discribution
Planning Programs. Their performance characteristics
are not subject to further modification by the imple-
mentation effort associated with this project.

Because of their interactive behavior, the por-
tions of the Problem Specification dealing with the
orograms will be expressed in terms of what are cailed
protocols. These are expressions written in Backus-
Naur form which specify the functioas which each pro-
gram is to possess. Yo specification below the pro-
tocol level will be presentad. All further design will
pe found in. the Design Specification. It should be
noted cthat the protocols are not descriptions of the
syntax of the interactive commands. They are the
functional specificacions for the commands. Symtax
will be sperified as part of che design in the design
document.

3.1 Database
The database is the total collection of data that

all of the operational programs require in order to
execute. In principle, the database(s) also includes
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data that conceivably might be required at a later
point in time by more sopnisticated versions of the
system.

The real issue however, is not so much what data
constitute the database but whether the data model
(data organization) is capable of supporting the sys-
tem. It has been recognized for some time (cf. R21)
that there are three distinct and well understood data-
base organizations or data models. There are the hier-
archnical model, the network model and the relational
model. :

For reasons not dealt with here (see TOl), the
relationazl model has been selected as the type systen
to be implemented for this project. This choice rele-
gates the problem of actual database implementation (as
opposed to database management system implementacion)
to the status of a simple exercise. In fact, we may
say that building the database only involves selecting
the schema, i.e., dividing the relevant data into re-
lations and inputing the actual data values.

In order to do this latter task, the required data
must be known. Determining which data should be in-
cluded is the responsibility of task members other than
those in the Data Base Group (see A03). Once that is
done and the data relations defined, the task of defin-
ing the conceptual database is completed.

3.1.1 Relational Database Model

A complete discussion of relational database mo-
dels will be found in the literature cited in Section
2. Here a few terms will be defined for future refer-
ence. Let Dy, Dy, ..., Dp be a collection of (not ne-
cessarily distinct) sers. A relation R, on these sets
is an ordered a-tuple (di, dj, ..., dq) where di € Dy,
for 1,2, ..., n. The sets D{ are the domains of R.
The value of n is the degzree of R. 1In a relation R,
the ith attribute is associated with Dj and the attri-
bute values for a given attribute are those values
forming a subset of Dy in R. The domains, the actri-
butes and their relacive ordering in the tuples of a
given relation are defined by the schema for the rela-
tion.

3.2 Database Management Svstenm

Since the early work of Codd, (see R20 for an ex-
tensive bibliograpny) there have been two well Xnown
descriptions or languages for manipulating elemencs of
a relacional database. One is known as the relational
calculus and the other as the relational algebra. A
full discussion of either of these is beyond the scope
of the present discussion (see TOl). Suffice it to
say that the relational algebra is expressed primarily
in terms familiar from set theory and is the more pro-
cedural of the two. It also appears the simpler of
the two to implement. For these reasons, the relation-
al algebra aoproach was adopted for the present system.

In the following sections performance parameters,
functional specifications and human performance re-
quirements are discussed.

3.2.1 Performance Parameters

The database management svstem will be designed to
operace on databases of up to 100 million characters in
size. Average maximum response time will be limiced
to five seconds. This number represents the time it
takes to do a single operation on the database when
running as a stand-alone system. Because response
characteristics of different operating systems vary so
much from situation to situation, this response time
may not be realizable in all interactive environments.
However, this is the value for which the system wiil



be angineered.

3.2.2 Overational Requirements

The operational requirements f{or the database man-
agement system are listed below in the form of proto-
cols. An index of terms appearing in the protocois
will be found in Section 4.

3.2.2.1 ({select) function

Functional specification.
<§elect> {input relation named {qualification)
{output relation name)
{gualification) ::= {tuple relatiom) {qualificacion>
{ Ccuple relation>
{tuple relation) ::= Jactribute volumed{boolean opera-
tor) {Tuple funtionm)*
Semantics: ;
The subrelation of the input relation specified by
qualification 1is assigned to the output relatiom.

3,2.2.2 <join>

Functional specifications.
{join) dnput relation namejy{input relation namey)
&i-tuple boolean relacion)output relation namé
{pi-tuple boolean relation) ::= lattribute valuei)
{boolean operator)
Lattribute valuepy

function

Semantics:

The {attribute value;)'s are taken from tuples of
che relation specified by (input relation namey) while
the {attribute valuez)'s are taken from tuples of the
relation specified by {input relation namep). all
such tuples which satisfy the {bi-typle boolean rela-
cion> are conccatenated together pairwise to form the
‘relation referenced by {output relation name)h

3.2.2.3 {project)function

. Functional specifications.
{project} input relation name) (attribute nane list)
{output relacion name)
&reribute name list) ::= (attribute name) )
{attribute name list)
! Gattribute name)
Senantcics:
Atcributas of <inpuc relation) included in
(g:::;buce aame listd> are used to form a new relacion
referenced by {ouzput relation name). Only one in-

stance of identical tuoles is retained.

@ivide) function
Functional specifications.
{ivide) (input dividend relation named
{noput unary divisor relation name)
(utput unary quotient relation naméy
Semantics:

Indicate the (divide)> operation with the follow-
ing expression Q = X & Y. Then q ¢-Q impiies (q,yy)
£ X for all vy, Y.
3.2.2.5 ({minus) function
Functional specificacioms.

(@inus) {iaput subtrahend relation name)
{{nput minuend relation name)
{output result relation name)
Semantics:

The relations specified by {input subtrahend

relation named and (input minuend relation name) must

5 understood that the tuple rfunction depends eon
ibute vaiues dJrawn from the same tuple as the
ibute value deing compared.

~lc &
itor
acer

t
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be union- compatible, i.e., must be of the same degree
n and the jcth attribute of one must be drawn from the
same domain as the other 1 < j < n. The relation spe-
cified by (output result relation name) consists of
those tuples of the {subtrahend relation) which are
not in the {minuend relation).

3.2.2.6  (uniomyfunction

Funcrional specificationms.

(union)> {nput relation.name.> (input relation namez)
{output relation name)
Semantics:
The input relations must be union-compatible. The

{output relation) is the relation containing tuples
which appear in either (input relacioni)or{inpuc rela-
:ionz) (or both).

3.2.2.7  ({intersect) function

Functional specificacions.

{intersect) {Input relation name,) {nput relation na.mez)
. {utput relation name)

Semantics:

The input relations must be union-compatible. The
relation output relation consists only of those tu-
ples contained in both the relatioms {input relacionsl>
and (input relationsg.
3.2.2.8 (multiply)function
Funcitional spvecifications.

(multiply) {input relation name.) {input relation name,)
{output relacion name) b
Semantics:

The relation {output relation) consists of ail tu-
ples which car be formed by concatenating tuples of
(input relationl) to those of (inpuc relacion2> in
that order.

(invoke database management system) function

Functional specifications.

{invoke database management system) {database name)
duser_id)

Semantics:

The database management system is invoked to per-
form transactions against the database specified by
(database name). The {user_id) wmust be supplied.
no database by this name exists, one will be created
with its database administrator (DBA) corresponding to
the (user_id).

If

3.2.2.10 {destroy database) function

Functional specifications.
{destroy database) {database name) liser_id)
Semantics:

The database specified by database name is re-
moved from the system, provided the {user_id) is iden-~
tical to that of the database administrator. Other-
wise, an error results.

3.2.2.11 {create relation) function

Functional specifications.
{create relation) (relation name) §chmea specification)
{access method) {retension status)
(permission) )
{schema specification) {attribute lisc) (key lisc)
dattribute lisc) = (attribute name) Lomain specifi-
cationd) Qtcribute list)
| ateribute name) <domain specifi-
cation)
[attribute namep(key list)
) i @ttribute name)
(domain specification) ::= {at) | Eloatp | {char)

‘key list) ::=
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{field lengch) (retension statusy ::= (temporarx>§
(ratension date) (permission) ::= {write)!{execuced
Semantics: '

A relation with the name {relation name)is crea-
ted, The schema {s specified by means of the {schema

specification) . This command is illegal unless the
user has <write> or {executeé)permission (or is the
DBA) .

3.2.2.12 (destroy relationdfunction

Functional speciiicatioas

{estroy relacion) {relation name) (permission)
{permission) ::= (execute)

Semantics:

The relation specified by (reiation name) is removed
from the database. For relations whose (retension sta-
tus) is not equal to {temporary) , this command is il-
legal unless the user's (permission) equals ({execute).

3.2.2.13 (opy) function

Functional specificatiomns.
{copy) {external database name) (external relation name)
{local relation name) (access method)
{retension status) d{gxternal permissiom)
external permission) ::= (execute)
Semantics:

A relation specified by {external relation name)
residing in a database specified by {external database
name) is copied into the database currently under the
control of the user. {executeyis the only legal value
for the user's (permissior) relative to the (external
database).

3.2.2.14 (modify) .function

Functional specifications.

(modify) (input relation named (new access method)
_ {output relacion name) (permission
(permission) ::= (execute)

Semantics: )

The relation specified by {input relation name) is
copied into a new relacion organized according to the
{access method) specified. The new relation is refe-
renced by (output relacion name).

3.2.2.15 (output relation) function

Funccional specifications
(output relation) (relacion name) {format specification)
Semantics:

This command coerces the relation referenced by
{relation name) into a form suitable for output on the
system output file. The (format specification) option-
ally controls conversion from one set of units to ano-
ther.

3.2.2.16 (output schema) function

Functional specifications.
{output schema) (relation name) Juser_Ld)
Semantics: .

{output schemadconverts the schema associated with
the pair ( (relation name}, (user_id) into a form suit-
able for output on the system output file.
3.2.2.17 (}npu: relation) function
Functional specificatiomns.

{(input relation} (relation name} (format specification)
Semantics:

Data for a predefined relation is read from the
standard input file under format control. The format
specification optionally controls conversion from one
set of units to another.

3.2.2.18 (delegate)funcrion

Functional specifications.
(delegate) {rzlation name list) {access list) (user)
felation name list} ::= (relation name} {relation
name list)
{ {relaticn name}

112 (gchema specification} {permissior)
{user_id list} {access list}
!{schema specification} /permission}
{user_id list}
Jpermission} ::= [read)!{write}{{execute}
{user_id list}::= {user_id} {user_id list} )
| @ser group 1d) (user_id listd
| wser_id) | ser_group_id)
{usery ::=(DBA)
Semantics:

{delegate) is used by the DBA to delegate certain
priveledges to other users of the database. The per-
mission (read) permits the user to form queries only.
{write) permission allows a user to form queries and to
{define) and(save) new relations. (executé) permis-
sion, in addition to priveledges associated with the
above, permits the user to {(update)relations. Note
however, that even a user with ({execute) permission is
not the DBA since the DBA alone has the power to
{purge) relations and {destroy) databases.

A {user_group_id) is a designation that applies to
a group of users. (user_group_id)'s are defined by the
DBA in the system database.

/access list)
N

3.2.2.19 {save) function

Functional specificatioms.

{save) (relation name) Jretension status) {permission)
(retension statusy ° ::=(remporary’ {retension date>

{permission) ::= (write)| execute)

Semantics:

The relation specified by (relation name) is to be
retained in the database for the period of time speci-
fied by {retension status) of{temporary) at their time
of creation unless this default value is overridden.
Relations with {temporary) status are destroyed when
the user's interactive session terminates.
3.2.2.20 purge) function
Functional specifications.

{purged (user_id)
{user_id) ::= {(DBA>
Semantics:

Execution of {purge)removes all relatiocus from the
database whose (retension status) has matured.
3.2.2.21 {assign) function
Functional specifications.

@ssigny Jnput relation name> (assignment list)
Joutput relation named . permission)
{assignment list) ::= jattribute name) (tuple functiom
.assignment list>
attribute name? (tuple function)

(permissiond ::= (write)| (execute)

Semantics:

The relation specified by (output relation named
is formed by assigning to attribute values, the results
computed according to the {(tuple functiony's. The
assignment is made for every tuple in the relation re-
ferenced by {input relation name).

For example, suppose a relation salary is defined
by the schema

salarv {emplovee#, pay}! KEY (employvee#)
and that each employee is to receive a 10% raise.

Then <§ssign) could be used as follows:

{assign} salarv “pay := (l.l*pay)" new salary.

Attribute values not mentioned in the (assign} state-




nent are copied unchanged to the output reiatiom.
3.2.2.22 (update) function

Funcrtional specifications.

(update {input old relacion name) (input modifying rela-
tion named (output new relation name) (permission)
{permissiom) ::= (execute)

Semantics:

The relations referenced by (input old relation
name) (the old relation), and Jdnput modifying rela-
cion named (the modifier), must be union-compatible.
Tuples are compared on a 1-1 basis and those in the
old relation with cuples whose keys match those of the
modifier are replaced by the corresponding tuples in
the modifier to form the new relation. The new rela-
tion has the same degree and cardinality as the old
relation.

3.2.2.23 (restore)function

Functional specificacions.

(restore) {(database name) {edition identifier)
{transaction file identifier) J{user_ id)

{user_id} ::={DBA)

Semantics:

This function is used to restore the database to
current status after a system failure. The transaction
file contains a list of all permanent changes to a spe-
cific edition of the database over some period of time.
3.2.2.24 @ump) function
Functional specificacions.

{dump) (database name) (edition identifier) (output
file name) (user id)

{user_id) ::={DBA?

Semantics:

Execution of this command creates a backup copy of
the database referenced by {(database name).

3.2.2.25  (help) function

Functional specifications.
(help) (command name) (descripcion qualifier)
Semantics:

(held) supplies information about system capabili-
ties upon user .request. The description will be more
or less detailed according to the (description quali-
fier).

3.2.3 Human Performance

The human support for the database management sys-
tem is minimal. It comsists primarily of human-
directed management of the system files on which the
dbms depends for such things as (user_id)'s and (per-
mission) assignments made to users.

Requirements on the user are not onerous either.
If the basic ideas behind a relational database are
well understood and if the user has a minimum familiar-
ity with relational algebra, the system should be
straightforward to use.

3.2.4 Language Specifications

The syntax for the relational algebra-base queries
will not be specified in this document. The spirit
which is to be infused into this language can be iden-
tified as the same spirit manifest in the command lan-
guages exhibited in the Software Tools (R19). It re-
mains to be seen however, precisely what form this will
impart to the query language.

3.3 Network Editor

The network editor is an interactive subsystem

which will allow the planning engineer to create and
modify network models for processing by other planning
programs. From a human engineering poinC of view, it
is much more satisfactory to allow the engineer to work
directly wich network concepts than to effect the same
process by using the database management system. 4
supplemencary discussion of the network editor will be
found in TO3.

3.3.1 Performance Parameters

Networks are stored in the system as relatiouns in
a network database. Generally, therefore, the network
editor must meet the same performance goals that the
database management svstem must meet.

3.3.2 Network Objects

Network objects are described here to the same le-
vel of detail that was supplied for the database man-
agement system.

3.3.2.1 (uetwork)

letwork) ::= {object list)
{object list) ::= (object) (object listd| fbject)
bjecc) ::= (primitive object) | (composite object)

A network is a collection of objects or components
which may be either primitive (atomic or simple) or
composite, i.e., composed of a collection of simple or
composite elements.

3.3.2.2 (primitive object)

{primitive objecty ::= (name) {object class» (onnec-
tion list) ’ ‘
{object class) ::= {descripcion) {input port list)
- {output port list)
{description) ::= (parameter list) {qualitative des-
cription)
{parameter list} ::= (parameter} {paramezer lisc>
i{parameter}| {NULL>
(parameter) : :=(constanc>(rariable) l(aumerical stace var=-
iable) |<{poolean state variable)
{nput port list) ::= {port) {input port 1ised | pore)
(output port listd ::= (port) {output port lis:): (port>
(connection listy ::= (list for each port) ¢ comnecticn
list); {list for =ach port)
Qist for each portd ::= {list? | (OPEN
{ist} ::= (connection) {list>! {connection)

Primitive objects consist of a name, an object
class and a list of connections to other objects. An
object class consists of a parametric description a.g.,
values of capacitance for a capacitor, qualitative in-
formation such as the device class name, and a list of
input ports and output ports.

The parametric description is general enough to
permit the parameters to be variables as well as con-
stants. The variables are of two types. Cne tvpe,
called state variables, are global to the entire net-
work and may assume different values resulting in dif-
ferent network configurations. This is especially true
for network components such as switches which mav be
opened or closed according to the value for the boo-
lean state variable which defines their state.*

The second type of variable, found in both primi-
tive and composite object, to be discussed below, is
analogous in some respects to a subroutine in that the
composite object may have formal variables, whose va-
lues are determined at instantiation time. Paramecers
of primitive objects denoted as variables assume the
values assigned to the formal variables of the compo-
site object in which thev are ambedded.

3.3.2.3 {composite object)

#cf. the discussion cf switcnes in TO3.
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3:w:osx:e<objec:)::=<name) {composicte object class)
{&onnection lisc)
&Lomposite object ciass): :={composita description) npuc

sort list) {outpuc port 1iso
description) ::=(paramerar list) (qualizarive

description) (nerwork)

Composite objects are descrided in the same wav

that primitive objects are except that a description of
the (sub-) network connecting their constituient parts
aust be included. Parts defined in object class 's of
subnetwork components but for which connection lists
are unspecified are identified in the <§omposice object
class) and are connected via the {connection list) of
the (composite object).

3.3.3 Operational Reguirements

In this secrion, the funcitonal specifications for
che network aditor will be described.
3.3.3.1 (invoke network editor)

Functional specifications.

(invoke network editor) (network name) (permission)
(permission) ::s{write) | (execute)

Semantics:

This command activates the nezwork editor. The
usar must have either {write)or <{execute) permission
=5 invoke the editor on a given network. (write) per-
mission allows the user to create and save networks,
{execute) permission is required to modify a necwork
already created.
3.3.3.2

3 {cTeate object class)

Funcrzional specificacions.

‘creace object class) <{input object class descriptiomy
: {output object class)
Semantics:. :

This command establishes the paradigm for the net-
work component. Mo specific object is created by this
command (since no cursor is recurned to point to a
specific object). This functicn is used to create new
srimicive (objecc classd's noc inciuded in the system
vocabulary and for building composite (object ciass)'s.
3.3.3.3 |(create object}

Ffunctional specifications.

greace object? \input object class) (input namey
{lnput paramecter specificacion)
(output object Jursor;

Semantics: .

A network object is created. A cursor (poincer)
is returned which can be used to connect the object to
the network,

{discard objecty

Funccional specifications.
{discard cbiect) (inmput cbject cursor)
Semantics:

{fiscard> elininarzs an cbject “rom the system.
An objac:t which is conc2iaed in a network cannot e
{discardded. It nust fi be removed from cthe network
‘using {ramove)).

L3¢

3.3.3.5 {add object)

Functional specifications.

Cadd object) {input object cursor) {input network cur-
sory i{input port-port descriprory {ouc-
put aetwork cursor™

{porc-port descriptor): =<objecc POTT name)

' {network object port name>

Semantics:

—

An object not initially attached to the network is
connectad to the network via a connection from the ob-
jeet co an object already included in the network. Ob-
jects already included in the network cannot be @dd)ei

2

e

3.3.6 {remove object)
Tunctional specificatioms.
{remove object) 4nput network cursory (output object
cursor) {output necwork cursor)
Semantics:
An object contained within the network is removed
from the network. The object still exists (there is a
pointer to it) but it is no longer included in the net-
work. The operation returns an error if the object is
not initially in the network.
3.3.3.7 (connect network objects)
Funczional specificationms.
(connect network objects) (input network cursory>
{dnput network cursorz) {npuc port,-porty descriptor)
putput network cursor) '
(port}-porTy descriptor) ::= (network object; port named
(necwork objecty port name3
Semancics: :
Two network objects are conreccted together. 3oth
must already be included in the network and must have
compatible port characteristics.
3.3.3.8 (disconnect network objects)
Functional specifications.
{disconnect network objectsd .input network cursorl>
¢nput network cursorz) Jinput portj=-porty descriptord
(output nerwrok cursor) -
Semantics:
A connection between two network objects is bro-
ken. This command is illigal if it breaks the only
connection becween an object and the network.

n

3.3.3.9 (set state variables)

Functional specifications.
{set state variables) (@nput parameter assignmeant list)
(parametar assignment list)::=(parameter assignment list)
i (paramecer assignment)
{paraweter assignment) ::=(paramecer name) (parameter ex-
pression)
Semantics:

State variables are assigned values with this com-
mand. A state variabie is assigned the value associa-
ted with the expression comprising parameter expres-
sion . All variables appearing in a DarameCer expres—
sion must have previously been defined.

3.3.3.10 (find object)

Functional specificationms.

{find object) (iaput network cursor) {input contaxt
description) {output network cursor)

Senmantics:

This function is anaiogous to the context search
command ‘ound in high performance text aditors. The
(context description) will probably be defined using
regular expressions over the object class alpnabet.

The search will be done in a specified traversal order.

3.3.3.11 (save ...)

Funccional specirfications.

{save network) <necwork‘name> (pemission}

@ermission) ::= (write) , (execuce)

{save objects) (object cursor list) (permission)

object cursor lisc) ::=(object cursor) Qbject cursor
list) (bbject cursor)

(save object classy bject class lisc) (permission)

ik

~4



{object class lisc\"-ﬁobject class) (object class listy
i object class)
Semantics:

Each of the entities mentioned is permanencly re-
tained within che system.
3.3.3.12 {ist ...>
Function specifications.

(list network) (input network cursor) {input list quan-
tifier) {input format specificatiom) (pucpu: network
text)

(list network objects) {output object list)

{list network object classes) (output object classes)
Semantics:

The {list network) command may be used to list the
topology of a network or a subnetwork or even to list
the properties of a single comwponent in the network.
These different options are controlled by the (list
quantifier). The form of the output is determined by
the {format specification).

{list network objects) and { list network object class~
es) permit the user to recall what parts and what ob-
ject classes are currently available.

3.3.4 Human Performance

The same remarks made in Section 3.2.3 and 3.2.%
are appropriate for the network editor as well and will
not be repeated here.

3.4 The Snell Program

The shell program is the overseer or executor pro-
gram. It is, in essence, a miniature operating system
and is to be designed so as to insulate the other ma-
jor components of the systam from a possible inhospiti-
ble environment which the host operating system would
otherwise provide.

The general capabilities of the shell provide a
file svstem, the ability to support and invoke the dbms
and the network aditor as well as the distribution
planning programs, a sophisticated prompting facility
and (help) features.

3.4.2 Shell

"y

iles

There are five standard shell files:
{OUTfile), ¢ERRfile> (EXTinfile)
Zach is discussed below.

{INfile),
and (EXToutfile).

3.5.2.1 {INfile)

This is the standard inpuct file will be associated
with the terminal input device.
3.4,2.2

{OUTfile)

This is the standard output file and will be asso-
ciated with the terminal output device.
3.4.2.3 (ERRfile}

This is the standard error output file.
associacted with the terminal.

it is

3.4.2.4% EXTinfile)

This is the standard input f£ile for reading bulk
data. Normaily, it will be associated with a disk or
tape file maintained by the host operating system.

{EXToutfile)
This is the standard output-file for writing bulk

data. Yormally, it will be associated with a disk or
tape file maincained by the host operating system.

3.4.2.6 Internal files

The shell program maintains its own file system.
This system is logically independent of the file sys-
tem supported by the host operating system. These
files are known via a catalogue intermal to the sheli.
The permissible operations are  discussed below, begin-
ning with Sectionm 3.4.3.6.

3.4.3 Operational Requirements

The shell commands are listed below.
3.4.3.1 (invoke shell)

Functional specificatioms.

({nvoke shell) {user_id)} (database name}
(EXToutfile; <(audit file name}
Semantics:

The shell user must supply his (user_id) a data-
base name to which the shell is to be connected and
bulk I/0 file names. The {database name) idencifies
the database against which all transactions are to be
conducted for the duration of the shell session. All
actions affecting the database are recorded on the file
specified by (audit file name)d. This file can be post-
processed to produce \transaction file> for use by the
(restore) function (see Section 3.2.2.23).

EXTinfile)

3.4.3.2 (execution}

Functional specifications.

(execute) (program name* ([from> .to>
from) ::= {INfile’ | ('file name)
{o)::= {OUTfile} | file name)
Semantics:

The program identified by program name is in-
voked. The input file 1s identified by (rrom s and the
output file is identified to .to}.
3.4.3.3. rpipeline;

Functional specifications.

{pipeline) - program name list} {from)> <o}

{program name list} ::= (program name; ’/program name
list} <program name>

.file name)

{file name)

‘from; ::=/ INfile;
‘go¥ 1:=:0UTfile} !
Semantics: )
<pipeline)execucion allows the user to execute
several programs whose output is the input for the next
program in the series.. The programs identified in
{program name list) will be executed in the order in
which they appear in the list. Input to the first pro-
gram is the file identified by {from} and the output of
the list program is placed in the file identirfied by

{to).
3.4.3.4 (execute control file)

Function specifications.
(execute control file) <{control file name;
Semantics:

The file identified by < control file name)is to
be a control file, i.e.., a file of shell commands and
processor invocations. These are axecuted as they are
encountered. %hen the file is exhausted, control re-
turns to the file in which the {execute control file)
was embedded (if the exhausted file is the terminal
file(INfile), the shell waits for further inpuc).
3.4.3.5 Subsystem invocations.

The invocations for the subsystams already dis-
cussed are listed here for completeness. One further
system remains to .be discussed, namely, the text edi-
tor. Its invocation is also included.




{invoke database management systemy (3.2.2.9)
{invoke network editor) (3.3.3.1)
{invoke text editor) (3.6)
3.4.3.6  {reate)
Functional specificationms. .
created (input file name) (input user_id> ({Input ac-
cess list) <input retension status) {output file
pointer)
access listd ::=(permissiony (user_id list)’ {access
list) | (permsission) <{user_id 1isp
(permission)::= {read> | write> | {read-write)
Qser_id list)::=(user_id) {user_id list)| (user_group
_id) (user_id list) (user_id)> {user
_group_1id)
(retension scaCus>::=§:emporary>i {etension date)
Semantics:

create) produces a mapping from a (file name) to
a (file pointer) which is a descriptor used by the sys-
tem to permit other system processes to access the file
of interest. A file may be designated as (read)-ounly,
{write)-only, or both (read) and (write). The result
of (create) is always to produce a pointer to an empty
file.
3.4.3.7 (open)

Tunctional specifications.

openy \input file name) <{input user_id> {input mode)
{output file pointer)

@odel:i= (read) |{write) | {read-write)

~ Semantics:

{openy returms the {(file pointer) to the user
pointing at the first block of the file. The mode
specifies the use to which the file will be put and
amust be compatible with the (permission) definition
made at the time the file was created. Attempting to
gppen§ a file which is already open is an error.

3.4.3.8  {close;

Functional specification.
«close? . input file poincer>
Semantics:
close) releases the file designated by {file
pointer) from the user’s control.
3.4.3.9 {unlink)
Functional specifications.
{unlink) <{input file name;
Semantics:

{unlink )removes the file specified by <(file name )
from the system. Files whose {retension period}'s
have exceeded, are automatically unlinked by the sys-
tem.
3.4.3.10 (save filey
Functional specifications.

.save file) {input file name) {input retension period)
Semancics.

The file designated by (file name’ is to be re-
tained by the system for the period specified by the
ratension period.
3.4.3.11 {list files?

Functional specificationms.
{list files) {npuc user_id’ {output file list}
Semancics:

The list of files associated with {user_id)is
routed to the output file.

3.5 Digtribution Planning 2rograms

Because of the necessity of performing text edi-
tion while using the system, a text editor will be in-
cluded as part of the system. The particular editor
will be the one defined in R19.



