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SUMMARY

A description and user instructions are presented for RAFT, a FORTRAN
computer code for calculation of a risk measure for fault tree cut sets. RAFT
calculates release quantities and a risk measure based on the product of
probability and release quantity for cut sets of fault trees modeling the
accidental release of radioactive material from a nuclear fuel cycle facility.

Cut sets and their probabilities are supplied as input to RAFT from an
external fault tree analysis code. Using the total inventory available of
radioactive material, along with release fractions for each event in a cut
set, the release terms are calculated for each cut set. Each release term is
multiplied by the cut set probability yielding the cut set risk measure. RAFT
orders the dominant cut sets on the risk measure. The total risk measure of
processed cut sets and their fractional contributions are supplied as output.

Input options are available to eliminate redundant cut sets, apply thres-
hold values on cut set probability and risk, and control the total number of
cut sets output. Hash addressing is used to remove redundant cut sets from
the analysis.

Computer hardware and software restrictions are given along with a sample
problem and cross-reference table of the code. Except for the use of file
management utilities, RAFT is written exclusively in FORTRAN language and is
operational on a Control Data, CYBER 74-18, series computer system.
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1.0 INTRODUCTICN

A risk-based fault tree analysis method has been developed at Pacific
Northwest Laboratories (PNL) for analysis of nuclear fuel cycle operations.(]
This method was developed for the Energy Research and Development Administra-
tion (ERDA)-sponsored risk analysis of systems for managing high-Tevel waste.
A series of three computer codes has been developed to assist in the perfor-
mance of a risk assessment: ACORN(Z) (plots fault trees), MFAULT(3) (analyzes
fault trees), and RAFT (calculates risk measures). Figure 1 gives a summary
of the input, output, and interrelationships of these programs.

This report gives a description and user instructions for RAFT, a com-
puter code for calculation of a risk measure for fault tree cut sets.
Section 2 gives a basic description of the code and input and output infor-
mation while Sections 3 and 4 discuss the calculational procedures and addi-
tional programming details, respectively.

Reference 1 provides a background discussion of the application of RAFT
to assist in performing a risk assessment. Some familiarity with fault tree
methodology is assumed. References 1, 4, and 5 will supply the reader a
comprehensive overview of systems safety analysis and fault tree analysis.
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FIGURE 1. Risk Assessment Computer Package
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2.0 INFORMATION FOR THE USER

2.7 GENERAL DESCRIPTION OF THE PROGRAM

The RAFT computer code calculates release quantities and a risk measure
based on the product of probability and release quantity for cut sets of fault
trees modeling the accidental release of radioactive material from a nuclear
fuei cycle facility.

Cut sets and their probabilities are supplied as input to RAFT from an
external fault tree analysis code (e.g., MFAULT(B)). Using the total inven-
tory available of radioactive materizl, along with release fractions for each
event in a cut set, the release terms are calculated for each cut set. Each
release term is muitiplied by the cut set probability yielding the cut set
risk measure. RAFT orders the dominant cut sets on tne risk measure. The
total risk measure of processed cut sets and their fractional contributions
are supplied as output.

Input options are available to eliminate redundant cut sets, apply thresh-
old values on cut set probability and risk, and control the total number of
cut sets output. Hash addressing is used to remove redundant cut sets from
the anaiysis.

(3)

mally contain the cut set probability. However, RAFT possesses the option of

External cut set files, such as those supplied by MFAULT, will nor-
recomputing these probabilities, thereby allowing the user to investigate cut
set dominance dependent upon sejective choices of input quantities. The cut
set probabilities are computed exactly as shown in References 1 and 3. The
user should be familiar with terms such as cut set availability and/or unavail-
ability, repairable and/or nonrepairable components, and conditional probabili-
ties, all of wnich are explained in the same references.

Release fractions are also part of the input used to obtain a risk mea-
sure. The code will allow up to four distributed release fractions and their
associated conditicnal orobabilities per event. The risk measures derijved
from each sub-cut set (addition terms resulting from the distributed release
fractions) are ordered with as many as 37 optionally retained for output.



Depending cn the type of program generating the list of cut sets supplied
to RAFT and the user options seiected, the potential exists for dupiicate cut
sets. RAFT uses a hash addressing scheme to check for cut set repetition.

The scheme is opticnal and is capable of handling large groups of cut sets
before computational restricticns become severe. Treatment of the hashing
scheme is explained in Section 3.2.

Two threshold values can be used by RAFT to determine the relative signifi-
cance of each cut set. The first is a probability cutoff. The second is a
risk threshold for sub-cut sets in order to minimize the printed output. A
cut set print limit is also available to minimize the total number of cut sets
for tne output Tile.

Two quantities contributing to the total risk-measure sum are calculated.
One sum is related to the cut sets (and sub-cut sets) which have a greater
risk measure than the threshold value. The cther, the "branch residual sum",
represents the risk measure of cut sets (and sub-cut sets) eliminated by the
risk threshold. The "branch residual sum" is valuable in assessing the effec-
tiveness of the risk threshold.

RAFT utilizes two wora addressable files. One is for the hash addressing
scheme to guarantee cut set uniqueness, while the other is used for maintain-
ing output information from cut sets whose risk measures are most dominant.

During the process of ranking individual sub-cut sets within a cut set,
the output file is updated by ranking cut sets on their accumuiative risk
measure. The file is maintained by simultaneously assigning index keys while
ranking cut sets on risk measure. The index keys are subsequently used to
retrieve the dominant cut sets. Only those cut sets surviving the probability
cutoff will have been evaluated for risk measure, ranked by its dominance, and
allocated for storage retrieval. The entire process eliminates the necessity
to perform sorting methods which can become cumbersome when applied to large
problems.

An abbreviated fiowcnart of the main program and a more detailed chart of
the subroutine (RECORD) which manages the calculaticnal procedures are included
in Figures 2 and 3 in Section 4, in order to exhibit an overview of the ocera-
ticns performed in RAFT.



2.2 INPUT INSTRUCTIONS FOR RAFT

Input to RAFT is composed of two primary sources. The largest is nor-
mally an external file containing the cut set sequences and their prcbabili-
ties. The file can reside on magnetic tape or disk, however, small problems
can be supplied via input cards. The second source of input is supplied by a
specially written version of NAMELIST.(a) This version of NAMELIST is des-
cribed in Appendix A.

A third source of input is also available which allows for identification
of cut set events on the output file. Made up of cards from the ACORN(Z)
code, these descriptions are optional and are used to help clarify the output.

If a disk or tape device is used to maintain the cut set file, certain
storage properties must be observed to make the file legible to RAFT. Tape 7
is the local file name for the input cut sets. The cut set file must be
partitioned. This means that cut sets with a 1ike number of basic events must
exist in a contiguous manner. Second, the code has been arranged so that
groups of cut sets will be read from the storage media in blocks of one hun-
dred (100) cut sets or until an end-of-file mark is encountered, terminating
the file. When hashing options are activated, partition boundaries become
important, in that restart problems must begin on one of these boundaries,
otherwise uniqueness cannot be guaranteed.

An additional set of input data cards may be used to describe the events
on the output. The event descriptors contain the event index for correlation
with the basic events. Therefore, they may be loaded in any order. Non-
existent descriptors will be identified as such on the output and need not be
of concern to the user. Normally they are the same cards as used by the
ACORN(Z) code, and as such, have been treated with no change in format and
external to the NAMELIST input data.

NAMELIST control parameters, and input quantities relevant to various
options are defined in the following pages. Default quantities are given
where apprecpriate.

(d)NAMELIST is normally a system supplied software package, but is used through-
out this document in reference to the cne supplied in the appendices. Hew-
gver, a dasic kncwledge of the use of NAMELIST is assumed because this
package adheres to the FORTRAN rules for NAMELIST.

5



NAMELIST

Parameter

Implicit
Tvpe

Descriptions, Limits, Defaults

TIA=

CUTCFA=

CUTOFF=

RF(1,1)=

CP{1,1)

MODIFY=

PQ(1,1)

]

None

Real

Real

Real

Real

Real

Alpha-

numeric

Real

NAMELIST group name

Total inventory available of radicactive material
Preset TIA=1.0

Cut set probability threshold
Preset CUTOFA=0

Risk measure threshold
Preset CUTQFF=0

F(I,J), Release fractions

- 232

=] to £ release fractions

J= index used to identify the event

Preset ((RF(I,J),I=1,4),3=1,500)=0 at initialization.
Mot preset for subsequent multiple case execution.

CP(I,J), Conditional prcbabilities

I=1 to 4 probabilities in one-to-one correspondence
with RF(I,J).

J= index used to identify the event

Preset ({CP(I,J),I=1,4),J=1,500)=0 at initialization.
Not preset for subsequent multiple case execution.

Decision flag to allcw recomputation of cut set
probabilities.

='YES', cut set probabilities are computed as a
function of PQ and MODE.

='N0', cut set probabilities supplied as input are
not altered.

Preset MODIFY='NC'

PQ(I,J), Probability/Unavailability

—

=1; event compcnert probability
[=2; event component unavailability
J= index usad to identify the event
Requirad input wnen MODIFY='YES®
Mot preset



MODE(1)= Integer
HSHING= Alpha-
numeric
DEBUG= Alpha-
numeric
CUTSET= Integer
TREES= Real

MODE{J), Repairable or nonrepairable component flag
=0; event component is repairable

=1; event component is nonrepairable

Required input when MODIFY='YES'

Hot preset

Decision flag to initiate hashing algorithms in
crder to determine cut set uniqueness.

='YES'; hashing routines are activated and unique-
ness of cut sets is determined.

='N0'; no unigqueness tests are performed on the
cut sets, cut set seguences are not ordered,
repeated event structure is not checked, and the
code is not input Timited with respect to cut set
volume.

Preset HSHING='YES'

Decision flag for printing hashed cut sets.

This option is only useful when the hashing algo-
rithms fail to exhibit a well balanced lecad factor,
a, within the hash table.

programmer oriented and the user need not normally

The option is primarily

be concerned about its use.

='YES'; table of hashed cut sets is printad for
investigation.

='NC'; no table is printed.

Preset DEBUG='NQ'

Defines the number of the cut set with which the
execution will start. This parameter is useful
when large fault trees are partitioned for multiple
case executions and restart capability.

Preset CUTSET=1

ot

Restart parameter available for mulfiple case exe-
c

P
cutions of the same fault tree. For example, if a



1
|

—h

a

<

tree is executed necessitating multiple runs,

[

ct

he total tree sum (including the branch residual

su m) can be input into TREES for the subsequent
xecution. This can be important if the analyst is

interested in correct accumulative cut set fractions

relative to the entire tree.

Preset TREES=0.

LUDISK= Integer Logical unit which defines the mass storage device
to be used for ranking release fractions.
Preset LUDISK=1

MEDIA= Alpha- Identifies the input media used to supply cut sets.
numeric ='DISK'; cut sets can be read from either disk or

magnetic tape, assuming nonformatted binary records.
EVENTS, PROBAB, and INDICE(N) [N=1, EVENTS] are
obtained where
EVENTS= number of events ccntained in the cut set
PROBAB= cut set probability which can be recomputed
as stated earlier by the use of MODIFY='YES'
INDICE{N)= numeric index identifying each event
within the cut set
='CARDS'; the same quantities are obtained through
a formatted read (12,E10.0,10I5).
Preset MEDIA='DISK'

TITLE(1)= Alpha- (TITLE{I),I=1,8) Problem description titie.
numeric Preset TITLE=8*'btbbbbbbbb'
GATE= Alpha- Flag to indicate presence of gate name on cut set input

numeric file. The gate name, if present, is not used by
RAFT. Its existence is used solely for identifi-
cation of the data file
='YES'; then PAFT will read the gate name. (MEDIA=
'BISK' only,
‘N2's RAFT wil

1 not expect a gaze name.
Preset GATZ='YES'



READ=

LIMIT=

MAXWR

PRI

A

—

m

»

=
1l

-1

1]

Integer

Integer

Integer

Alpha-
numeric

Integer

Decision flag used to indicate that RAFT should
expect holierith definitions for each basic event.
The dascriptors are used only for the output printer
and then only when PRINT='YES'.

='YES'; ACORN(Z) description cards are expected immed-
jately following the NAMELIST data.

Columns 1 and 2 are ignored, columns 3, 4, and 5
define the event subscript which is used to corre-
late the event with its description, and the remain-
ing part of each card describes the event.

An end-of-file card is expected as a terminator

for the ACORN cards.

='NO'; no descriptor cards are expected., and no
descriptions are suppiied to the output.

Preset READ='NQ'

Maximum Number of dominant sub-cut sets allowed from
each cut set in terms of risk measure for the line
printer.

(1< LIMIT< 37)

Preset LIMIT=25

Maximum number of dominant (largest risk measure) cut
sets allowed for the print file.

(1< MAXWRT< 2000)

Preset MAXWRT=2000

Option flag for specifying ACORN descriptors to
be printed.

='YES'; all events will be definad on output
='NQ'; no events will be defined on output
Preset PRINT='NO'

Active column field definition. Identifies last column

of NAMEL

Case terminator

WO



The format of the input cut set file (on tape or disk or cards) is given
under the NAMELIST parameter MEDIA discussed above. The maximum number of
events per cut set is currently 10. The events in a cut set are identified by
an integer value presently not to exceed 500. The sample case given in Sec-
tion 2.4 illustrates the input to RAFT for the case where the cut sets are
input by tape or disk. The structure of the RAFT input with the cut sets
supplied by cards is given below. The event description cards are aiso shown
in the input stream.

$ RAFT MEDIA="'CARDS' READ="VYES'

s other NAMELIST parameters

$
Event description cards. OCne card for each event. (2X, I3, 7A10, A5)
column
1-2 not used
3-5 event number
6-80 Hollerith description cof the event

END-OF-RECORD CARD to terminate event description cards.

Cut set identification cards. One card per cut set. Cut sets must be parti-
tioned (i.e., all one term, then all two term, etc.)
(12, £10.0, 1015)

column

1-2 number of events per cut set
3-12 cut set probability
13-17 event index, 1st event
18-22 event index, 2nd event

® ®

L J

® ®
58-62 event index, 10th event

END-OF-RECCRD CARD to terminate cut set identification cards.




2.3 DESCRIPTION OF QUTPUT

Cut sets are numbered and listed according to descending values of risk
measure. Each cut set printed contains the probability and the cumulative risk
measure fraction of the total tree. In addition, the numerical indices of the
events within each cut set are printed along with verbal descriptors of those
events and the release fractions associated with each of the dominant sub-cut
sets. Further, the accumulated product of the risk measures and the sum of
the cut set probabilities are given for the tree. These quantities represent
contributions from all cut sets surviving the probability threshold.

RAFT places no 1imit on the number of cut sets from a tree. However, if
the hashing scheme is used for redundancy checking, the output file could
become restrictive in core size, causing the remaining information to be
stored on scratch disk. When this occurs, the code's efficiency is severely
reduced, causing excessive execution times.

2.4 SAMPLE CASE

A sample case is given in this section to illustrate the input informa-
tion RAFT requires and the resulting output. The 1ist of cut sets used for
this sample case was obtained from processing the fault tree given in Refer-
ence 3 by the MFAULT computer program.

11



RAFTSsT1009CM143000C, SEYBCLD 3000 AREA
ACCUNT CARD

FIN(OPT=224L=0,82RAFT)

ATTACHITAPETRAFTS,IC=PELTO)

REGUESTITAREL y#PF,20)

REIUIST(TARTIIL, #7F)

RFL (1402003

DarFT,

[}

<

Z PROGAAM RAFT SQURZE ZECK GOES HEREess
C

1

SRAFT TIA=ied ZUTOFA=0, (UTQFF=0e FIELC=40 MEDTA=1D]SK!T HSRING='YES?
MAXWRT=50 LiMIT=]
TITLE='EXAMPLE FAULT TREZ GIVEN IN BNwWL-2145!

RF{1lel)=e1 CP(1y1)=1,
RF(1,20=1, CP{1s2)=10
RE(1s3)=1s TP1192)=14
RFEL L=l (P16 =1,
RE(1s5)=1e TPi{les)=10
RF(1sb)=1le CPl1sh)1=1s ¢
RF(1e7V¥=e! CP(1lrT)I=1o
RE{1eB3)=le CF1148)=10
RF(1le9'=1, CPt1s31=10
AF(Zs1Cl=el CPL110Y=1,
RE(19213=a01 o ZP{1s111=e5 o1
RE(1s12)=1e CP{1y121=10
RF!1913)=1e CPl1,413)=1,
PFilsley=,1 CP(1,143=1,
RT(14181=1s CPt14151=1a
QF(1s16)=1e CP(1416)=1a
RFE{Ls17)=6l CPULH17V=10
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RF(1432)=1e CPil1l,32)=1s §
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EXAMPLE FAULT TREE GIVEN IN HNWL=~2145

CUTSET PROBABILITY =  4.600000E=~04  ACCUMMULATIVE RISK FRACTION -
UNAVAILABILITY TERM = 0, TOTAL RISK FOR PAILURh SEQUENCE®
CUTSET FAlLURE SEQUENCE - 29 30

LARGEST 1 TIAe CuTsETY p
ALSK(S)  RF(SEQ) «CP(SEQ) CONTRIBUTING RELEASE FRACTIONS FOR ABOVE
4,600F~04 1.000E+00 4.600E=04 1.000E¢DP0 1.000E400

CUTSEY PROBARILITY = 8-0000005'0‘ ACCUMMULATIVE RISK FRACTION -
UNAYAILAHXLIYY TERM = TOTAL RISK EOR tAIFURt SEQUENCE‘
CUTSET FAILURE SEQUENCE - -

LARGEST 1| TIAe CuTseT
RISK S, RF (SEQ, ,CP sEo CONTRIBUTING ReLEASE FRACTIONS FOR ABOVE

3.000F~0% 1+0G0E=01 3. UooF*nb Lenn0E=n}

CUTSET PROBABILITY w  3,5000buE=-05  ACCUMMULATIVE RISK FRACTION -
UNaAVaATLARILITY TERM = 0, TOTaL RISK POR rallLUR: SEQUENCES
CUTSET FAalLURE SEOUENCE . 2 A B

LiaGESYT ) YIAw CUTsFT P
RISK S, RF (SEQ, .cP (SEQ)  CONTRIBUTING RELEASE FRACTIONS FOR ABOVE

3. oooF‘oﬁ 1.000E-p1 3. oooE-os 10000E=01 1.000E%00 1ev00E%00

CUTSET PROHARILITY = 8,53969uk=06 ACCUMMULATIVE RISK FRACTION -
UNGVATLABRTLITY TERM = 0, JOT4L RISK FOR FAILURE SEQUENCE=
cUTSEY FATLURE SEQUENCE = 4 5 e )

LAOGEST 1 TIAs CUTSET p
RISK (S,  RF(SEQ, LcP(SFQ, CONTRIMUTING RELEASE FRACTLONS FOR ABROVE

B.540F =07 1e000E=01 P+540F=p6 1e000E~01 1ep00k*00 1sv00E%0p

CUTSET PROBABILITY = 24070000E=Q4 ACCUMMULATIVE RISK FRACTION -
UNAVATLARTLITY TERM = O, TOTaL_RISK FOR FAILURE SEQUENCE®
CUYTSET FaylURF SEQUENCE - 1 25

LARGESY o T1A= CUTSsEY p
RISK (S, NF(SEQ) +CP(SEQ) CONTRIBUTING RELEASE FRACTIONS FOR ABOVE

«B63E=07 149 9635- LegngE=01 1 E-g
} 677r-8 % 83 83 6715- 1,0085-02 }.0885-0
1,035¢~07 5, 0005.02 2,070p=06 1,000g«01 5, 000F01
9_315r-nﬂ 5.0005-03 1,863p=~05 1,000g-02 5,000g~01

CUYSET PROBAPILITY = 2¢613333E~06 ACCUMMULATIVE RISK FRACTION »
UNAVATLAGILITY TERM = o, TOTAL RISK FOR rAILURE SEQUEMCE™
CUTSET FATLURE SEQUENCE = 7 8

LARGEST 1 TIhe CUISET p
RISK(S)  RF(SEQ, ,LcP(SEQ, CONTRIBUTING RELEASE FRACTIONS FOR 2gOVE

"2,613E-07 1.000E~0] 2.613E~06 1.000E”ul lep0GE*00 louuoE*uo

FALLURE SEQUENCE

Y.98166 5-81
5.53960 £~

FAlLURE SLOUENCE

s 20 5.81

FALLURE SEQUENCE

9.998072E=Q1
2:6133325-87

FALLURE SEQUENCE

PAGE

CUTSET RANK=

CUTSET RANK=

CUTSET RANKs
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3.0 PROCEDURE FCR SCLUTION

3.1 CALCULATION OF THE RISK MEASURE:

A cut set risk can be defined as the product of five terms:

RISK= Axg*cxpsgll) (1)
where

A

)

probability of the release sequence;

o
1]

release quantity;

C= relevant measures of the radiocactive material characteristics
(isotopic composition, size distribution, solubility, volatility,
etc.);

a measure of environmental transport path efficiency;

m o
1 I

a measure of population distribution, characteristics, and habits.

The risk measure, R, used in the RAFT code represents a simplification of
Equation (1). Using only the probability and the release quantity, the risk
measure is defined as:

R= A*B (2)
Reference 1 gives a detailed discussion of the use of fhis simplified risk
expression.

The fault tree cut sets, such as X1, X3X5, X9X]]X42, etc., define the
chain of events with which the risk measure is evaluated. Each Xj represents
a basic event, an inhibit condition, or an on/off switch.

To calculate the risk measure of a cut set, the RAFT code uses the
release fractions and their associated conditional probabilities of each basic
event. The release fraction term (RF) is defined as the amount of radiocactive
material available at the output or completion of the event divided by the
amount available at the input or beginning of the event. Some events do not
have a physically associated release fraction, while others can be assigned a
single-valued release fraction whose value is iess than or equal to 1.0.

Still others mignt be assigned distributed release fractions which must also

contain a correspondingLset of ccenditional probabilities, CP;i. In these
J

cases, the condition E CP.. = 1.0 must be maintained. The valus L < 2

i1 ?



represents a code limitation, while the subscript j indicates the event for

which the RF.. and iji vaiues are applied.

Ji
The other input guantity for RAFT is the total inventory available (TIA)

of radioactive material. Typically a fault tree models one potential source

of radiocactive material so only cre number is required. If several potential

sources are modeled, the TIA value may differ for different cut sets. This '

situation is treated by modifying the release fracitons for the initial con-

tainment barriers and assigning the iargest pctential source as the input TIA

to RAFT.

The procedure for celculating the cut se: risk measure, A X B, (A is
probability and B is release quantity) is given in the following examples

taken from Reference i. A cut set consisting of basic events X], X2, ...Xq
i

and having probability A is assumed.

Case 1 There are no distributec release fractions for events in the cut

set. The release fractions are RFI for X}, RF2 for X2, ces

RFn for Xn.

B = (TIA) RF]RF2 “e RFn

AxB=A (TIA) RF]P.F2 e RFn

For each cut set of this type, only one additive A x B term arises.

Case 2 Basic event x. has a distributed release fraction. All remaining
J
basic events in tne cut set have single reiease fractions as before.

If the release fraction distribution for Xj nas L pairs of (RFji’ iji)
values, then A x B for the cut set consists of L additive terms

(sub-cut sets):

Term 1 yields (A)(CPJ])(TIA)RF]RF2 - RFj1 .o RFn

Term 2 yields (A)(CPJZ)(TIA)RF]RF2 e RFj; e R

%erm L yields (A)(CPJ.L)(TIA)RF.‘RF2 ces RFjL . RFn. .
These L contributors constitute the tctal A x B product for the cut

set. Code RAFT prints a record of (up to 37 per cut set) the con- .
tributors of highest magnitude, including the values of prcbability )



and release quantity as calculated by the above equations. This
information indicates which part of the release fraction distribution
contributes most to the calculated risk measure. Further analysis or
testing in that region may be advisable.

Case 3 Several basic events in the cut set have distributed release fractions.

This is the most general case.

Assume m basic events have distributed release fractions, with one

distribution having L] values, another having L2 values, and the mth
such basic event having Lm values. Then the A x B product for this
cut set consists of L1L2 ce Lm additive contributions (sub-cut
sets). The technique in Case 2 is readily extended to accommodate
Case 3. The technique inciudes treatment of the cross-product terms
resulting from multiple distributions.

3.2 REDUNDANCY CHECKING

Cut set files obtained from fault tree codes may contain repeated cut set
sequences. The impact on computer time and storage of processing large cut
set files to assure uniqueness could be pronibitive. Therefore, linear pro-
gramming techniques were replaced by hash addressing (scatter storage) in
order to alleviate excessive running times.

The nash addressing scheme employed is actually a modificaticn of hashing
addresses, in that overflow tables are used. This eliminates the need to
expand or contract the size of the hash table. In addition, the method
demands that the input file be partitioned on boundaries separating cut set
groups by their event sequence lengtn. This technique automatically implies
unjqueness across partitions and allows the hash table and overflow tables to
be re-initialized at partition boundaries. The overall reduction in computer
time is realized by reducing the load factor (collision rate) of the hashing
tables.



Since the intent is to guarantee unigueness of cut sets for subseguent
processing, the hash address was defined simely as:

EVENTS
HASH = > INDICE
N T N

where EVENTS represents the number of basic events in the cut set, and INDICE
identifies each event as a uniquely defined integer.

The entire scheme remains as an optional portion of the code. For
extremely large files or for cases where the effect of redundant cut sets may
be insignificant, the user may find it advantageous to omit the hashing option.

A flowchart illustrating the structure of the hash table and accompanying

o]

overflow table is shown in Figure 3 in Section 4.0. The routine, WEED, utilizes

(a)

of cut set records on mass storage devices.

some of the features of Record iManager in order to facilitate the maneuvering

(a)

Record Manager is a series of CCC supplied scftware routines which are used
for storage and retrieval of data records on mass steorage devices.



4.0 ADDITIONAL PROGRAMMING IN

4.1 GENERAL INFORMATION

Except for the exclusive use of Record Manager, the RAFT code is written
entirely in FORTRAN language. It has been successfully used at PNL for the
past 2 years without any apparent problems. It was compiled and executed
under the SCOPE 3.4.2 operating system. The package is made up of 1493
source cards of which NAMELIST constitutes 631.

The computational tody of the code is made up of 18 program modules,
while the NAMELIST loading package includes an additional 16 subroutines.
They are listed here as two independent groups.

Group 1/RAFT

RAFT RECORD PRINT UNPACK DSKCRD
DATA SPEED ALGOR REPAIR STACK
LOAD WEED PAGE LISC

PUTIN ACCEPT TABLES PUTOUT
Group 2/NAMELIST

NEWTAB SCAN SIGNZ SIGNS

NAMTAB LOCATR SIGN34 MOVEAB
READ LOABER SIGNS CHECK

LGCATE ERRORS SIGNY CHAIN

A cross-reference map (Appendix B) is included which relates the coupl-
ing of each program variable, subroutine, and system iibrary function to each
of its associated counterparts. The table is paged and alphabetized to ailow
immediate reference.

4.2 SUBRQUTINE DESCRIPTICNS

PROGRAM RAFT is the main program. Its principal function is to estab-

1ish the Record Manager files and control the primary flow for processing
cases. Some default values for maintaining the overhead logic are also
defined. A simpiified flowchart is given in Figure 2.
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BLOCK DATA 1is used strictly to default the input parameters. The

defaulted values are 1isted in the Input Instructions, where appropriate.

LOAD's primary function is to allow loading of any input data, except
cut set sequences, which are to be defined by cards. The NAMELIST table is
established, input parameters defining Timits or dimensions are protected,
and restart capabilities are initiated.

The PUTIN routine is provided in order to list the input parameters on
the output file.

RECORD controls the calculational procedures for the fault tree data.
A17 subroutines which are used to compute the sub-cut set risks, total cut
set risks, total tree risk, ranking, and output file managing are controlied
by RECORD. In addition, all cut set event sequences, whether input by cards
or mass storage, are loaded within this subroutine. Furthermore, the cut set
probability screening is performed in RECORD in order to eliminate cut sets
which are destined to have very low risk measure contributions. A flowchart
is given in Figure 3.

A word of caution is in line here with respect to the cut set input
sequences. Simply stated, any secuence possessing an event subscript which
is outside the range 1 to 500, inclusive, will be eliminated from the pro-
cessing with no diagnostic messages supplied to the user. The resulting
implication is that cut sets generated by codes other than MFAULT(B) must
guarantee this property in order to use RAFT successfully in any meaningful
sense.

Subroutine SPEED is a special purpose routine designea specifically for
computer speed in order to compute all the existing permutations of risk
measure derived from a cut set sequence. Both the "total tree sum" and the
"branch residual sum" are accumulated in this routine depending upon their
surviving the risk measure threshold.

ACCEPT is used to provide some preliminary screening of each cut set.

However, the screening here does not involve elimination of the cut set;

instead, it is intended to determine the dominant sub-cut set risk measure so

[AW]
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that the cut set can be tlagged for possicle inclusion in the "total tree

sum" or within the "branch residual sum The’underlying purpose benind this
scheme is to minimize the number o7 calls tc subroutine STACK. In other
words, Timit the cut set ranking to only those which contain sub-cut sets
above the risk measure threshold. This masking scheme was proven to be
beneficial for both small and large fault trees and particulariy true when
the risk measure threshold is set to eliminate the bulk of the surviving cut

sets from the output file.

A risk analysis could be made without the masking provided by subroutine

ACCEPT, but only at the expense of increased computer time.

Subroutine STACK has the task of retaining an ordered 1ist of the sub-cut
set release fractions obtained from each cut set. The routine utilizes a
Tinear scheme for ordering the release fraction sequences with respect to
descending risk measure. This type of programming was chosen because of the
1imited length of items to be ordered. Therefore, if the value of the input
parameter, LIMIT, is substantially revised upward, another searching scheme,
such as a binary search, shculd bs employed.

DISC is calied from subroutine RECORD in order to rank the surviving cut
sets for the output file. Only cut sets which contain sub-cut set risk
measures above the risk measure threshold are sent to this subroutine. In
each instance the total risk measure of the cut set is used to rank all cut
sets destined for output. The CYBER Record Manager is used to store the
records on disc in word addressable form. Each record is assigned a KEY
which is used to retain the storage location on disc. The KEY is kept in
memory so as to alleviate the necessity of ordering the records.

Subroutine PUTOUT is initiated upon completion of the entire fault tree
problem. Its function is to retrieve output records for printing by com-
puting their location on disc, as a function of the KEY, and using Record
Manager to access the record. Once accessed, subroutine PRINT is called to
provide the printed record of permeated release fractions and their associ-

ated ris< measures of the ranked cut sets. A utility routine, PAGE, it



included for the explicit purpese of paging the output in a neat and present-
able manner.

Subroutine DSKCRD has the singular purpcse of allowing the code to read
past cut set sequences from the input data file in order to position the data ’
file for restart problems.

REPAIR is inciuded to provide the user the opticn of recomputing or '
reassigning probabilities to the basic events before the cut set sequence is
evaluated in terms of risk measura. The defirition of these probabilities is

contained in Reference 1. Input cuantities associated with this option are
defined in the descriptions of the input parameters MCDIFY, MODE, and PQ.

ALGOR is the first subroutine called which is asscciated with the hashing
scheme. Tne subroutine has four functions:

® Rearrange the cut set incdices in ascending order.
e Eliminate cut sets which contain repeatad indices.
e (ompute the hash address as a functicn of the cut set indices.

o Pack cut set indices inte three computer words so &s to reduce storage
requirements.

The subroutine is called for every cut set sequence when the hashing
option, HSHING, is activated.

Subroutine WEED, Figure 4, performs the redundancy tests on the cut-set
sequences and provides for their storage if they are determined unique. Three
distinctly different tables are utilized for this purpcse. First, the hash
table is used for scatter storage. It is dimensioned so as nct to allow
storage into an illega! address from the hash addressing formula. Eecause
scatter storage can be wasteful, 2 second table, the cverflow table, was set
up for in-core use. The overfiow table is actualiy the primary recipient for
storage of the cut sets when the load factor of the hash table has been
reached. Its size can be easily modified to adjust for computer installation
resources.

[RS]
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In the event that the overflow tabie becomes full, a third table is
establisnhed on disk. This table is maneuvered by the use of Record ilanager
word addressable files and can be as large as the computer system mass storage
media allows. The cbvious advantage of using disk is the tremendous increase
in storage capacity. The cnly disadvantage is the penalty paid for access
times involved. Probliems associated with disk access timing were substan-
tially reduced when the input data file was partitioned. This technique
allowed the fault tres prcblem tc be reduced by at least cne level of magni-
tude, so far as storage requirements were concerned, because the hash tabie
and the overflow table could then be reinitielized at the changing partitions.

The structure of the overflow table and the disc table is such that a
Tinear search is never performed. Instead, each stored record contains a
pointer to another location in the event that there is a collision and the
stored record does not match the new record. Two benefits are derived from
this technique:

e No storage Tocations in either tablie are wasted due to a scatter storage
algorithm.

o Linear searching techniques are abolished and replaced by keyed addresses
from record to record.

Another feature used in the storage scheme was that of word packing. The
benefits are obvious and the computing time used to pack or unpack words is
insignificant. The subroutine UNPACK 1is used by WEED to unpack the cut set
sequences.

Subroutine TABLES is the last to be used by the nashing options avail-
able. In fact, it is used as a separate option to list the contents of the
hash table. The routine is included so that vossibly more efficient alger-
ithms could be explored in the event that the one in RAFT is deemed jneffi-
cient for a large class of fault tree problems.

(9%}
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4.3 CALCULATIGNAL DEPENDENCY

a) Humber of events per cut set sequence, EVENTS<10.

b)  Number of events per fault tree, INPUT<500.

c) Output line printer 1limit per cut set, LIMIT<37.

d)  Number of release fractions per event, ITEMS<4.

e} Size of the hash table must be 5000 vords.

f)  The length of COMMON/FIXED/ must not deviate from 512 words.

g) Tne input data file must be partiticned when hashing options
are employed.

h) The "DO LOOPS" in subroutine SPEED should always be equal to the
maximum allowable number of events per cut set.

1) Input cut set data files are limited by mass storage rescurces when

hashing. No Timit when not hashing.

i) Input cut set data records are read in binary form in blocks of 100
cut set sequences when the input media is magnetic tape or disk.

k)  The maximum integer word size for packed storage is computed as
follows:

Packed word = {[INDICE(4)*512+INDICE(3)]*5]2+INDICE(2)}*512+INDICE(1)
:6.724*101‘O where, INDICE represents the subscripts for events

identifying the sequence.

1)  The size of the overflow table, BMPTAB(SIZE), can be adjusted by
the user. Two changes need to be made if a modification is
required.

e The dimension, SIZE, of the variable BMPTAB needs to be
updated.

e The variable SIZL in the main program must be equai to the

A0

dimension of BMPTAB.



Currently SIZE=40000 in the code, however, a nominal SIZE can be computed

by-the following algorithm:

SIZEZS*NCS, where Ncs = maximum number of expected unique cut sets

from the largest partition.

MACHINE DEPENDENCY

a)

b)

~—

Record Manager is used throughout for word addressable storage
and retrieval from mass storage devices.

tnd-of-file routines are used to detect status conditions.

Remaining items concerning machine dependency are imbedded within
the NAMELIST package. If they are too restrictive, the NAMELIST
package could be easily removed and replaced by an installation
supplied version of NAMELIST.

Program variables are limited to a maximum of three subscripts.
Dynamic dimensioning is used extensively.

ENCODE/DECGBE are used tnroughout NAMELIST.

NAMELIST Parameter names can use up to seven characters.
Machine words are designed to admit 10 characters or 60 bits.
Input is lTimited to 80 character records.

Hollerith input must be delimited by apostrophe marks.

Variabie data FORMATS are cefined for CYBER systems.

The LOCF system routine is used to access relative locations
of program variables.

Full word boundaries are assumed for ail implicit data types.



The RAFT code uses the following files when executed on the CYEER 74
computer:

Logical Unit Use

5 Input data records
6 Qutput Tine printer
7 Magnetic tape or disk for maintaining cut set

sequences Tor input to RAFT
1 Disk file used for ranking output cut sets

11 Disk file used for stering cut set records when hashing

4.6 CASE REQUIREMENTS

Blank COMMON consumes 51,118 words of memory.
Named COMMON consumes 10,183 words of memory.
Named COMMON wjthin NAMELIST consumes 502 words of memory.

With current dimensicns, the code requires 240K octal words to load.
This includes the code, systems routines and functions, and a nominal 2,000
octal word internal buffer for each of the logical devices.

4.7 TIMING

Execution times are as varied as the problem and options specified.
Some examples are as follows:

Case A) Assume the following dimensions and input conditions:
1. BMPTAB(SIZE), SIZE=12,500 words.

2. HSHING-'YES'; hashing scheme is activated.

w

The input data file contains 300 to 500 cut set secuences.

4. LIMIT=25; sub-cut set print limit.

o



Number of release fractions per event averages about two.
CUTOFA=0., and CUTOFF=0.; no existing threshoid definition.
MODIFY="YES'; cut set prcbabilities are recomputed.
MAXWRT=2000; &all unique cut sets will be disposed to the
output file.

READ='YES*®, PRINT='YES'; event descriptions will be
included.

These input conditions are representative of a small fault tree where the
analyst might be interssted in all the release fraction sequences. This is a
typical problem for a sensitivity study in which the cut set probabilities are
being varied to define a range, or envelope, of the projected consequences.

One case of this type would use approximately 30 seconds of computing

time.

Case B) Assume the following dimensions and input conditions:

no
.

BMPTAB(SIZE), SIZE=40,000 words.
HSHING='YES'; hashing scheme is activated.

The input data file contains approximately 10,000 cut set
sequences.

Limit=10; sub-cut set print limit.

hNumber of release fractions per event averages between
2 and 3.

CUTOFA=0., and CUTOFF>0 in order to minimize stacking.
MODIFY="NO'; cut set probabilities are considered sufficient.

MAXWRT=1C0; the output print file is limited to the most
dominant cut sets.

READ='YES', PRINT='YES'; event descriptions will be
included.

[F9]
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he above conditions are representative of a moderately sized fault tree
with a sufficiently well defined set of probabilities. The overflow table
dimension is set to allow for an efficient storage of cut set records and the
output print file is limited to 100 of the most dominant cut sets. For welil-
constructed fault trees, MAXWRT=100 is usually sufficient in order to have
selected cut sets contributing cver 90% of the total risk measure.

A problem of this type can be executed within two to four minutes machine
time depending heavily upon the collision rate within the hashing scheme.
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This version of the NAMELIST input package was developed specifically
for RAFT. Certain qualities were built into it which allow for some degrez
of quality assurance. The package was designed to be used as an independent
entity within other codes with as Tittle effort as possible for inclusion
or omission.

Because of the voluminous aspects of fault tree problems, a loader
similar to NAMELIST is desirabie, provided it can be tailored to satisTy
the problem. Therefore, the package was written as a set of FORTRAN sub-
routines with no reliance upon the compiler NAMELIST statement. This means
that the NAMELIST table is constructed at execution time rather than at
compilation time.

It would not have been difficult to create the package using the
NAMELIST command statement; however, each computer's operating system con-
tains different anomalies and modification is normally unavailable to the

programmer.

The omission of the MAMELIST statement does, however, cause some incon-
venience for the programmer. It now becomes necessary to link the package
by the use of a LOAD subroutine in order to construct the NAMELIST table.
This inconvenience is not so severe as it may suggest. Once some control
parameters are supplied via the main program, the versatility of the package
becomes quite obvious. Furthermore, constructicon of the table at execution
time allcows the programmer to detect and trap error cenditions under pro-
gram control. This is not always avaiiable with systems supplied NAMELIST
loaders.

Comprenensive error diagnostics are built into the package, the pur-
pose of which is twofold:

. If possible, supply the user with diagnostics indicating the trouble

area.

2. Except for extreme conditions, allow for the continuance o

ary
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The construction of the NAMELIST table at execution time allows ancther
very important feature. Namely, the table can be expanded or contracted
with the use of program control parameters rather than the necessary recom-
pilation of the code. This feature is weil suited to accommodate problems
where it becomes necessary tc change loading patterns in the same execution,
change variable dimensions in subsequent runs, or completely alter the
input parameters in chained programs.

The package, although deveioped on a CYBER, is actually general pur-
pose. There are only five items inherent to it which would require change
in order to convert to another computer:

1. The LOCF system function for retrieving program variable addrasses
must be available in some aiternative form.

2. ENCODE/DECODE statements would need altering.

3. Variable FORMAT data statements need to be adjusted to the host
machine.

T
i

$a

he number of characters per machine word (currently i0) would need
to be taken into account.

5. Word boundaries must be considered in order to cuarantee proper word
storage in the event that variables defined as bytes were used.

LINKAGE

Only two program mcdules are used in order to provide the NAMELIST
linkage. The main program and an associated loading suoroutine. If we
assume the two modules are represented by MAIN and LOAD, we can illustrate
a typical linkage pattern by the following:



PROGRAM MAIN(INPUT,OUT=UTS TAPE5=IVPUT,TAPE&:OUTPUT)
COMMON NEWOLD (2) s IN, OUT»STATUS.TABLE(@Z)9FIELD
INTEGER OUTsSTATUSTABLEFIELD
FIELD=80
NEWOLD (1) s"NEW®
NEWOLD (Z2) =M QLD
IN=5
oUT=6
STATUS=NEWOLD (1)
BEGINNING OF NEW CAse,
100 CALL LOADRETURNS(T77T)
"
n
"

REMAINING HOST PROGRAM LOGIC,

OO OOO 0 ©

GO To 100

7777 sTOP
END
SUBROUTINE LOADSRETURNS (INUIT)
COMMON NEWOLD(2) 9 INyOUToSTATUS,TABLE (62)FIELD
INTEGER OUTySTATUS,TABLE#P IELD
COMMON TYRE,ZTITLE(B,y2),L0T(100,10)5ZDZSDS(545425)+P0WER(3,3),4Q(8)
LLOGICAL TYPE
COMPLEX POWER
DOUBLE PRECISION @
TABLE (DIM) 9DIM,GE s (T« (NUMHER OF NAMTAS ENTRIES))
CALL NEWTAB("NEW") MEANS INITIALIZE START OF NEw NAMELIST TASLE,
CALL NEWTAB (nOLD") MEANS RETAIN OLD TABLE AND/OR

ADD NEW NAMELIST PARAMETERS AND/OR
MODIFY DaMENSIONS oF EXIsTINb NAMELIST PARAMETERS»
EQUIVALENCE (DOUBLEvQ(l)!-(COMPLX,POWER(I i
IMPLICIT TYPE=1=zLOGICAL OR ALPHANUYMERIC
IMPLICIT TYPE=2x=INTEGED
IMPLICIT TYPE=3=REAL
IMPLICIT TYPE=4=DOUBLE PRECISION
IMPLICIT TYPE=S=COMPLEX
IF(STATUS NE NEWOLD (1)) GN TO 100
CALL NEWTAB(STATUS)
CALL NAMTAB(TYPE,"TYPEN,190+040904TABLE)
CALL NAMTAB(TITLE»"TITLE"+1+2+892+0»TASLE)
CALL NAMTAB (LOT,"LOT",2,29100,1040,TABLE)
CALL NAMTAB(ZDZSDS+"ZD2S0S" 43434645425+ TABLE)
CALL NAMTAB(COMPLX"#POWER" 95429313909 TABLE)
CALL NAMTAB(DOUBLE 1" ,649419840y09TABLE)
100 CALL READ(INsOUTFIELD,"RAFT"yTABLE) yRETURNS(200)
RETURN
200 RETURN IQUIT

END

OO0 0 OO0
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The MAIN program is set up tc illustrate the simplest of structure.
The NAMELIST control parameters (NEWOLD, IN, CUT, STATUS, FIELD) have been
identified prior to case execution Togic. They are described as follows:

NEWOLD(I),I=1,2 must be preset to the words 'NEW' and 'OLD', respectively.
They represent the two meanings that STATUS can assume.

STATUS 1is the decision flag which signals the initialization or continuance
of the NAMELIST table. When STATUS=NEWOLD{1), a new table is assumed,
and the appropriate calls to NEWTAB and NAMTAB must be made to con-
struct the table. If STATUS=NEWOLD(2), the code assumes the table has
besn constructed and there is no further necessity to reconstiruct or
modify its parameters for subsequent case execution.

IN and OUT define the input and output logical units, respectively.

FIELD defines the highest numbered column on the input record which is
assumed active. Any remaining columns are ignored by NAMELIST and
may be used at the discretion of the analyst.

Three subroutines are critical for the use of the package: NEWTAB,
NAMTAB, and READ. The use and purpose of each is discussed in the following
paragraphs.

NEWTAB sets up internal NAMELIST commands which signai the initialization
of a new table. It must be called at least cnce with STATUS=NEWOLD(1)
if NAMELIST is to be used. The argument, STATUS, is returned as
STATUS=NEWOLD(2) each time NEWTAB is called.

NAMTAB is the subroutine which constructs the NAMELIST table. This routine
must be cailed for each variable which is to be used as a NAMELIST
input parameter. It performs the same function as the FORTRAN NAMELIST
statement, excent that the tabie is constructed at execution time.
NAMTAB uses eight arguments in order to construct the table.

Argument 1/This is the host programs' mneumonic name (or similarly EQUIVA-
LENCED variable) which is used for input storage.

Argument 2/The second argument defines {in holierith notation) the name

selected by the aralyst which is to be puncned on the iaput card t



identify data. Tne argument need not be the same name as the first
argument but simply identifiess a cross-reference of input card name

to program variabie.

Argument 3/This argument identifies the implicit type of the parameter. It
can assume values which range from one to five, inclusive. The integer
value chosen assumes the following definitions:

The parameter is either type LOGICAL or hollerith.
The parameter is type INTEGER.

The parametar is type DOUBLE PRECISION.

1

2

3. The parameter is type REAL.

4

5. The parameter is type COMPLEX.

Argument 4/Identifies the number of subscripted indices the variable con-
tains. Currently the value chosen must be in the range zero to three,
inclusive.

Arguments 5, 6, 7/These arguments specify the first, second, and third
dimensions of subscripted parameters, respectively. Zero is used if
no subscript is implied.

Argument 8/The last argument, TABLE, represents an array which contains the
NAMELIST table. It must be contained by the host program and is dimen-
sioned by at least seven times the number of calls to NAMTAB.

READ 1is the subroutine which loads data from the input records. It is
called to Toad data for each new case. It contains five arguments
and & RETURNS statement. Arguments 1, 2, 3, and 5 (IN, QUT, FIELD,
and TABLE, respectively) have already been discussed. The fourtn
argument is the NAMELIST group name (in hollerith form). The RETURNS
statement is used to trap end-of-file status when reading input
records. It is shown in subroutine LOAD as a means of returning con-
trol to the MAIN program in the event no further processing is
reguired.

£
n



Once the linkage has been programmed, the NAMELIST package may te used

freely as if a systems installation package was suppiied. However, this

package contains a few added Teatures which are not aiways available. They
are listed here to ililustrate some additional flexibility:

a)

o [te]
~ ~ —

—.

NAMELIST group names and input parameter names may contain up to seven
characters.

Blanks may be used as data delimiters; however, they may not be inbedded
in names in vicolation of NAMELIST ruies.

Hollerith input is allowed so lcong as it is delimited by apostrophes.
String loading is aliowed on all input forms.

Comments are allowed in the input stream by using either a "C" or an
"*" 9n column one. The entire input record is considered a nonloading
field and is virtually ignored.

The active record field length is completely flexible and adjustable
through input.

Error diagnostics are supplied to _the user in the event of anv anomaly.
Program dimensions can never be exceeded via irput demands.

Dynamic table length and variable dimensions are allowed through sub-
sequent case execution.

Any illegal load or invalid parameter name is nullified.
Error status is trapped for host program controi.

A1l formal NAMELIST ruies are recognized so that data sets never need
to be updated for use with this package.

The NAMELIST package will icad into approximately 4,300 octal words of

memory. This excludes the LOAD routine and the size of the variable TABLE
used to contain the NAMELIST table. Loadirg is accomplished in approximately

the same speed as would be required through a supplied systems package.

Except for the requirec linkage pattern, the package is written in

closed form so that the user need not be concerned with its interacting

functions.
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APPENDIX B







This cross-reference table provides a paged and alphabetized Tisting
of the entire content of the RAFT code. The left most column represents
a program variapie, subroutine name, or system routine name or library.
The remaining columns represent the subroutines with which they reside,

similar to a compiler reference map.
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