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ABSTRACT 

Specifications are given which are necessary to develop a 
three-dimensional numerical model capable of simulating regional 
mass transport of radionuclides from a deep waste repository. 
The model to be developed will include all of the significant 
mass transport processes including flow, chemical, and thermal 
advection, mechanical dispersion, molecular diffusion, ion ex
change reactions, and radioactive decay. The model specifications 
also include that density and viscosity fluid properties be 
functions of pressure, temperature, and concentration and take 
into account fluid and geologic heterogenieties by allowing 
possible assignment of individual values to every block of the 
model. The model specifications furthermore include the repos
itory shape, input/output information, boundary conditions, and 
the need for documentation and a user's manual. Model code 
validation can be accomplished with the included known analytical 
or laboratory solutions. 

It is recommended that an existing finite-difference model 
(developed by INTERCOMP and INTERA, Inc.) be used as a starting 
point either as an acceptable basic code for modification or as 
a pattern for the development of a completely different numerical 
scheme. 

A ten-step plan is given to outline the general proceedure 
for development of the code. 
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INTRODUCTION 

The purpose of this report is to outline the specifications 
for a three-dimensional numerical model capable of simulating 
regional mass transport of radionuclides from a deep waste repos
itory. In this respect, an inventory of available models and 
their capabilities was assembled and numerous interviews were 
conducted with those researchers most familiar with writing 
specifications. The results of the model inventory showed that 
there are in existance several numerical models that are very closely 
related to the model for which this report is written. The results 
of the specifications writing interviews was very enlightening by 
the discovered fact that detailed specifications writing is rare. 
The common type of specifications involves only a brief description 
(no longer than a few paragraphs in length) describing what the 
finished program should do. The code developer works with the 
client by an iterative process and the model evolves into the 
finished product when the client gets what he wants. On occasion, 
more formal specifications evolve when not only a description of 
what the model should do is given, but also such items as related 
equations and assumptions are presented, input and output informa
tion is outlined, and the computer equipment to be used is specified. 

Specifically, our task is to give a description of what the 
model is and what it should do, outline the pertinent equations, 
discuss the general numerical technique to be used, specify the types 
of output the model should have, give guidance on documentation needs, 
and point out a selection of known solutions to check on the validity 
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of the code to be developed. Unlimited computer size, equipment and 
CPU time were assumed in the development of the specifications. 

Basically, we are going to follow the somewhat more formal 
specifications proceedure here. As it turns out, the specifications 
will contain more detail than one would normally expect since an 
existing numerical model is available from which to start in the 
development of the model specified herein. 

Our research of the literature and available clearinghouses 
on numerical models [see Prickett et al., 1980) indicated that 
several three-dimensional models exist, all of which had various 
components directly applicable to the mass transport of radionuclides 
problem at hand. One particular finite-difference model developed 
by INTERCOMP, 1976, and later modified b^ INTERA, 1979, has the 
majority of the features desired for this report problem. The 
INTERCOHP/INTERA model has flow, concentration, and thermal balances 
including fluid property dependence on temperature, viscosity, and 
density. Furthermore their model includes equilibrium and rate 
controlled reactions for the inclusion of ion-exchange and radio
active decay mechanisms. 

The specifications contained in this report require that the 
code developer start with the INTERCOMP/INTERA model, strip away 
unneeded parts and install new sections as required. We see no 
need to start completely from scratch. 

The documentation for the INTERCOMP/INTERA model is given in 
Appendices A and B for inspection. It contains the basic flow, 
solute, and energy equations, the subsidiary fluid property equations, 
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the numerical schemes for solution, comparative model validation 
solutions, and two typical model runs as examples of input and 
output specifications. We are hopeful that these documents will 
serve two purposes. First, we are hopeful that their code can be 
modified according to the specifications of this report and that 
the numerical scheme will suffice for our purposes. In this way, 
the development of the code will progress rapidly since much of 
the work has been done. Our only concern here is whether their 
numerical scheme (finite-difference centered in time and space) 
can be satisfactorily modified to regional transport problems 
considering stability, convergence, and overshoot. We believe 
these problems are surmountable but there may be unforseen problems 
that would preclude its use. If this becomes the case, then the 
second purpose of referring to the INTERCOMP/INTERA model becomes 
using it as an example of equations, parameters list, output speci
fications, validation data, and what a user's manual might look like. 
These documents could be followed in proceedure. Only the numerical 
scheme for equation solution would be different. We shall proceed 
herein on the basis that convergence, stability, and overshoot can 
be controlled within the framework of the finite-difference scheme 
of the INTERCOMP/INTERA model. 

The remainder of this specifications report first includes a 
word description of the problem to be solved and generally what 
will be required of the developed code. Then the equations to be 
modeled will be given. Kext a brief dijcussion of numerical schemes 
will be given and die INTERCCMP/INTERA finite-difference scheme 
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and code introduced. This will be followed by more specific instruc
tions for the development of the code including input/output informa
tion and the two English and SIU unit systems to be coded. A dis
cussion will be given on the validation of the code via comparison 
with analytical formula and laboratory/other computer solutions. 
Finally, a summary will be given as a specification on the likely 
proceedures to be used to develop the model from beginning to end. 
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WORD DESCRIPTION OF MODEL 
AND WHAT IT SHOULD DO 

The purpose of the code will be to model three-dimensional 
mass transport of radionuclides from a waste repository placed 
in a deep geologic unit such that several site and repository 
characteristic alternatives may be evaluated. To this extent, 
the model must take into account all of the significant mass 
transport processes including chemical and thermal advection, 
mechanical dispersion, molecular diffusion, ion-exchange reaction, 
and radioactive decay. 

The model must also be transient, include density and vis
cosity fluid properties as functions of pressure, temperature, 
and concentration, and take into account fluid and geologic hetero
geneities by allowing possible assignment of individual values to 
every block of the model. 

Contaminant may adsorb on rock surfaces or decay according to 
a first-order reaction. The adsorption can be described by a linear 
adsorption isotherm function of rock type. Only single phase flow 
will be modeled. 

The model should include possible source and sink functions 
firstly related to an idealized (slab shape) repository with given 
length, width, and depth, and secondly to possible vertical wells 
of given penetration, diameter, and depth. The external boundary 
conditions should be assignable constant or gradient controlled 
flux, or constant potential. 

The input to the model will be absolute values of initial 
conditions of all parameters on e^ry block of the model including 
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internal sources and sinks and external boundaries. Input data 
should allow entry of either English or SIU units. The output 
of the model will be time related pressure, concentration, temper
ature distributions in the form of line printer tables of distri
bution values, contour maps of selected cross sections, mass 
balances on the total model and other selected portions of the 
model, and suitable convergence and stability data to establish 
the accuracy and credability of the results. 

The model should be documented in the form of liberal comment 
cards within the code and the preparation of a user's manual con
taining the theory, numerical scheme, validation runs, and a typical 
evaluation of a repository site. The documentation should be ade
quate to allow knowledgable scientists to operate the model, under
stand the model, and have confidence in its results. 
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EQUATIONS TO BE MODELED 

The basic coupled equations to be modeled will include 
firstly an expression concerning conservation of fluid mass, 
secondly an equation related to the conservation of energy, and 
finally a statement regarding the conservation of mass of a speci
fic contaminant flowing in the system of concern. Subsidiary 
system equations should include fluid and chemical property de
pendence on pressure, temperature, and concentration. 

Assumptions 
Basic assumptions that have been made in this specifications 

report and how they pertain to the radionuclide transport conditions 
of regional flow are: 

1) Three-dimensional, transient, and laminar flow. 
2) Fluid density is a function of pressure, temperature, 

and concentration. 
3) Fluid viscosity is a function of temperature and concentra

tion. 
4] Flow is miscihle. 
5) Aquifer and aquitard properties vary ri;th position including 

porosity, permeability, thickness, elevttion, specific 
storage, and dispersivity. 

6). Hydrodynamic dispersion is described as a function of 
fluid velocity. 

7) Boundary conditions allow natural water movement in the 
aquifer, heat losses to the adjacent formations, the 
location of wells (either pumping or injecting), the 
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conditions of no flow and/or constant pressures, 
and, as a minimum, an ideal shaped repository of 
uniform width, depth, and length, 

8) The energy equation can be described as enthalpy in 
minus enthalpy out equals change in interval energy 
of the system. In this respect kinetic and potential 
energy are neglected. 

9) Chemical processes include ion-exchange reactions that 
are either equilibrium controlled or irreversible rate 
controlled. Radioactive species disappear by a first-
order, irreversible reaction. 

10) Chemical processes are further assumed to be according 
to linear isotherms. 

11) Radioactive species decay by a first-order irreversible 
rate reaction independent of temperature or pressure. 

12) Flow is single phase. 
13) Electrical and/or mechanical friction forces are neglected 

that might force any porous medium to behave as a semi
permeable membrane. 

Basic Equations 
The definition of the three basic flow, material balance, and 

energy considerations use a cartesian coordinate system. The basic 
flow equation is*: 

V • ̂  (Vp - pgVz) -q' = gf (ep) (1) 

*See List of Symbols for definition of terms. 
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The material balance for the solute concentration is: 
V . (p c i (vp - pgvz)) + V • (pO) • VC - q'C » |^ (peC) + p(CHEM) 
where CHEM equals 

n

 5 C 

D b 6 t E ^ n n=l 
MeC + PbC) 

Equilibrium 
Controlled 
Inn Exchange 
Reaction 

s Chemical 
Rate Controlled 

Reactions 
Radioactive 

Decay 

If one introduces a so called ion-sxchange distribution 
coefficient Krf = C/C for linear isotherm type reaction intc 
the above equation, then 

V • (p C - (V p -pgVz}) + V • (pD) • VC - q'C = 

^ CpeCCl + ̂ ) . ) + *pe(1 + ̂ ) - e p n h n (.2) 

The dependence of K. upon temperature and concentration may be 
specified later. The R n term denotes all other possible rate 
controlled chemical reactions occurring within the pore space, 
including both homogeneous (liquid-liquid) and heterogeneous 
(liquid-solid) reactions. Homogeneous reactions could include 
ion-complex dissociation and formation, and heterogeneous re
actions could include precipitation-dissolution, and ion exchange. 
The energy balance for the solid/fluid matrix is: 

k V • (pH £(Vp - pgVz)) + V • K • V T - q ] - q1 

fe{«pM0-O(PbCR)T} (3) 
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Equations 1, 2, and 3 form a nonlinear system of coupled partial 
differential equations. The fluid and chemical reaction functions 
are as follows. 

Density of the fluid may be expressed as a function of temper
ature, pressure, and concentrations as follows: 

p(C,T,p) = a C + a T + a p (4) 
3 2 1 

The "a" coefficients can be specified via field data, laboratory 
determinations, or from theoretical considerations such as thermal 
expansion and aquifer and solute compressibility coefficients. 

Viscosity should be expressed as a function temperature and 
concentration of the solute. Viscosity dependency upon pressure 
is neglected. Although there are several models one might use for 
the viscosity variances, we. shall specify the same model, but 
slightly modified, as used by- tNTERCOMP, 1976 as- follows: 

u(T,C] = u a e ^ C G T " T j (5) 

where u 0 is the fluid viscosity at some reference temperature, T 0 

and a,, is a function of concentration only, a,, can be determined 
from laboratory experiments. 

The distribution coefficient, K^ may be a function of 
temperature and concentration. A suitable model might be that 
K. = CT /C where d and b are coefficients that would be expected 
to depend on the solute species and the nature of the porous medium. 
At this time we choose to point this out and leave Equation 2 in its 
present form with KJ being a constant. In the event that one would 
like to make K. a function of temperature and concentration, the 
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expression for K d must be differentiated and its parts inserted 
into Equation 2. 

The boundary and initial conditions that are tc be included 
are 1) external (periphery of the model) conditions of constant 
pressure, temperature, or concentration and constant fluid flow 
or energy flux; 2) the capability of inserting a pumping or in
jecting well of specified diameter and penetration; and 3) the 
capability of modeling an idealized version of the repository 
shape width, height and length — the model also including a 
capability of an infinitesimal small size such that repository 
approximations of a point, line, surface, and volume geometry 
may be composed. 

The radioactive decay products present an example where 
first-order irreversible rate reaction occurs. This reaction is 
the radioactive decay of the adsorbed or dissolved species. 
Although radioactive decay is included in Equation 2, we are 
not specifying that all of the daughter products be modeled as 
illustrated in the M E R A report by Dillon et al., 1979. 
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SPECIFICATIONS FOR NUMERICAL SCHEME FOR EQUATION SOLUTION 

Available Numerical Schemes 
Many numerical techniques are available for obtaining an approxi

mate solution to the coupled partial differential equations given 
here as Equations 1, 2, and 3. INTERCOMP, 1976 outlines a three-
dimensional finite-difference technique for solutions of the reservoir 
equations for the conditions of flow, chemically m-reactive dispersing 
processes, and energy considerations. Ahlstrom et al., 1977, outline 
a three-dimensional'discrete-parcel-random-walk" (DPRW) model which 
includes constant density flow, reacting processes, and radioactive 
decay. This DPRW method is based upon a finite-difference formulation 
for the flow and a mass assigned particle mover analog. In a two-
dimensional sense, Konikow and Bredehoeft, 1978, outline a finite-
difference model using the method of characteristics (MOC) to solve 
for a constant density flow with mechanical dispersion of conserva
tive solutes without radioactive decay. 

Mercer and Pinder, 1975, outline a finite-element model of two-
dimensional single-phase heat transport which outlines the peculiar
ities of the process. Peaceman, 1977, outlines numerous fundamentals 
of numerical reservoir simulation. Pickens and Lennox, 1976, outline a 
finite-element technique for studying either conservative or non-
conservative mass transport in a constant density-steady-state 
regime including dispersion. Faust and Mercer, 1976, outline various 
finite-element and finite-difference schemes for studying geothermal 
applications. 
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1NTERC0MP/INTERA Finite-Difference Schemes 
Of prime importance in the specifications of this report 

is the updated version of the INTERCOHP, 1976 report. This 
revision (see INTERA, 1979) contains most of the processes and 
boundary conditions outlined for this specifications report, 
In particular, the INTERA, 1979 report outlines a three-dimen
sional finite-difference solution to Equation 1, 2, and 3 and 
their subsidiary equation of fluid property dependence on 
temperature, concentration, and pressure. The INTERA and INTER-
COMP reports should be companions to this report since many of 
their concepts are identical to those outlined herein. It should 
be pointed out, however, that INTERA and IWTERCOMP focus their 
attention on three-dimensional flow within a single aquifer and 
use "relative" temperatures, concentrations, and pressures in 
their approximating process. Such is not the case in the speci
fications herein. Absolute values of temperature, pressure, and 
concentration are specified here. In addition, multiple aquifers 
and aquitards layered over one another are specified herein. One 
item that is not specified here is the INTERCOMP model for an 
injecting well and the associated energy balance associated with it. 

Although the INTERCOHP/INTERA model is a finite-difference 
formulation that evidently works for their conditions, we are not 
specifying that the model to be developed herein be the same al
though one might realistically start from there. The possibilities 
of developing a finite-element code or other finite-difference codes 
are allowed so long as the model works. 
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Stability and convergence of the chosen numerical approximating 
scheme is of prime importance. The object of the approximations is 
to provide an estimate of the pressures, temperatures, and concentra
tions at time t 2 knowing the distribution at time t,. To be valid 
this estimate should be dose, in some sense, to the exact solution 
of the defined Equations 1, 2, and 3, which requires two conditions 
for the use of the approximations: stability and convergence. Let 
us call c (x,t) the computed solution and yCx.t] the exact solution 
of the equation. We set t - t = At. 

Definition of convergence. A finite-element or difference 
approximation is convergent if the difference between y(x.t) and 
c(x,t) tends to zero when Ax and At tend to zero, at given x and t. 

Definition of stability. When time varies, we compute c(.x,t + At) 
from c(x,t). This is an iterative process, which is valid if the 
difference between YCx,t) and c(x,t) is bounded in seme sense, when 
t + », for given Ax and At. If such a condition is verified, the 
approximation is stable. 

INTERCOMP, 1976, outlines their convergence and stability criteria 
for several spatial and time differencing forms. The centered in space 
and centered in time appears to be the best scheme to use for regional flow. 

In the event that a numerical approximating scheme other than 
the INTERCOHP/INTERA model is used, a complete testing and sensitivity 
analysis is specified herein to assure both convergence and stability 
as it relates primarily to numerical diffusivity. 

In summary, we are strongly suggesting that the numerical scheme 
of INTERCOMP/INTERA be used in this model. The specifications are 
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that the starting point for development of this model be the 
INTERCOMP/INTERA model and that unspecified items (injection 
well characteristics, and radial symmetry features, for in
stance) be removed and specified items (repository shape, ab
solute values of pressure, temperature, and concentration, 
documentation needs, and layered scenarios, for instance) be 
added. 

The INTERCOMP/INTERA model documentation (See Appendix A & B) 
serves as an initial flow chart of numerical sequences. Other than 
the added and subtracted features, the numerical sequences of this 
model will be the same as theirs. The use of the INTERCOMP/INTERA 
model as a beginning point should be a very cost effective mechanism 
for getting the model specified herein going. In the event that 
another numerical scheme is desired, the INTERCOMP/INTERA theory, 
documentation, analytical/computer checkout comparison, and output 
formats can serve as valuable guides to development of the code. 
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DEVELOPMENT OF CODE AND VALIDATION OF THE MODEL 

The model to be developed should be written for a particular 
audience.. We are specifying that the audience be a number of 
scientific orientated people in Lawrence Livermore Laboratory 
or be a number of people at other installations or contractors 
locations. In this respect, the code must be understandable only 
to a relatively small number of researchers. This does not say 
that one can ignore proper documentation. As a matter of fact, 
the documentation of the code and the development of a user's manual 
is outlined first in this section to emphasize its importance in 
developing a useable model. 

Model Documentation 
Model documentation of the three-dimensional model should be 

broken into the two parts of the code and the user's manual. Let 
us discuss the actual code documentation first. 

Code Documentation 
The documentation of the code, via comment cards, is very im

portant and we are specifying that this documentation be done "as 
the code is developed." Do not wait until the entire code is working 
and then document it. We are aware that documentation, in general, 
is a very boring and time consuming process. Nevertheless it must 
be done otherwise the end result is a nonuseable model — both to 
future users and even to the code author who eventually forgets. 
A good code documentation includes liberal use of comment cards. 
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Separate logical sections of the code and describe in a short 
sentence or two what is going on. The code should contain sub
routines that are headed by comment cards, main 00 loops should 
be commented, thpre should be a section listing all the definitions 
of the input parameters and their units, and comments made explain
ing all of the decision branches such that the code flow is apparent. 

Develop the attitude that good documentation pays off. Con
vince yourself of this fact by studying the documentation of the 
INTERCOMP/INTERA cede and finding insufficiently understood sections. 
Begin the code documentation by bringing up to understandable levels 
the INTERCOMP/INTERA code. Observe your own difficulties in doing 
this job and then make sure your modified code does not contain the 
same sort of missing explanations. 

User's Manual 
The preparation of a user's manual is specified herein. This 

manual should stand alone and, with a copy of the documented code, 
should enable an outside user to understand the theory, numerical 
schemes employed, how to enter data sets, and how to read the out
puts of the computer printouts. Furthermore, this manual should 
describe the computer equipment and their capacities necessary to 
run the model, should contain the comparisons between selected 
analytical solutions and those produced by the code, and an outline 
of all of the underlying assumptions used in developing and operating 
the model. Finally, there should be several examples of either 
hypothetical or field applications included in the manual to enhance 
credibility. 
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Credibility of the model is of prime importance. Are the 
answers right? The user's manual will contain the above items 
in detail and number to the extent that convincing evidence exists 
showing correctness of model results. A poorly documented code 
and user's manual is not conducive to a credible model. 
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OUTPUTS OF THE MODEL 

An adequate number of tables, water, energy, and mass 
balances, line printer contour maps, and individual block 
pressures, concentration and temperatures (initial values 
plus values with repeat to time) are specified. The nro-
ceedures and output formats can mainly be adaptations of 
the INTERCOMP/INTERA model. Additional output needed is 
specified as printout of repository shape and boundary 
conditions, additional mass and energy balances to depict 
conditions in specialized volumes within the model (as op
posed to a total model balance), mass or energy flow rate 
summations across or through specified areas or volumes any
where in the model, and a routine to produce either horizon
tal or vertical cross sections of any parameter specified as 
initial condition or produced as the model grid configuration 
values. 
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INPUTS TO THE MQDEL 

Parameters List 
A partial parameters list for this model can be fosind in the 

INTERCOMP/INTERA reports of Appendices A and B. The modifications 
necessary to these lists concern ridding their list of well bore 
model parameters, radial symmetry, and the free surface parameters. 
Additional data input to the model will be necessary to the model 
concerning the shape of the repository, the specialized mass and 
energy balances, the plotting routines to allow other than hori
zontal or vertical cross section co-linear with the coordinate 
axes, and the additional pressure, concentration, and temperature 
parameters necessary to map absolute values of concentrations. 

The initial conditions surrounding the repository is a subject 
of concern. Some ntechanixm must be developed for knitting repository 
details (local model) to the regional scenario. The initial conditions 
in the vicinity of the repository are to be modeled only as they 
relate to regional flow. Therefore, modeling the exact interface of 
the repository/geologic host unit contact is not part of these 
specifications. According to Prickett et al., 1980 there is a problem 
with modeling the repository as a point—both in flow and mass transport 
velocity distributions. It is likely that sharp fronts and step 
functions as initial condition inputs to the model [at the repository 
interface) would not be the proper way to model that source. Rather, 
a distribution of pressures, concentrations, and thermal-related 
conditions would be more representative of initial regional flow studies. 

As was pointed out by Prickett et al., 1980, the problem of 
knitting the local and regional analyses concerning the repository shape 
Itself must be studied further. The specifications herein will be to 
develop this knitting process and code the proper initial conditions 
scenario as Input data. 
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ANALYTICAL AND LABORATORY TESTS 
FOR CODE VALIDATION 

Many model tests should be run to make sure the computed 
results are correct by comparisons with known solutions. Many 
of these tests can be made by comparing the computer results with 
solutions obtained from analytical formulas or by laboratory tests. 
The INTERCOMP/INTERA reports contain several such comparisons for 
their model and these can be used, almost directly, for the checking 
of the validity of this specified code. Comments about these checks 
are given below in addition to several other possible comparisons to 
be made. 

Flow Model Tests 
INTERCQMP, 1976, (pages 4.10-4.16) gives the input data and 

solution for the pressure buildup around a fully penetrating injection 
well with constant rate injection into a uniform "constant parameter 
aquifer of nonchanging concentration and temperature. Particular 
attention should be given to the time-step choice and the pressures 
at the injecting node (and its relation to the diameter of the well 
— a specified condition of the report). 

While the above example will serve as a check on the pressure 
distribution in the x,y plan view, one needs a further check as flow 
might take place in the x,y, and z directions. The problem solution 
that can be used here was given by Prickett et al., 1980 (page 3$). 

In this situation, the input data involved a point sink located in 
the center of a aquifer 2000 meters in thickness with aquifer permeability 
being 4.72 x 10" 7 cm/sec and a storativity of 3.281 x 10" 5 mi" 1. The 
comparative parameters were head change per unit flow rate at various 
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x,y> and z positions distant from the point sink. A comparison of 
their results will test the code validity in the z direction. 

Concentration and Density Model Tests 
INTERCOMP (.pages 4.16-4.28) gives three analytical/computer 

comparisons for testing the validity of the concentration equation 
without ion exchange or radioactivity. These three solutions are 
to be used for validating the developed model of this report. Both 
radial flow and linear flow field solutions are given to check on 
the accuracy of the cross-produce terms of the diffusivity tensor. 

INTERCOMP (.pages 4.35-4.44} also compare a five-layer model 
representation of fresh water injection scheme into a laboratory 
saline miniaquifer. The purpose of this comparison was to check 
on the magnitude of numerical dispersion to see that it is imall. 
The laboratory model had a very low natural di'spersivity. Thus, 
a comparison with the numeric code model will reveal information 
about numerical dispersion. INTERCOMP made their comparison 
on the basis of their radial flow option. The specifications 
outlined in this report does not include such an option. There
fore, the laboratory model-code comparison will also reveal space 
descretizing limitations. 

Thermal Model Tests 
Two types of tests are available for checking the energy bal

ance calculations. First, INTERCOMP (.pp. 4.16-4.24) use the same 
solutions as mentioned above (concentration validation) to provide 
tha thermal check by redefinition of concentration terms into thermal 
terms. These comparisons however, do not check energy flow in the 
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vertical direction to overlying or underlying deposits. INTERCOMP, 
pages 4.30-4.34 give the needed model validity check for the z 
direction energy flow scenario. 

Ion Exchange and Radioactive Oecay 
Neither INTERCOMP nor INTERA give comparative solutions for 

flow with ion exchange or radioactive decay taking place — either 
one at a time or in combination with one another. The analytical 
solution to be used herein comes from an equation given by Voorhees 
and Prickett, 1979, where: 

' h n Vol /-(x-ut*)2 » 2 

where C(x,y,t) = Concentration of slug as function of x,y, and t 

r l .. 1.06387 x10' 2 C n Vol /-(x-ut*) 2 y 2 „f) 
c < W . t ) = myt*^T e xP\te*dT -4Ht^ " K 7 

t = Time 
R f = Retardation factor = 1 + K.p./e 

Vol = Gallons of pollutant in slug 
in = Aquifer thickness 

x,y = Distance either side of mean flow position 

* " Uj365 
L = Half-life of species 

d-,,dt = Longitudinal, transvers dispersivities 
C = Initial concentration of instantaneous appearing 

slug of pollutant placed at x and y equals zero, 
in mg/1 

u - Microscopic groundwater flow velocity parallel 
to x axis 
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For comparison purposes we assume the following basic 
coefficients applicable to Tables 1, 2, and 3: 

C Q • 2000 mg/1, u = 1 ft/day, d, = 4.5 ft, d t = 1.125 ft, 
Vol = 748 gallons, m « 1, t = 70 days 

Three tables are given on the following pages showing the concentration 
distribution for the special conditions of no radioactive decay and no 
ion exchange (R f = 1), ion exchange and no radioactive decay to the 
extent of R f = 2, and no ion exchange (R f = 1} with radioactive 
decay (half-life = 0.5 years). 

Tables 1, 2, and 3 may also be used to further check on the 
validity of the concentration/dispersivity model. 

Repository Geometry Tests 
The specifications for this model require that at least an 

idealized repository shape be simulated by a slab having length, 
width, and depth. The inclusion of this feature will allow compar
ison with past studies wherein repositories have been idealized 
with point and line sinks or sources. 

The specification on the repository further requires that the 
modeled repository be capable of either acting as a source or a sink 
for all Equations 1, 2, and 3. Furthermore, the model repository 
should have the capability of maintaining constant pressure, tempera
ture, and concentration. 

The solutions for change in head in the vicinity of point, line, 
area, and volume-shaped repositories given by Prickett et al., 1980, can 
provide a comparison of the repository shape. Figures and Tables 
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Table 1 
With R f = 1 and No Decay 

X y 
Distance Distance 

from Either Side of .. 
Origin Concentration Peak Concentration Concentration 

(ft) 
2.07 

(ft) fog/1) 
0 2.07 0 101.5 
3.5 3.02 3.5 97.20 
7 4.33 7 86.49 

10.5 6.09 10.5 71.21 
14 8.39 14 54.24 
17.5 11.34 17.5 38.22 
21 15.03 21 24.92 
24.5 19.54 24.5 15.03 
28 24,92 28 8.39 
31.5 31.16 31.5 4.33 
35 38.22 35 2.07 
38.5 45.98 38.5 .91 
42 54.24 42 .37 
45.5 62.75 45.5 .14 
49 71.21 49 .05 
52.5 79.25 52.5 .02 
56 86.49 
59.5 92.58 
63 97.20 
66.5 100.07 
70 101.05 
73.5 100.07 
77 97.20 
80.5 92.58 

etc. 
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Table 2 
With R. = 2 and No Decay 

x . y Distance Distance 
from Either Side of 

Origin Concentration Peak Concentration Concentration 
(ft) (mq/1) 

28.91 
(ft) (mq/1) 

0 
(mq/1) 
28.91 0 202.10 

3.5 41.84 3.5 186.98 
7 58.23 7 148.07 
10.5 77.94 10.5 100.36 
14 100.36 14 58.23 
17.5 124.30 17.5 28.91 
21 148.07 21 12.29 
24.5 169.66 24.5 4.47 
28 186.98 28 1.39 
31.5 198.21 31.5 .37 
35 202.10 35 .08 
38.5 198.21 38.5 .02 
42 186.98 
45.5 169.66 
49 148.07 
52.5 124.30 
55 100.36 
59.5 77.94 
63 58.23 
66.5 41.84 
70 28.91 
73.5 19.22 
77 12.29 
80.5 7.56 
84.0 4.47 
87.5 2.54 
91.0 1.39 
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Table 3 
With Half Life = 0.5 Years and R f = 1 

X y 
Distance Distance 
from Either Side of 

Origin Concentration Peak Concentration Concentration 
(ft) (n.g/1) 

1.59 
(ft) Ong/1) 

0 
(n.g/1) 
1.59 0 77.46 

3.5 2.32 3.5 74.51 
7.0 3.32 7.0 66.30 
10.5 4.66 10.5 54.58 
14.0 6.43 14.0 41.58 
17.5 8.69 17.5 29,30 
21.0 11.52 21.0 19.10 
24.5 14.98 24.5 11.52 
28.0 19.10 28.0 6.43 
31.5 23.89 31.5 3.32 
35.0 29.30 35.0 1.59 
38.5 35.24 38.5 0.70 
42.0 41.58 42.0 0.29 
45.5 48.10 45.5 0.11 
49.0 54.58 49.0 0.04 
52.5 60.75 52.5 0.01 
56.0 66.30 
59.5 70.97 
63.0 74.51 
66.5 76.71 
70.0 77.45 
73.5 76.71 
77.0 74.51 
80.5 70.97 
84.0 66.30 

28 



directly from Prickett et al., 1980, are given here to serve as 
definitions of the problem for constant flow, the input data, 
and the results. Figures 1 and 2 show the geometry and Tables 4 
and 5 give the input data and results. 
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Table 4. Computer Model Results for Various Repository Shapes (Asymmetric Model) 

Sequence Coordinate distance Hydraulic in meters conductivity 
XP y P Z D 1 n c m / s e c 

Upper and lower 
boundary position 

Time in meters 
in days B A 

Repository shape* 
per unit flow rate 

and change in head 
, in meters/(1/sec) 

number 
Coordinate distance Hydraulic 

in meters conductivity 
XP y P Z D 1 n c m / s e c 

Upper and lower 
boundary position 

Time in meters 
in days B A Point Line Area Volume 

1 10,000 100 0 4.72X10-7 365,000 1,000 1,000 .00834 .009480 .009482 .009472 
2 10,000 100 0 4.72xl0~7 365,000 500 500 .01040 .012270 .012280 .012270 
3 1,000 100 0 4.72xl0~5 300 200 100 .23860 .33260 .32720 .32191 
4 10,000 100 0 4.72X10-6 365,000 500 500 .84400 .86860 .86880 .86870 
5 5,000 100 0 4.72X10"7 365,000 1,000 1,000 1.0061 1.11880 1.11900 1.11840 
6 1,000 100 0 4.72xl0~5 365,000 200 100 3.6186 3.78490 3.73580 3.72500 
7 1,0 JO 100 0 4.72x10"5 365,000 200 100 3.9213 4.08760 4.0386 4.0278 
8 3,000 100 0 4.72X10"7 365,000 1,000 1,000 4.7453 5.19790 5.19910 5.19770 
9 2,000 100 . 0 4.72X10"7 365,000 1,000 1,000 9.6532 10.56940 10.57280 10.58070 
10 1,000 100 0 4.72xl0"73 ,650,000 10,000 10,000 15.4480 17.9460 17.9585 18.2323 

o, « 1,000 100 0 4.72X10"7 365,000 1,000 1,000 20.9852 23.8367 23.85410 24.09170 
~ 12 1,000 100 0 4.72X10"6 365,000 200 100 28.0023 29.6833 29.1868 29.0789 

13 1,000 100 0 4.72xl0~63 ,650,000 200 100 36.1859 37.8490 37.3579 37.2461 
14 1,000 100 0 4.72X10"7 365,000 200 100 146.9160 162.8239 159.6473 158.6269 
15 1,000 100 0 4.72xl0~73 ,650,000 200 100 280.2410 296.8327 291.8678 290.7893 
16 300 100 0 4.72xl0"73 ,650,000 200 100 421.4970 482.7085 477.4180 --
17 0 -1000 0 4.72xl0~73 ,650,000 10,000 10,000 15.5313 15.3633 15.2814 15.1177 
18 0 0 1000 4.72xl0"73 ,650,000 10,000 10,000 15.5313 15.3602 15.3599 17.8121 
19 1,000 0 0 4.72xl0"73 ,650,000 10,000 10,000 15.5313 18.0767 18.0767 17.8128 
20 500 100 0 4.72X10"7 365,000 1,000 1,000 38.5638 50.5847 50.7638 47.7035 
21 0 -500 0 4.72xl0"7 365,000 1,000 1,000 41.0097 39.6778 39.3422 38.1677 
22 0 -800 0 4.72X10"7 365,000 1,000 1,000 30.7759 30.3377 30.1456 29.7309 
23 0 -200 0 4.72X10"7 365,000 1,000 1,000 90.5320 76.8171 75.5081 66.6374 
24 0 -100 0 4.72X10"7 365,000 1,000 1,000 174.7815 117.1566 114.1117 88.4901 



Table 4. Concluded 

Upper and lower 
Coordinate distance Hydraulic boundary position 

Sequence In meters conductivity Time in meters 
number x y z_ in cm/sec 1n days B A Point 

Repository shape* and change In head 
per unit flow rate, 1n meters/(1/sec) 

Line Area Volume 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

300 0 
300 100 
0 -1000 
0 -10 
0 

1,000 
-1,000 

125 
125 
125 
0 

-25 
100 
100 
0 
5 
5 
0 

0 
0 
0 
o 
0 
o 
0 

1000 
1000 
1125 
1000 

4.72x10 
4.72x10 
4.72x10" 
4.72x10 
4.72x10 
4.72x10" 
4.72x10" 
4.72x10" 
4.72x10" 
4.72x10 
4.72x10 

" 7 

,-7 

r 7 

-7 

"7 
,-7 

365,000 
365,000 
365,000 
365,000 
365,000 

36. 
365,000 
365,000 
365,000 
365,000 
365,000 

1,000 
1,000 
1,000 
1,000 
1,000 
200 

1,000 
1,000 
1,000 
1,000 
1,000 

1,000 62 
1,000 59 
1,000 29 
1,000 1693 
1,000 681 
100 

1,000 
1,000 
1,000 
1,000 
1,000 

*L = 250 m, W = 10m, and D = 250 m, when appl icable S_ = 3.281xl0" 3m 

0047 
1642 
2830 
80 
091 
0005694 
9769 
8791 
8790 
6737 
,0321 
-1 

126.9282 
96.1902 
28.9325 
265.607 
207.254 

.00253612 
18.8123 
20.9809 
20.9808 
18.7487 
20.8311 

126.7049 
97.9269 
28.7523 
240.568 
195.710 

.0025162 
18.8222 
20.9810 
20.9815 
18.7493 
20.8311 

91.1571 
79.4568 
28.4167 
118.2191 
112.7033 

.0022373 
18.6719 
23.8502 
23.8509 
21.0656 
23.6304 



Table 5. Computer Model Results for Various Repository Shapes 
(Symnethcal Model) 

Coordinate distances Repository shape* and change in head 
Sequence in meters per unit flow rate in meters/O/sec) 
number XP *P ZP Point Line Area Volume 
36 0 900 0 29.6417 29.5469 29.5473 29.4534 
37 0 700 0 32.7893 32.6406 32.6412 32.4945 
38 0 500 0 41.0015 40.6434 40.6446 40.2966 
39 0 200 0 90.5249 85.8059 85.8190 81.7593 
40 0 100 0 174.7745 147.4298 147.4917 128.9628 
41 0 50 0 343.5274 228.2399 228.4749 . 173.8912 
42 5000 0 0 1.0034 1.0051 1.0051 1.0047 
43 3000 0 0 4.7493 4.7552 4.7553 4.7523 
44 2000 0 0 9.6541 9.6677 9.6677 9.6588 
45 1000 0 0 21.0321 21.1182 21.1182 21.0657 
45 550 0 0 36.0009 36.5391 36.5388 36.2429 
47 0 0 5000 1.0034 1.0030 1.0030 1.0047 
48 0 0 3000 4.7493 4.7463 4.7464 4.7523 
49 0 0 2000 9.6541 9.6452 9.6452 9.6588 
50 0 0 1000 21.0321 20.9809 20.9810 21.0657 
51 O 0 550 36.0009 35.7329 35.7326 36.2429 
52 0 0 250 73.2637 70.71819 70.71423 75.90547 
53 0 0 150 118.3480 108.2366 108.2205 129.72777 
54 150 0 0 118.3480 168.47071 168.2202 129.72777 
55 150 150 150 70.8651 70.61156 70.61224 70.64081 

*L = 250 m, W = 10 m, and D - 250 m, when applicable S g = 3.281x10" m' 

A * 1000 m, B = 1000 m, K = 4.72 x 10" 7an/sec, t = 365,000 days 
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SUMMARY AND SUGGESTED DEVELOPMENT PROCEDURES 

This section brings together most of the specifications into 
one list and is a suggestion on the order the code writer might 
proceed in developing the model. 

1) Obtain a tape of the INTERCOMP/INTERA model. The cost of 
this tape is about $500. 

2) Familiarize yourself with the code and get it up and run
ning on your computer, 

3) Investigate the stability, convergence and overshoot 
characteristics of their differencing schemes. Use 
typical grid and time intervals associated with regional 
r.iass transport and keep in mind that diffusion is likely 
to dominate over convection in the typical waste reposi
tory regional flow scenario. Therefore the traditional 
criticisms concerning finite-difference schemes (see 
Pinder, 1977) for mass transport are likely to be 
misleading. 

4) Based upon steps 1 through 3 make a decision as to whether 
to modify the INTERCOMP/INTERA model code or start from 
scratch or modify another model. 

5) The equations of the INTERCOMP/INTERA model are the ones 
that are to be modeled. Either use that model as a starting 
point or begin development of a new model by using either 
another available code or from scratch. In any case, the 
equations of INTERCOMP/INTERA form the basis for model 
development. 
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6) Strip away unnecessary components of the existing code 
that are not ptrts of these specifications. For example, 
if you choose the INTERCOMP/INTERA model, delete the well 
bora model, the radial symmetry functions, the aquifer 
influence functions, the water table feature, and any 
differencing scheme not applicable to regional flow, and 
any unnecessary matrix solution schemes. 

7) Add missing features specified herein but not a part of 
the existing code that you started with. If you choose 
the INTERCOMP/INTERA code to begin with you will have to 
add, for example, tha repository shape function, the ab
solute value concentration tracing feature, the multiple 
layered idea with energy transfer between all grid blocks, 
the printout of mass balances around special volumes of 
the model, the multi units feature, and better documentation 
If you choose to either start from scratch or use another 
model for modification, include all of the specified INTER
COMP/INTERA features plus the additional features specified 
herein. 

8) In any case, the model code validation should be made, as 
a minimum, using the all available comparisons given either 
in this report or as a part of the INTERCOMP.INTERA user's 
manual. 

9) Documentation of the code itself snould not be left to the 
end of the project.. Documentation of the code will be done 
as the work proceeds when the code developer is focusing 
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attention on the individual parts of the model. A review 
board should be set up to assure that the documentation is 
acceptable and is done in a timely fashion. 

10) The preparation of the user's manual terminates the code 
development project. All equations, theory, numerical 
schemes for descretizing and solution of the equations, 
validation runs, explanation of input/output parameters, 
operator's instruction and a typical regional flow problem 
will be explained in written form suitable for distribution 
to other researchers in a credible package. 
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LIST OF SYMBOLS 

Coefficients in density and viscosity equations 
Subscript for bulk density of rock 
Concentration of solute 
Concentration of species adsorbed on solid 
Diffusion coefficient, «u + molecular diffusion 
Subscript on distribution coefficient 
Naperian base 2.7182818 
Acceleration due to gravity 
Enthalpy 

Intrinsic permeability 
Longitudinal dispersivity subscript 
Aquifer thickness 
Counter in series 
Subscript for initial conditions 
Pressure 

Mass rate of production 
Mass rate per unit volume 
Rate of htat loss 
Temperature 
Time 

Internal energy 
Cartesian coordinates 
Dispersivity 
Porosity 
Density 

Viscosity or velocity 
Decay constant 
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1.0 ABSTRACT 

The model developed under this contract is a modified 
version of the deep well disposal model developed by MfBRCOMB 
Resource Development and Engineering, Inc., for the U.S. 
Geological Survey (A model for calculating effects of liquid 
waste disposal in deep saline aquifers). The model is a 
finite-difference numerical solution of the partial differential 
equations describing 

(1) single phase fluid flow in the aquifer, 
(2) energy transport by convection and conduction, and 
(3) contaminant transport dissolved in the fluid by 

convection and dispersion. 

Both the energy and the contaminant transports include 
molecular diffusion and hydrodynamics dispersion. 

The objective of the contract was to modify the original 
version of the model for more general applications. Some of 
the major features of the model are as follows; 

(1) Fluid density is permitted to be a function of 
fluid pressure, temperature and contaminant concentra
tion, the viscosity can be described as a function of 
pressure and temperature. 

(2) Aquifer heterogeneities in hydrological properties 
can be described on a numerical grid block basis. 

(3) Free water surface is permitted to exist in the 
aquifer for shallow ground water applications. 

{4) Contaminant may adsorb on rock surface or decay 
according to a first order reaction, The adsorption 
is described by a linear adsorption isotherm function 
of rock type in the aquifer. 
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(5) The model is extremely flexible in providing a 
wide choice of boundary conditions. These include 
natural flow in the aquifer, aquifer influence functions 
around the perimeter of the grid in recognition that 
the gridded region does not have no-flow boundaries, 
heat losses into the overlyincr impermeable strata, and 
the wellbore heat and pressure drop calculations coupled 
to the aquifer flow equations. 

(6) The model offers the option of selecting an itera
tive or direct solution technique, and selecting central 
or backward finite-difference approximations in both time 
and space. 

(7) Virtually any aquifer shape can be modeled by 
proper grid block description in three dimensions, in 
addition, the model is fully transient. 

The major limitation of the model arises using second-
order correct (central-difference) finite-difference approxi
mation in space. To avoid numerical oscillations in the 
solution, the user must restrict grid block and time step 
sizes depending upon the magnitude of the dispersivity. 
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2.0 INTRODUCTION 

During the fiscal year 1974-1975, the U.S. Geological 
Survey awarded a contract to INTERCOM? Resource Development 
and Engineering, inc./ to develop a three-dimensional tran
sient mathematical model which would accurately simulate the 
behavior of liquid waste injection into deep saline aquifers. 
The contract report and the model documentation are available 
from the National Technical Information Service {INTERCOM? 
Resource Development and Engineering, Inc., 1976). That 
development was performed by a former INTERCOMP subsidiary 
company, INTERA Environmental Consultants, Inc. The object
ive of this contract to XNTERA was to revise the deep well 
disposal model to provide some aojitional capabilities such 
as use of the model for shallow ground water conditions. 
include adsorption and radioactive decay of contaminant on 
rock surface. 

The basic model remains the same as developed under 
the previous contract. This model should be considered only 
as a revised version of the deep well disposal model. An 
understanding and proper use of this version will require 
this revision document as well as the original model develop
ment report and documentation. 

Section 3 of this report describes the fluid flow 
system and the physical laws applicable to the transport of 
momentum, energy and mass within the system. It includes 
the development of mathematical equations from these laws, 
numerical approximations of the partial differential equa
tions and basic asswnptions contained in the revised version 
of the model. 
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Section 4 lists user options available and basic model 
limitations. Efficient use of the model requires an under
standing of the manner in which the boundary conditions are 
handled. Proper simulation of the aquifer system includes 
selecting the appropriate sets of model options to describe 
the physical boundary conditions. 

Section 5 is the basic program user documentation. In
put data forms and the definitions of each of the variables 
are listed. User entered data errors that can be detected 
by the program are also listed in this section. 

This report does not include detailed descriptions of 
various boundary conditions available to a user, fluid 
property models used internally, numerical truncation errors 
associated with the use of the model, solution techniques 
and computer code organization. The user is referred instead 
to the original report (INTERCCMP Resource Development and 
Engineering, Inc., 1976) for a complete description of the 
above. 
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3.0 TECHNICAL APPROACH 

The numerical model developed under the contract is a 
modified version of the deep well disposal model calculat
ing transport of momentum, energy and a contaminant mass in 
a porous medium. The model consists basically of two parts: 
(1) a three-dimensional finite-difference aquifer model, and 
(2) a wellbore model relating surface pressure and enthalpy 
to aquifer pressure and enthalpy. The two models are coupled 
together, and are indistinguishable to the user. 

The deep well disposal aquifer model solves three 
coupled partial differential equations describing the 
behavior of a liquid phase injected into an aquifer system. 
The three differential equations are: 

(1) conservations of total liquid mass; 
(2) conservation of energy; and 
(3) conservation of the mass of a specific contaminant 

dissolved in the waste injection fluid. 

The first equation describes the three-dimensional 
Darcy flow of a single-phase liquid in a porous aquifer. The 
aquifer may be confined, or unconfined. A confined aquifer 
is bounded vertically by relatively impermeable rock. An 
unconfined aquifer implies presence of water table or free 
water surface in the aquifer. The density of the liquid 
phase can be a function of fluid pressure, temperature and 
contaminant concentration. The second equation describes 
the convection and dispersion of energy in a confined 
aquifer due to injection of a fluid of different temperature 
and pressure than the resident aquifer fluid. The third 
equation describes the convection and hydrodynamic disper
sion of a component in the aquifer system. The contaminating 
fluid may be of a different salinity, chemical composition 
or radioactivity. 
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The model offers the user flexibility to describe the 
aquifer system in a three-dimensional rectangular cartesian or 
a two-dimensional cylindrical grid system. The cylindrical 
coordinate system is well suited to single source interpre
tive or predictive calculations. 

Basic assumptions contained in the aquifer model are: 

(a) Fluid flow in the aquifer can be described by 
Darcy's law for flow through a porous medium. 

(b) Fluid density can be a function of pressure, 
temperature and contaminant concentration. Fluid 
viscosity can be a function of temperature and 
concentration. 

(c) The waste or contaminating fluid is totally miscible 
with the in-place fluid. 

(d) Hydrodynamic dispersion is described as a function 
of fluid velocity. 

te) The energy equation can be described as "enthalpy in 
- enthalpy out = change in internal energy of the 
system." This is rigorous except for kinetic and 
potential energy which have been neglected, 

(f) Water table conditions in an unconfined aquifer can 
be approximated by no capillarity and no residual 
water saturation (specific retention). 

{g) Contaminant reaction can be described by a first 1 
order reaction - similar to radioactive decay. 

(h) Contaminant adsorption on rock surface can be 
described by linear adsorption isotherms. 

(i) Aquifer properties vary with position-porosity, 
permeability, thickness, depth, specific heat and 
adsorption distribution coefficient. 

(j) Boundary conditions allow natural water movement in 
the aquifer, vertical recharge in the uppermost 
layer; heat losses to the adjacent formations, and 
the location of injection, withdrawals and obser
vation wells anywhere within the aquifer system. I 
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The wellbore model provides the boundary conditions for 
the reservoir model. The reservoir model calculates pressure, 
temperature and contaminant concentrations at the numerical 
grid block centers. However, th* grid block centers may not 
correspond to the physical boundary conditions specification 
points. Energy losses or gains and fluid pressure difference 
between these points and the corresponding grid block centers 
are calculated by use of the wellbore model. Depending upon 
the wellbore model option selected, the model may calculate 
total fluid mass fluxes across horizontal grid block boundar
ies ani allocate the total flow rate between each vertical 
layer. The wellbore may refer to a physical well drilled 
from surface to the aquifer formation. In that case, the user 
may specify surface pressure and temperature conditions and 
the wellbore model will calculate the bottom-hole conditions 
that correspond to the boundary conditions for the reservoir 
model. 

3.1 Aquifer Model Equations 

Let x,y,2 be the coordinates in a Cartesian grid system, 
and let Z(x,y,z) be the depth of a point below a horizontal 
reference plane. The basic equation describing single-phase 
flow in a porous media results from a combination of the 
continuity equation 

V'pu q" = " J^UP) (3-1) 
Net Convection Source Accumulation 

and Darcy's lav? in three dimensions. 

U " -jf <VP " PgVZ). (3-2) 

Variable definitions are given in the nomenclature. 
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Combining the two equations above, one obtains the 
basic flow eouation 

7-H£ (7p - pg7Z) - q' = |_ (,tD). (3-3) 

The energy balance defined as (enthalpy in - enthalpy 
out = change in internal energy] is described by the energy 
equation 

V.(*p H(Vp - pgVZ)) + V-EH-VT 
Net energy 
convection 

Conduction Heat loss to 
surrounding strata 

q'H 
Enthalpy in 
with fluid 
source q* 

Energy in 
without fluid 

input 

J£ UpU + (l-«)(pC )RT1 

Accumulation 

(3-4) 

A material balance for the solute results in the 
concentration equation 

7*[pC- (Vp-pgVZ)] + V-pE -VC . u c 
Net convection Dispersion 

q'C 

Sources 

- A <f>pKeC 

Reaction/decay 
TCUPKeC) 
Accumulation 

(3-5) 
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where *eKaC = ipC + ( l - * )p e C (3-6) 
c 5 5 

ar:d rakes the apnroxir.ation 

l t ( * K e C ) = 5t (* p C ) + k [ ( W ) ^ s 1 (3-7' 
The eouilibrium adsorntion coefficient K is defined as 

e 
PB Kd K = 1 + - ~ (3-8) e 4 

where p R is the bulk density of the rock, and K, is the 
adsorption distribution coefficient. The above derivation 
i s analogous to that given by Grove (1977). 

The system of equations 3, i, and 5 alov.g with 
the fluid property dependence on pressure, temperature and 
concentration describe the reservoir flow due to discharge 
of wastes into an aquifer. This is i nonlinear system of 
partial differential equations which must be solved numeric
ally using high speed digital computers, '''hese equations 
are coupled with each other through fluid property dependence. 
The set of partial differential equations is solved by 
dividing the region of interest into a three-dimensional 
grid and developing finite-difference approximations for 
this grid. Once the region of interest is divided into 
grid blocks, finite-difference equations are developed whose 
solution closely approximates the solution of equations 
3, <!, and 5. 

The finite-difference approximations of the above 
equations are shown in the original deep well disposal report. 
The only significant change is handling of the free water 
surface in this version of the model. The energy equation is 
not solved if the uncorfined aquifer option is selected. 
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Under these conditions, the finite-difference approxima
tions of the flow and concentration equations become: 

A[T(Ap-pgAZ)] - q' = <(Vp) At (3-9) 

i[TwC(fip-pg4Z)] + MTE4C: - Cq - WpC S (VpC) 
at (3-10) 

In the model, the grid block pressures are the fluid 
pressures at the top of the blocks. Therefore, as shown 
in the figure, the magnitude of this pressure relative to 
the atmospheric pressure determines whether the free water 
surface exists in the block or not/ 

Grid 
block 
thickness 42 

when 
p = pa-pg(Az-h)<pa 

then 
p = p =atmospheric 

a pressure 

If the free water surface exists in the grid block, the volume 
of the fluid in the block is given by 

V » AxAyh$ 

" ±v 
hi 0 (3-11) 

Otherwise 

V = AxAyAz«[l+Cr(p-po)] 

* V Q tl+Cr(p-p0)l (3-12) 
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The right hand sides of Equations (9) and (10) can be 
exoanded as follows: 

6(Vp) = V n6p + p n + 1V QC r6p if p>p a 

V 
- V 06p + ^ | 5p if p<p a ( 3. 1 3 ) 

5(VpC) = VnCnfip + p n + 1c"V 0C r5p 

+ p
n + 1 v n + 1 5 C if p>p= (3-14) 

a 
V C n „n+l 

. V 0 C n 5 P + ^ j - 6P + V 0 ( L j J S , + P ^ 1 ) 4 C 

if p<p a 

On the left-hand sides of the equations, the horizontal 
transmissibilities are changed to reflect less than total 
grid block cross-sectional area available for flow and 
dispersion. The vertical transmissibilities are also 
changed to account for the saturated water thickness being 
different from the grid block thickness. 
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4.0 MODEL CHANGES 

As a part of this contract, major updates made in the 
model and their implementation are discussed in this section. 
Changes that do not require explicit explanations are not 
listed here. The updates were as follows: 

1. Water_ Table Conditions - As discussed in Section 
(3.1), free water surface conditions are handled in a 
similar method as used by Trescott (1975). Trescott 
adjusts the accumulation terms in the flow 
equation according to eq. (3.13). Also, the horizontal 
transmissibilities are adjusted to reflect less than 
total grid block cross-section area for flow in partially 
saturated blocks. 

In this model, water table conditions are permitted 
if solution of energy equation is not desired. The 
reason is that for partially saturated blocks, both 
saturated and dry parts of the block must be included 
in the equations for energy transport. For the same 
reason, the user is recommended not to use contaminant 
adsorption and water table conditions simultaneously. 

Therefore, the model solves total flow and contami
nant transport equations or total flow equation only 
for free water surface conditions. In addition to the 
two changes similar to Trescott, the model 
includes adjustment of vertical transmissibilities as 
well to reflect a changed distance between centers of 
the two blocks under water table conditions. Similar 
adjustments including the accumulation term {eq. 3-15) 
are also made in the concentration equation. 

Under these conditions, the set of two equations 
is different than under saturated conditions. The 
equations and the Gaussian elimination are worked out I 

I 
I 
I 
i 
1 
I 
I 

in the same manner as described in Appendix, Vol. I of 
the original report. 
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2. Vertical Recharge at Selected Nodes. User may enter 
vertical recharge rates (ft/day) in the uppermost layer 
of the numerical system. The recharge rate is converted 
internally to mass source rate for each of the recharge 
blocks using block area and recharge fluid temperature 
and concentration. The pressure is assumed to be 
atmospheric. 

3. Hydraulic Head Printout. Previously grid block 
pressures were printed out in absolute pressure units 
(psia) only. Now, user may generate hydraulic heads. 
Depending upon the user option selected, heads are 
calculated by using either a constant density, or the 
grid block fluid density. 

4. Carter-Tracy Function Tables. An infinite or a 
large finite aquifer, not feasible to include in the 
numerical grid system, can be simulated by using carter-
Tracy method. Dimensionless time versus pressure change 
at the numerical grid boundary for an infinite aquifer 
is programmed in the model. The user may enter this 
data for any size aquifer. Data are included here for 
four ratios of the external radius of the aquifer to 
the numerical grid radius. 

In the following table, the dimensionless time is 
defined as follows: 

where k = aquifer permeability 
4> = porosity 
c^ = total compressibility, fluid and rock 
u = fluid viscosity 
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Table 1.—Carter-Tracy Functions 

r e ' r g r e / t g - 3 f e / r g - 5 r e / r g - 10 

D l n o n s l o n l c a s Pressure b l u e n a l o n l e g i P r e s s u r e Dlmens ion lea* Pressure Dimens ion!«•» P r e s s u r e 
Time Change T i»e Chan Re Time Change Time Change 

0 . 6 2 7 3 . 0 1.167 12 .0 1 .732 
0 . 6 3 6 3 . 2 1.192 1 3 . 0 1-768 
0 . 6 4 5 3 . * 1.215 1 4 . 0 1 .801 
0.66Z 3 . 6 1.233 1 5 . 0 1 .831 
0 . 6 8 1 3 . 8 3 .259 1 6 . 0 1 .862 
0 . 703 4 . 0 1.281 J 7 . 0 1 .890 
0 . 7 2 1 4 . 2 1.301 1S.O 1 .917 
0 . 7 4 0 4 . 4 1.321 1 9 . 0 1 .943 
0 . 7 5 8 4 . 6 1.340 2 0 . 0 1.968 
0 . 7 7 6 4 . 8 1.360 22 0 2 .017 
0 . 7 9 1 5 . 0 1.378 2 4 . 0 2 . 0 6 3 
0 . 6 0 6 5 . 5 i .424 2 6 . 0 2 .108 
0 . 8 6 5 6 . 0 1.469 2 8 . 0 2 .151 
0 . 9 2 0 6 . 5 1.513 3 0 . 0 2 .194 
0 . 9 7 3 7 . 0 1.556 32 .0 2 .236 
1 .076 7 . 5 1.598 34 .0 2 . 2 7 8 
1 .328 B.O 1.641 3 6 . 0 2 . 3 1 9 
1 .S78 -?-° 1.725 3 8 . 0 2 . 3 6 0 
1 .828 1 0 . 0 1 .808 4 0 . 0 2 .401 

n.o 1 .892 5 0 . 0 2 .604 
15 .0 1.97S 6 0 . 0 2 .806 
13 .0 
1 4 . 0 
IS.O 

2.059 
2 .142 
2.225 

7 0 . 0 3 .008 

0 . 2 2 0 . 4 4 1 0 . 5 

O.Z4 0 .459 0 . 5 4 
0 . 2 6 0 . 4 7 6 0 . 5 6 
0 . 2 8 0 . 4 9 2 0 . 6 0 
0 . 3 0 0 .507 0 . 6 5 
0 . 3 2 0 . 5 2 2 0 . 7 0 
0 . 3 4 0 . 5 3 6 0 . 7 5 
0 . 3 6 0 . 5 5 1 0 . 8 0 
0 . 3 8 0 . 5 6 S 0 . 8 5 
0 . 4 0 0 .57S 0 . 9 0 
0 . 4 2 0 . 5 9 3 0 . 9 5 
0 . 1 4 0.6O7 1 . 0 

0 . 4 6 0 .621 1 . 2 
0 . 4 8 0 .634 1 . 4 

0 . 50 0 . 6 4 8 1 . 6 

0 . f«0 0 .715 2.0 

0 . 70 0.7B2 3 . 0 

0 . 8 0 0 .649 4 . 0 

0 . 9 0 0 . 9 1 5 5 . 0 

1 . 0 0 . 9 8 2 
2 . 0 1.649 
3 . 0 2 .316 
5 . 0 3 . 6 4 9 



The pressure change is the pressure at the internal 
boundary of the numerical grid system. 

5. Printer Contour Maps. The model now includes options 
to print areal (x-y) and/or vertical (r-z or x-z) pressure, 
temperature and contamination concentration maps. Twenty 
contours of the dependent variable are printed between a 
range specified by the user. The map scale and region to 
be mapped are also user entered quantities providing 
additional flexibility. 

6. Temperature Initialization. Previously the user 
could specify temperature gradients within the aquifer in 
the vertical direction only. Now initial temperatures 
within the numerical grid system may be specified on a 
regional basis. A region consists of a contiguous group 
of blocks. Pressures are initialized according to hydro
static equilibrium. The effect of temperature on fluid 
density is computed for initializing the aquifer pressure. 

7. Radioactive Decay and Adsorption. As discussed in 
the previous section, radioactive decay and adsorption 
are now included in the model. Natural alpha or beta 
decay is equivalent to a first order chemical reaction, 
and therefore any first order reaction of the contaminant 
can be described. Contaminant adsorption on rock surfaces 
is described by a linear adsorption isotherm. In radio
active contaminant transport, linear adsorption isotherm 
is generally described by adsorption coefficient K,, which 
is a ratio is contaminant adsorbed on rock and contami
nant present in fluid phase. The function K, is assumed 
constant for each rock type. 
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5.0 USER OPTIONS 

The user options available in the present version of 
the model are described here. The options refer to descrip
tion of boundary conditions, initial conditions, aquifer rock 
and fluid property description, visual aids to the user, and 
efficient program execution. These options are as follows: 

(1) Variable Dimensioning. There is no upper limit 
placed on the actual problem size as long as the total 
core storage required is available on the machine. The 
program uses a variable dimensioning scheme for all 
large arrays. After the program dimensions have been 
specified, the dimensions on arrays and total array 
storage required are calculated. These arrays are located 
in the blank common. Redimensioning of the arrays can be 
done by recompiling only the Main routine. On Control 
Data machines, dynamic storage allocation allows the 
flexibility of no redimensioning. 

(2) Coordinate System. The model offers the use of 
three-dimensional Cartesian coordinates (x, y, z) or 
two-dimensional radial coordinates with angular symmetry 
(r, z). Problems can be solved in simpler one-or two-
dimensional geometry as well. 

{3) Fluid Properties. Formation fluid density is 
permitted to be a function of pressure, temperature and 
the inert component concentration. Pluid viscosity may 
be specified a function of temperature and concentration. 

(4) Heterogeneities. A user option is available to 
describe heterogeneities in the aquifer to ths extent 
of each grid block having different horizontal and verti
cal permeabilities, porosity and rock heat capacity. 
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(5) Geometry. Based upon the selected coordinate 
system, block pore volumes can be zeroed out to describe 
the actual aquifer geometry. Individual grid block 
thicknesses and depths can be adjusted. In addition to 
that, if Cartesian coordinate system has been selected, 
dip angles in x and y directions can be specified. 

(6) Adsorption Coefficients. The user may enter a 
regional description of formation type. The numerical 
grid system may encompass a number of rock or formation 
types and adsorption coefficients may be different for 
each rock type. 

(7) wellbore Model. The wellbore model calculates 
pressure and temperature differences between physical 
boundary condition points and corresponding grid block 
centers. 

(8) Heat Loss. Gain and loss of heat to overburden and 
underburden can be included in energy calculation by 
specifying numerical grid blocks in overlying and under
lying strata. 

(9) Aquifer Influence Functions. Through the use of 
aquifer influence functions, fluid, energy and contami
nant transport across numerical grid boundaries may be 
permitted. Carter-Tracy aquifer presentation can be 
used if the total dimensions of the aquifer are larger 
than the numerical grid system. Steady state aquifer 
representation is used to specify constant pressure 
boundaries. The constant pressures along the edges are 
the initial grid block pressures in the boundary blocks. 
Pot aquifer representation is sometimes useful for empiri
cal history matching purposes. In all the three options 
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mentioned above, the fluid coming into the aquifer is 
assumed to be at the initial conditions in the peripheral 
blocks. The fluid leaving the aquifer boundary is 
assumed to leave at the "current" conditions in the 
peripheral blocks. An additional option is available 
to specify constant pressure, temperature and concentra
tion boundaries — not necessarily the initial conditions 
in the peripheral blocks. 

(10) Vertical Recharge. The user may specify vertical 
recharge rates into the aquifer as functions of time. 

(11) Water Table Conditions. Free water surface may 
exist in the uppermost layer of the aquifer. This 
option coupled with vertical recharge option permits a 
user to use the model for near surface ground water 
aquifer systems. 

(12) Well Specifications. The well specification option 
is very useful in expressing various types of pressure 
and flux boundary conditions by specifying wells at 
those grid block lo: tions. The user has the choice to 
specify injection V.thdrawal rates in one of the 
following ways: 

(a) (i) Constant flux boundary condition. 
(ii) Combination of constant flux and pressure 

boundary condition. The lower of the two 
flux rates is used — specified and calculated 
from the specified pressure. 

(b) (i) Flux allocation between different layers is 
based upon layer mobilities alone. Mobility 
is (fluid density/viscosity) multiplied by 
(a layer allocation factor entered by the user.) 
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(ii) Flux allocation between different layers is 
done on the basis of layer mobility and 
pressure difference between the wellbore 
(bottom-hole) and the grid block. 

(c) (i) Flux is expressed explicitly (calculated at 
the old time level -- beginning of the time 
step) in the aquifer model equations, 

(ii) Flux is expressed in a semi-implicit manner. 
A term taking into account the effect of 
change in grid block pressure is added to the 
explicit rate, 

(13) Source Rate. Well rates are specified in terms of 
total fluid volume (ft /day) at temperature and concen
tration. Enthalpy input is calculated from the bottom-
hole pressure and temperature. Contaminant rate is 
obtained from total fluid injection rate and contaminant 
concentration in the injection fluid. 

(14) Initial Conditions. The user may specify fluid 
temperature and concentration in each grid block. How
ever, fluid pressure is specified at one point within 
the aquifer, and the model initializes all grid block 
pressures assuming existence of static equilibrium. 

(15) Automatic Time Step. This option is very useful 
in minimizing computer processing time. Maximum 
pressure,temperature and concentration changes desired 
per grid block per time step can be specified and the 
program internally calculates the time step required to 
obtain those changes. The value of the new time step 
is calculated from the previous time step and the changes 
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over the previous time step. Three values of auto
matic time step from pressure, temperature and con
centration changes will be calculated. The "smallest" 
value of the three calculated time steps is actually 
used. 

(16) Finite-Different approximations. The model offers 
an option to select either central or backward (upstream) 
difference approximations in space. Also, the user may 
select time implicit (backward-in-time) difference 
approximations. 

(17) Method of Solution. The model offers the user an 
option to select a direct or an iterative method of 
solution for solving the difference equations. The 
direct method includes an ordered Gaussian elimination 
scheme an<? the iterative method is a two-line overrelaxa-
tion. (L2S0R) method. 

(18) Plotting Calculated Versus Observed Results. This 
portion of the model enables the user to plot compara
tive values of observed (measured) pressure, tempera
ture or inert component concentration with calculated 
values of the same variable as a function of time for 
any specified well. Since the wellbore is made an 
integral part of the calculation, the user can compare 
these variables at surface conditions, at bottom-hold 
conditions or both. 

(19) Contour Mapping. To make the visualization of 
multidimensional results more comprehensible, two-
dimensional contour maps can be prepared on the line 
printer of pressure, temperature or inert component 
concentration. These maps can be presented at any time 
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during the calculation. The mapping program presents 
a diagram of up to 20 contours of the dependent variable. 
Each contour is described with a different mapping 
character. The user may generate areal (x-y) maps, 
or vertical (x-z, r-z), or both types of contour map. 

(20) Restart Capability. The program includes an 
optional restart feature which will reduce the total 
computing time and expense. By retaining intermediate 
results and data on a magnetic tape or disc area, a 
problem may be interrupted and restarted at specified 
convenient times in the simulation run. 
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6.0 DATA CARDS 

This section defines the order of the input data and 
the units for each parameter. The user is referred to the 
original report for definitions of different physical para
meters, and the execution control parameters are defined as 
they appear in the input statements. Each data card (or a 
group of data cards) is introduced in the order in which it 
must appear in the data deck and is assigned a reference 
number. The reference number also indicates the program 
in which the data is read: 

Reference Program 

H MAIN 
Rl READl 
I INIT 
R2 READ2 
P MAIN 

The program is organized to use only fie actual amount 
of core storage required. A variable "G" in the main program 
is used to store all the variables that need to be dimen
sioned equal to the number of blocks. These variables will be 
referred to as full size arrays. The array "G" is stored in 
the blank common. The program is subject to a total of 20 
wells, and seven overburden and underburden impermeable blocks. 
In actual practice, the only limitation on problem size is the 
core size of the machine used. Tie proqram can be easily 
redimensioned to the size of the actual problem. 
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The Fortran fornat associated with each input (or read) 
group is also noted below. For runs from initial condi
tions, all data described below must be prepared according 
to instructions. For any changes in the well rat^s or speci
fications, only the recurrent data (reference R?* should be 
entered. Also, the recurrent data must be entered whenever 
ccntour maps are desired or a restart record is to be written. 
The plotting data is entered after all the recurrent data 
has been read in. For a restart run, no data is read in 
READ1 and INIT subroutines. If you desire a plot for a 
previous run, all the required data is read in the main program. 

User entered data errors that can be detected by the 
program during execution are listed in Section 5.1. 

A description of all the input data cards is tjiven on 
the following pages. 
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READ Ml (20A4/20A4) 
LIST: TITLE 

TITLE Two cards of alphabetic data to serve 
as a title for this run. Any title 
up to 160 characters (80/card) in length 
may be used. 

READ M-2 (1615) 

LIST: NCALL, RSTRT, ISURF, IFREE, NPLP, NPLT, NPLC 
NCALL Control parameter for solving the basic 

partial differential equations. If 
you desire to simulate a solution of 
all three equations, enter zero. The 
pressure equation is always solved. 
The solutions of the temperature and 
concentration equations may be bypassed, 
if desired. 
0 - All three equations will be solved. 

-2 - The concentration equation will 
not be solved. The simulated 
solution will consist of solving 
a set of two coupled equations 
only (pressure and temperature). 

1 - Only the pressure equation will 
be solved. The model is simplified 
to solving one independent partial 
differential equation. 

2 - The temperature equation will not be solved. 
RSTRT The number of the time step at which 

calculations are to resume for a restart 
run. A restart record from a previous 
simulation run corresponding to the 
specified time step must exist on 
the restart tape mounted on Tape Unit 
Number 4. 

For a nonrestart run, i.e., a run 
from initial conditions, read RSTRT 
as zero. 
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ISURF Control parameter for wellbore calcu
lations. 
0 - No wellbore calculations will be 

performed. This means only rates 
or bottom-hole pressures may be 
specified. 

1 - Wellbore calculations will be 
performed. 

IFREE Free water surface index. 
0 - The physical system is confined 

aquifer system. . 
1 - Free water surface may exist in the 

uppermost vertical layer. 
NPLP Control parameter for plotting pressures 

in the wells. 
1 - Bottom-hole and surface pressures 

are plotted if wellbore calculations 
are performed. Only the bottom-hole 
pressures are plotted if no wellbore 
calculations are performed. For an 
observation well, the bottom-hole 
pressure is the grid block pressure. 

0 - If no pressure plots are desired. 
-1 - If pressure plots are desired for a 

previous run. Skip READ M-3 through 
R2-15, and proceed to READ P-l. 

NPLT Control parameter for plottinq temperatures 
in the well. 

1 - For an observation well, the grid 
block temperature is plotted. 
For an injection well, the bottom-
hole temperature is plotted if 
wellbore calculations are performed. 
For a production well, the bottom-
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hole temperature is always plotted 
In addition, the surface temperature 
is plotted if the wellbore calcula
tions are performed. 

0 - If no temperature plots are desired. 
-1 - If temperature plots are desired for 

a previous run. Skip READ M-3 through 
R2-15, and proceed to READ P-1. 

NPLC Control parameter for plotting concen
tration in the well. 
1 - The concentration in the well is 

plotted for observation and pro
duction wells only. 

0 - If no concentration plots are 
desired. 

-1 - If concentration plots are desired 
for a previous run. Skip READ M-3, 
through R2-15 and proceed to READ P-1. 

NOTE: Proceed to READ P-1 if any of NPL's are negative. 

READ M-3 (1615) 
This data will be used to dimension all full size 

arrays (equal to total number of blocks) for the program 
as well as many other arrays. Because of the use of 
this method, very little dimensioning of input parameters 
and computational arrays is required throughout the 
remainder of the program. 

LIST; NX, NY, NZ, HTG, NRT, KOUT, PP.T, NABLMX, MAXRCH, 
METHOD, NARR 

NX Number of grid cells in the x direction 
(greater than or equal to 2). 

NY Number of grid cells in the y direction 
(greater than or equal to 1). 
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NZ Number of grid cells in the z direction 
(greater than or equal to 1). 

HTG Control parameter for input of reservoir 
description data. If you desire to 
specify a heterogeneous aquifer, you may 
either enter I!Tfi=2 and enter data for 
each region, or specify a homogeneous 
linear or radial geometry aquifer and 
modify the blocks or regions in which 
heterogeneity is desired. 

1 - Homogeneous aquifer, linear geometry. 
2 - Heterogeneous aquifer, linear 

geometry. 
3 - Radial geometry. The aquifer may 

be heterogeneous in the vertical 
direction. 

KRT Number of rock types. Adsorption dis
tribution coefficients (Kd's) are 
assumed to be functions or rock type only. 

KOUT Output control. 
0 - All program output activated. 
1 - All program output except initial 

arrays (concentrations, pressures, 
etc.) are activated. 

3 - No program output is activated. 
KOUT is read again in recurrent 
data READ R2-12. A value of KOUT 
here of 3 can be used to omit print
ing of all initialization data as 
is sometimes desirable in making 
a sequence of many history matching 
runs. 

PRT Output array orientation control. 
-1 - Print output maps as areal layers 

(x-y). Block numbers in the x-direction 
increase from left to right and decrease 
down the computer page in the y-direction. 

+1 - Print out is similar to above except 
that bloc); numbers in the y direction 
increase lown the computer page. 

2 - Print output maps as vertical 
sections (x-z). 
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NABLMX Maximum number of aquifer influence 
function blocks. This data is used for 
dimensioning the aquifer influence 
function arrays. This number is equal 
to the number of peripheral blocks. 

MAXRCH Maximum number of vertical recharge blocks. 

METHOD The method of solution that you will 
use for the current run. The method of 
solution entered here is used to dimen
sion the working arrays in numerical 
solution subroutines (direct solution 
or L2S0R). The method to be used is 
read again in READ R2-2. Since the 
amount of storage required for direct 
solution is always larger than for 
L2S0R, you may specify direct solution 
on this card and may actually use L2S0R, 
but you may not specify L2SOR on this 
card and use direct solution. 

O,*! - Allocate storage for direct solution. 
You may specify direct solution or 
L2S0R in READ R2-2. The dimension 
of a working array "A" is printed 
out at this point. If you specify 
direct solution again in READ R2-2, 
the minimum length required for 
the array "A" will also be printed. 
This length must be smaller than 
the dimension of array "A". "A" 
estimated can also be input through 
NARR. 

±2 - Allocate storage for L2S0R method. 
You may not specify direct solution 
in READ R2-2. 

NARR Storage allocation for working array ("A") 
in direct solution routine GAUS30. 
0 - Dimensioning on "A" array will be 
calculated internally using an approxi
mate formula. Later in the program, the 
minimum length required is calculated 
exactly and printed out. 
>0 - Storage allocation for "A" array. 
If you intend to use direct solution, 
this number must be equal to or greater 
than the minimum length required which 
is printed later in the program. 
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REAP M-4 (7F10.0) 
NOTE: This card is read only if the run is a restart, 

i.e. only if the value read for RSTRT is non-zero. 
LIST: TMCHG 

TMCHG Time in days at v/hich the next set of 
recurrent data is to be read. If 
TMCHG is less than or equal to the 
time corresponding to the restart 
time step number/ a set of recurrent 
data will be read immediately to 
resume the previous simulation. 

NOTE: Proceed to READ NO. R2-1 if RSTRT is non-zero. 

READ Rl-1 (7Eio.O) 
LIST: CW, CR, CTW, CPW, CPR, DLHDA 

CW Compressibility of the aquifer fluid, 
(psi>"\ 

CR Compressibility of rock, (psi) . 
CTW Coefficient of thermal expansion of 

the aquifer fluid, (°P) . 
CPW The fluid heat capacity, Btu/lb-°F. 
CPR The rock heat capacity per unit volume, 

Btu/ft -°F. 

DLMDA Half life of contaminant, years. For 
stable contaminants, enter zero. 

READ Rl-2 (7E10.0) 

LIST: UKTX, UKTY, UKTZ, CONV, ALPHL, ALPHT, DMEFF 
W T X Thermal conductivity of the porous 

medium in the x direction (Btu/ft-
6F day-see CONV). 

U KTV Thermal conductivity of the porous 
medium in the y direction. 

UKTZ Thermal conductivity of the porous 
medium in the z direction. 
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CONV Conversion factor for the thermal 
conductivities. The entered values 
of the thermal conductivities are 
multiplied by CONV to obtain Btu/ft-
day-°F units. If entered as zero, 
thermal conductivities should be read 
in Btu/ft-day-°F. 

ALPHL Longitudinal dispersivity factor, ft. 
ALPHT Transverse dispersivity factor, ft. 
DMEFP Molecular diffusivity in the porous 

media, including-the effect of tortuosity 
and porosity, ft /day. 

READ Rl-3 (7E10.0) 
The fluid densities are entered here at concentration = 

0 (natural aquifer fluid) and concentration * 1 (injection 
fluid). Both the densities must be entered at the same 
reference temperature and pressure. 
LIST: PB?-SE, PBWR, TBWR, BWRN, BWRI, BWPRNT 

PBASE Base or atmospheric pressure. This 
pressure is used for 
(i) vertical recharge 
(ii) surface pressure for wellbore 

calculations 
(iii)atmospheric pressure for free water 

surface calculations. If the water 
pressure at the top of the grid 
block is below this value, free 
water surface is below the top of 
the block. 

PBWR Reference pressure at which the 
densities are to be entered, psi. 

TBWR Reference temperature at which the 
densities are to be entered, °F. 

BWRN The density of :he natural aquifer 
fluid (concentration = 0) at PBWR and 
TBWR, lb/ft. 

BWRI The density of the injection fluid 
(concentration = 1) at PBWR and TBWR, 
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BWPRN? Density for converting grid block 
pressures to fluit? heads or pressures 
at datum (for output only). 
<0 - Absolute magnitude of BWPRNT is 

used for calculating pressure at 
datum 
Won s ? " |BWPRNT|g(h-h d a t u n j) 

0 - Grid block fluid density is used for 
calculating fluid heads (<?) 

* = P / ( pblock9' " ^datun*' 
>0 - BWPRNT is used for calculating 

fluid heads (?). 
* = p/(BWPRNT-g)-(h-h d a t u t n) 

READ Rl-4 (1413) 
NOTE: If ISDRF = 0, oroit READ Rl-4 and Rl-5 and proceed 

to Rl-6. 
LIST: NOUT 

NOUT Output control parameter for wellbore 
calculations. 
0 No output is activated. 
1 Iteration summary (number of outer 

iterations, flow rate and the 
bottom-hole pressure) is printed 
for each well. 

2 The well pressure and temperature 
(at the surface for an injection 
well and at the bottom-hole for 
a production well) and the flow 
rate are printed every time subroutine 
WBLLB is called. 

3 The pressure and temperature in 
the well are printed over each 
increment (see DEI.PW in READ Rl-5). 
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READ Rl-5 (7E10.0) 
LIST: DELPW, TDIS 

DELPW 

TDIS 

Incremental value of pressure over 
which wellbore calculations are to 
be performed. The pressure and 
temperature calculations in the well-
bores proceed in increments. The 
length increment corresponding to DELPW 
is calculated, and the temperature 
change over each increment is evaluated. 
Therma.1 diffusivity of the.rock sur
rounding the wellbores, ft /hr. 

READ Rl-6 (1415) 
The number of entries in the viscosity and temperature 

tables are entered here. You should enter as much viscosity 
data as is available. You are required to enter at least 
one viscosity point for the resident fluid (cone. = 0} and 
one for the injection fluid (cone. = 1). These reference 
viscosity points should preferably be at the middle of the 
expected temperature range; and if possible, both the reference 
viscosities should be entered at the same temperature. If 
only one viscosity point is available, the program obtains 
viscosity at other temperatures according to Lewis and 
Squires' (1934) generalized chart. If vou desire to enter a 
constant viscosity for any of the two fluids, you roust enter 
one more viscosity point in addition to the reference viscosity. 
For example, if you desire to enter constant viscosity of 
0.9 cp for the injection fluid, enter NTVT>1, the reference 
viscosity of the injection fluid VISIR=0.9 and VISI(1)=0.9. 

The temperature table describes the initial tempera
tures existing in the aquifer, 
NOTE: Number of entries in the viscosity tab.u; refer 

to the viscosity values to be entered in addition 
to the reference viscosities. 

LIST: NCV, NTVR, MTVI, NDT 

NCV Number of entries in the concentration-
viscosity table. This table is for 
viscosities other than at the reference 
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temperature TRR. The table should 
contain the viscosities of the fluid 
mixture at concentrations other than 
0 and 1, since these two values are 
entered as reference viscosities. If 
only the two pure fluid viscosities 
are available, enter zero and read in 
the viscosities of the pure fluids 
as reference viscosities. 

NTVR Number of entries in the temperature-
viscosity table for the aquifer resident 
fluid. 

NTVI Number of entries in the temperature-
viscosity table for the injection 
fluid. 

NDT Number of entries in the depth versus 
temperature table. 

READ Rl-7 (7E10.0) 
LIST: TRR, VISRR, TIR, VISIR 

The reference viscosities of the injection and 
the resident fluids are to be entered here. 

TRR Reference temperature for the resident 
viscosity fluid, °F. 

VISRR Viscosity of the resident fluid at 
the reference temperature TRR, cp. 

TI? Reference temperature for the injection 
fluid viscosity, °F, If possible, 
this temperature should be taken equal 
to TRR. 

VISIR Viscosity of the injection fluid at 
TIR, cp. 

READ Rl-8 (8F10.0) 
NOTE: If NCV=0, omit Rl-8. 
LIST: SC(I), VCC(I), 1=1, NCV 

SC Concentration, fraction. 
VCC Viscosity (cp) of a fluid mixture at 

concentration SC, and temperature TRR. 
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READ Rl-9 (8F10.0) 
NOTE: If NTVR=0, skip Rl-9 and proceed to READ Rl-10. 
LIST: TR(i), VISR(I) , 1=1, NTVR 

TR Temperature, 'F 
VISR Viscosity {cp) of the resident fluid 

at the temperature TR. Do not re-enter 
the reference viscosity at TFR. 

READ Rl-10 (9F10.0) 
NOTE; If NTVI=0, skip Rl-10 and proceed to Rl-ll. 
LIST: TI(I), VISI£I>, 1=1, NTVI 

TI Temperature, *F. 
V1S1 Viscosity (cp) of the injection fluid 

at the temperature TI. Do not enter the 
reference viscosity at TIR. 

READ Rl-ll (2F1O.0) 

Initial temperatures in the aquifer and the overburden-
underburden blocks are to be entered here. The model requires 
a user-entered temperature profile. Horizontal variation 
can be entered in READ I -3. 

LIST: ZT(I), TD(I), 1=1, NDT 
ZT Depth, ft. 
TD Temperature, 8F. 

REAP Rl-12 (8E10.0) 
LIST: ADStl), 1*1, NRT 

ADS Product Of adsorption distribution 
coefficient (KJ and solid particle rock 
density (Pro_j.7 for each rock type. The 
adsorption equilibrium coefficient is 
calculated as 

' K e = 1 + :T ( fWV 
All blocks are assumed to be rock type 1 
unless modified by READ Rl-26. 
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READ Rl-13 (215) 

LIST: NZOB, N2U3 

MZOB Number of overburden blocks. If 
N20B i 2, overburden heat loss calcu
lations are not performed. 

NZUB Number of underburden blocks. If you 
desire the underburden heat loss cal
culations to be performed, a value 
of 3 or greater should be entered. If 
the number of aquifer blocks (NZ) is 
equal to one, the underburden heat 
loss is assumed to be equal to the 
overburden heat loss. 

READ Rl-14 (4E10.0) 

LIST: KOB, CPOB, K'JB, CPUB 

KOB, KUB Vertical thermal conductivities of 
the overburden and the underburden 
blocks, respectively. These conduc
tivities should also be entered in 
the same units as i READ Rl-2. 

CPOB, CPOB Overburden and un' ^burden heat 
capacities per ui . volume, 3tu/ftJ-
°F. 

READ Rl-15 (7E10.0) 

NOTE: Skip this READ if NZO3=0. 

LIST: DZUB(K) , K = I, NZ'O 

DZOB Thickness of each overburden block. 
The first overburden block is at the 
upper edge of the aquifer. The over
burden block numbers increase as you 
go away from the aquifer. 
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READ Rl-16 (7E10.0) 
NOTE: Skip this READ if NZUB=0. 
LIST: DZUB(K), K=l, NZUB 

D2UB Thickness of each underburden block. 
The block numbers increase as you go 
away from the aquifer. 

READ Rl-17 (4E10.0) 
LIST: T0 r PINIT, HINIT, HDATUM 

TO 

PINIT 

HINIT 

HDATUM 

A standard temperature (°F) for calcu
lating fluid density. Fluid density at 
any other temperature is calculated as 
the sum of the density at TO and the 
deviation from it. 
Initial pressure at an arbitrarv depth 
HINIT, psi. Quantities PINIT and HINIT 
are used only to set up initial conditions. 
Deoth for setting up initial conditions, 
ft. HINIT can be any depth within the 
reservoir. 
A datum depth (ft) for printing the dynamic 
pressures (p - pgh). The depth h is 
measured from the datum depth HDATUM, 

READ Rl-18 (7E10.0) 
NOTE: If HTG=3 (radial geometry), skip to READ Rl-23. 
LIST: DELX(I), 1=1, NX 

DELX Length of each row of blocks in the x 
direction, ft. 

READ Rl-19 (7E10.0) 
LIST: DELY(J), 

DELY 

READ Rl-20 (7E10.0) 
LIST: DELZ(K) K=l, NZ 

J=l, NY 
Length of each row of blocks in the y 
direction, ft. 
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DELZ Thickness of each vertical layer, ft. 
If you use the linear geometry aquifer description 

(HTG=1 or 2) in READ M-3) then the reservoir is treated as 
a rectangular parallelepiped and the grid defined by the 
DELX, DELY, DEL: values are the cell dimensions in the 
parallelepiped. The x-y plane of the grid is horizontal 
only if SINX AND SINY of READ Rl-21 are both zero. DELX 
and DELY are measured along the x-y plane and DELZ is 
perpendicular to the x-y plane. 

READ Rl-21 (7E10.0) 
MOTE: These data by themselves describe a homogeneous 

reservoir. Heterogeneity may be introduced by 
using either READ Rl-22 or by regional modifi
cations in READ Rl-26. 

LIST: XX, KY, KZ, PHI, SINX, SINY, DEPTH 
KX Hydraulic conductivity in x direction, 

ft/day. This quantity represents the 
fluid velocity obtained by a potential 
gradient of unity (ft. of water/ft) of 
the aquifer fluid at concentration 
zero and temperature, TO. In terms 
of permeability, this quantity is 
(kc g/y ). The parameters p and 
u are the density and the viscosity 
or the aquifer fluid at concentration 
zero and temperature, TO. 

KY Hydraulic conductivity in y direction, 
ft/day. 

KZ Hydraulic conductivity in z direction, ft/day. 
PHI Porosity (fraction). 
SINX Sine of the reservoir dip angle along 

the x-axis. 
SINY Sine of the reservoir dip angle along 

the y-axis. 
DEPTH Depth from arbitrary reference plane 

(e.g. sea level) to to£ of grid block 
(1,1,1), feet. 
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MOTE: Skip to Rl-26 if HTG not equal to 2. All aquifer 
properties are assumed to be those described in 
Rl-21 unless modified by Rl-22. 

READ Rl-22 (LIST 1 - 615, LIST 2 - 6E10.0) 
NOTE: Read as many sets of these data as necessary to 

describe all the aquifer heterogeneities. Follow 
the last set with a blank card. 

LIST 1: II, 12, Jl, J2, Kl, K2. 
LIST 2: KX, KY, KZ, PHI, UH, UTH, UCPR 

II, 12 Lower and upper limits inclusive, on the 
I~coordinate of the region described. 

Jl, J2 Lower and upper limits inclusive, on the 
J-coordinate of the region described. 

Kl, K2 Lower and upper limits inclusive, on the 
Incoordinate of the region described. 

KX, KY, Hydraulic conductivities in the x, y and 
KZ z-directions respectively, ft/day. 
PHI Porosity, fractional. 
UH Depth to the top of the region. If 

entered zero, it is not modified. 
UTH Thickness of the region. Only positive 

values of UTM modify grid block thickness 
within this region; otherwise it is 
described by Rl-20. 

UCPR Heat capacity of the rock per unit volume, 
Btu/ft3-°F. If the rock heat capacity is 
equal to CPR (READ Rl-1), UCPR may be 
entered as zero. 

NOTE: Skip to READ Rl-26 if HTG is not equal to 3. 
REAP Rl-23 (4E10.0) 

These data are read for a radial geometry aquifer 
with only one well. The well is located at the 
center of the grid block system. The user has the 
option of dividing the grid blocks on an equal Alogr 
basis, (i.e., ri/ri , is constant) or entering each 
grid block center value. 
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LIST: 'RWW, Rl, RE, DEPTH 
RKW Well radius, feet. 
Rl Grid block selection option. 

>0 The first grid block center in feet, 
for dividing grid blocks on an equal 
ilogr basis. 

0 Grid block center values will be 
user entered in READ Rl-25. 

RE External radius of the aquifer, feet. 
DEPTH Depth from a reference plane to the top 

of the aquifer, feet. 
READ Rl-24 (5E10.0) 

LIST: DELZ(K), KYY(K), KZZ(K), POROS (K), CPRl(K), K=l, NZ 
DELZ Layer thickness in the vertical direc

tion, feet. 
KYY Horizontal hydraulic conductivity, ft/day. 
KZZ Vertical hydraulic conductivity, £t/day. 
POROS Porosity, fraction. 
CPR1 Rock heat capacity, Btu/ft 3- 0?. If 

the rock heat capacity in the layer 
is equal to CPR (READ Rl-1), CPRl may 
be entered as zero. 

You mu9t punch one card for each vertical layer. 

NOTE: If R1>0 (READ Rl-23), skip Rl-25. 
READ Rl-25 (7E10.0) 
LIST: RR(I), I = 1, NX 

RR Grid block center radius, feet. 
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READ gl-26 (LIST 1 - 715, LIST 2 - 6E10.0) 
NOTE: Read as many sets of these data as necessary to 

describe all the reservoir description Modifications 
desired. Follow the last set with a blank card, 
which the program recognizes as "th"e~end" of" this 
data set. Even if, no regional modifications are 
desired, the"""Kanjc card must Nevertheless Be 
incKtfed. 

LIST 1: II, 12, Jl, J2, Kl, K2, » < 5 
LIST 2: FTX, FFtt FTZ, ?n, HADD, THADD 

II, 12 Lower and upper limits inclusive, 
on the I-coordinate of the region to 
be modified, 

jl, J2 Lower and upper limits incJusive on 
the J-coordinate of the region to 
be modified, 

Kl, K2 Lower and upper limits inclusive on 
the X-coordinates of the region to 
be modified. 

Rock tyt>e. If rock type is 1, you may 
enter zero. 

If positive or zero, this is the factor 
by which the x direction transmissibili-
ties within the defined region are to 
be multiplied. If negative, the absolute 
value of FTX will be used for the x 
direction transmissibilities within 
the region to be modified, replacing 
the values read earlier or determined 
front the permeability data read earlier. 
This has the same function of FTX, but 
applies to the y direction transraissi-
bilities, 
This has the same function FTX, but 
applies to the vertical transndssibilities 
This has the same function as FTX, 
but applies to the pore volumes. 

IMPG 

FTX 

FT? 

FTZ 

FPV 
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HADD This is an increment that will be added 
to the depths within the defined region. 
A positive value repositions the cell 
deeper, and a negative value brings it 
closer to the surface. 

THADD This is an increment that will be added 
to the thickness values within the 
defined region. A positive value makes 
the cell thicker and a negative value 
makes it thinner. 

This data modification feature of the program provides 
the user with an easy way to build in reservoir heterogen
eities or modify the reservoir description data during 
history matching. These modifications are applicable 
regardless of whether the data were read according to 
READ Rl-21, Rl-22 or Rl-24. 

The modifiers in LIST 2 above are independent in that 
a change effected by any one of them does not affect 
any of the other properties. For example, an FPV of 1.4 
will increase pore volumes by 40%, but will not result 
in any changes in transmissibilities, depth or thickness. 

The data modifications occur over rectangular regions 
areally as defined by the II, 12, Jl, and J2 limits. The 
vertical extent of the region is defined by Kl and K2. 
All six of these limits must be within the limits of the 
calculation grid. Successive regions may partially or 
entirely overlap other regions. 

In regions in which more than one modification has 
been made to a parameter subject to additive modifications, 
the order of the modifications has no effect and the final 
net adjustment is simply the algebraic sum of all the addi
tive factors that apply to the region. For the transmissi-
bility and pore volume modifications, the order of multiple 
changes does not affect the final result if all the modifiers 
are multiplicative (positive). However, if some or all 

1 of the modifications are replacement values (negative) 
the order of input may affect the final result. For example, 
consider the following two situations in which the same 
modification data are applied in different orders to an 
original value and the final result is different. 
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CASE 1 CASE 2 
Original Value 100 100 
Modification and Result .50(50) -70.(70.) 
Modification and Result -70.(70.) .50(35.) 
Modificationand Result .20(14.) ,20(7,) 

READ Rl-27 (215) 
NOTEi If the aquifer influence functions are zero (no flow 

across aquifer boundaries), insert a blank card and 
proceed to READ 1-1. If you desire to set up natural 
migration velocity in the aquifer, steady state aqui
fer option must be used. 

LIST: IRQ, PKTAB 
IAQ Control parameter for selecting ^he type of 

aquifer block representation. 
0- No aquifer influence blocks are to be 

used." Skip to READ 1-4. 
1- A pot aquifer representation will be 

used. 
2^ A steady state aquifer representation 

will be used. 
3- Use the Carter-Tracy representation. 
4- Constant pressure, temperature and inert 

component concentration boundary condi
tions will be used at blocks specified 
in REAC Rl-28. 

PRIAB Print control key for the aquifer influence 
coefficient. 
0- No printing of aquifer influx coefficients 

will be activated. 
1- The locations and 'values of the aauifer 

influx coefficients will be printed. 
NOfS: Aquifer influence blocks are defined as those cells 

in the model that communicate directly with an 
aquifer that is not itself modeled as part of the 
calculation grid, but whose effects are introduced 
through the aquifer terms read here. This feature 
can be used to introduce water influx (or efflux) 
from an edge or bottosa water drive without the 
expense that would be required to model the aquifer 
aa part of the grid system. 
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READ Rl-28 (LIST 1: 615; LIST 2: 4E10.0) 
NOTE: If IAQ is 3 (READ Rl-27), skip this READ and 

proceed to Rl-29. 
LIST 1: II, 12, Jl, J2, Kl, K2 
LIST 2: VAB, PI, Tl, CI 

II, 12 Lower and upper limits, inclusive, on 
the I-coordinate of the aquifer influx 
region. 

Jl, J2 Lower and upper limits, inclusive, on 
the J-coordinate of the region. 

Kl, K2 Lower and upper limits, inclusive, on 
the K-coordinate of the region. 

For IAQ=1 or 2 (READ Rl-27) 
VAB Aquifer influence coefficient for each 

block within the region defined by II, 12, 
etc. The units of VAB are ft /psi for 
a pot aquifer representation and ft /psi-
day for a steady state representation. 

PI, Tl, CI Not used. 
For IAQ=4 (READ Rl-27) 

VAB Boundary block type. 
1.0 - Block is at 1=1 edge. 
2.0 - Block is at I=KX edge. 
3.0 - J=l edge. 
4.0 - J*NY edge. 
5.0 - K=l edge 
6.0 - K=NZ edge. 

PI, Tl, CI constant values of pressure (PSI), 
temperature (°F) and concentration 
(fraction) at the block boundary speci
fied according to VAB. 

NOTE: Follow the last VAB card of this data group by a 
blank card. 
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The READ group consists of two cards or any number of 
sets of two cards, each set defining a rectangular region 
and the value of VAB to be assigned that region. Over
lapping of regions is permissible. The order of the sets is 
immaterial except that any overlapping will result in the 
VAB of the last set read to be assigned to the overlapped 
subregion. If these data are read i.e. IAQ^ 3, then skip 
READ Rl-29 through Rl-32 and proceed to READ Rl-33. 

READ Rl-29 (315) 
NOTE: If IAQ is not equal to 3, omit these data and proceed 

to READ Rl-33. This section is used to enter data 
for the Carter-Tracy method of calculating aquifer 
influence functions. 

LIST: NCHLC, NPT, PRTIF 
NCALC 

NPT 

PRTIF 

Control parameter for selecting how 
the Carter-Tracy aquifer coefficients 
are to be assigned. 
0 - The Carter-Tracy aquifer coeffi

cients {VAB) will be read in as 
input data. 

1 - The VAB will be calculated by the 
program and assigned to each edge 
(perimeter) block in each areal 
plane, K = 1, 2, ...NZ. 

2 - The VAB will be calculated by the 
program and assigned to each grid 
block in the last areal plane, 
K * NZ only. 

Number of points in the influence 
function versus dimensionless time 
table, (P(t.) versus t j . If NPT 
is zero, the program will select 
the Hurst-Van Everdingen infinite 
aquifer solution internally. 
Print control key for the influence 
function table. 
0 - Suppress printing. 
1 - Print the table of P(t D) versus t^. 
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REAP Rl-30 (LIST 1 - 615, LIST 2 - E10.0) 
NOTE: Enter these data only if NCALC is zero; otherwise, 

skip this READ and proceed to READ Rl-31. 
LIST 1: II, 12, Jl, J2, Kl,' K2 
LIST 2: VAB 

II, 12 Lower and upper limits, inclusive, on 
the I-coordinate of the aquifer influence 
region. 

Jl, J2 Lower and upper limits, inclusive, on 
the J-coordinate of the region. 

Kl, K2 Lower and upper limits, inclusive, on 
the K-coordinate of the region. 

VAB Aquifer influence coefficient for each 
block within the region defined by II, 
12, etc. The aquifer influence coeffi
cient VAB for the Carter-Tracy method 
is actually the fraction of the total 
aquifer-reservoir boundary that is 
represented by the length of any given 
grid block. For this reason it is 
possible to calculate the VAB from 
input data previously read in and the 
VAB does not have to be calculated 
externally. 

NOTE: Follow the last VAB card of this data group by_ 
a blank carcT 

The READ group consists of two cards or any number of 
sets of two cards, each set defining a rectangular region 
and the value of VAB To be assigned that region. Overlapping 
of regions is permissible. The order of the sets is immaterial 
except that any overlapping will result in the VAB of the last 
set read to be assigned to the overlapped subregion. 
READ Rl-31 (4210.0) 
LIST: KH, PHIH, RAQ, THETAQ 

KH Conductivity-thickness for aquifer, 
ft /day. An average value of trans-
missivity along the edges should be 
used. 
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PHIH 
RAQ 

THETA. 

Porosity-thickness for aquifer, ft. 
Equivalent aquifer radius, ft. The 
approximate method of Carter and Tracy 
is valid for circular aquifers. To 
retain the validity of usage of cir
cular reservoir influence functions, 
the numerical grid system should be 
chosen as square as possible. 
Angle of influence, degrees. This 
angle should indicate the portion 
of the aquifer covered by the aquifer 
influence boundary. If mass flow is 
permitted across all the boundaries, 
enter 360°. 

READ Rl-32 (2F10.0) 

NOTE: These data are entered if NPT is not eaual to zero. 
If NPT is zero, the program will select the aquifer 
influence functions for an infinite aquifer, and you 
do not have to read in the influence function data. 
Omit this READ and proceed to READ Rl-33. 

LIST : TD(I), PTD(I), 

TD 

PTD 

1=1, NPT 
2 

Dimensionless time, kt/pijic r . 

Terminal rate case influence function 
as given by Van Everdingen and Hurst. 

READ Rl-33 (LIST 1-615, LIST 2 - E10.0) 
LIST 1: II, 12, Jl, J2, Kl, K2 
LIST 2: FAB 
NOTE: These data allow the user to modify the aquifer 

influx coefficient VAB b> the relation 
VAB(I,J,K) = VAB(I,J,K)x FAB 

This is useful when a reservoir may experience 
no or limited water influx across one boundary. 
In this case, in the region where influx is limited, 
the FAB may be set to zero or a small number to 
reduce the VAB along the boundary. 
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II, 12 Lower and upper limits, inclusive, on 
the I-coordinate of the VAB to be 
modified, 

Jl, J2 Similar definition for the J-coordinate, 
Kl, K2 Similar definition for the K-coordinate. 
FAB Factor by which the VAB will be modified 

in the region 1=11, 12, J=Jl, J2 and 
K=K1, K2. 

Note: Follow these data with one blank card. If no modi
fications are desired, one blank card is still 
required. 

READ 1-1 (215) 
NOTE: These data are read for initializing concentrations, 

temperatures, and natural flow in the aquifer. If 
the initial concentrations are zero everywhere in the 
aquifer, there is no natural flow, and the temperature 
conditions are not to be changed, insert a blank 
card and proceed to READ R2-1. 

LlSTsICOMP, ITEMP, INAT 
ICOMP Control parameter for initializing 

the concentrations. 
0 - Initial concentrations in all the 

grid blocks are zero. If you 
enter zero, skip READ 1-2. 

1 - The initial concentrations are 
not zero everywhere. Non-zero 
concentrations will be entered 
in READ 1-2. 

ITEMP Control parameter for initializing aquifer 
temperatures. 

] 0 - Initial temperatures in all the grid 
! blocks are set by a vertical tempera

ture profile entered in READ Rl-11. 
1 - Temperature variations from the pro-

' file (READ Rl-11) will be entered by 
the user. 
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INAT Control parameter for entering natural 
fluid velocity. 
0 - The aquifer fluid is static initially. 

If you enter zero, skip READ 1-4, 
1 - The resident fluid velocity will be 

entered in READ 1-4. 
NOTE: Skip READ 1-2 if ICOMP (READ 1-1) is zero. 
READ 1-2 (615, F10.0) 
NOTE: Enter as many cards as necessary to describe all 

non-zero concentrations in the aquifer. Follow 
the last set with a blank card. 

NOTE: Skip this READ if ICOMP is zero. 
LIST: II, 12, Jl, J2, Kl, K2, CINIT 

II, 12 Lower and upper limits, inclusive, 
on the I-coordinate of the non-zero 
concentration region. 

Jl, J2 Lower and upper limits, inclusive, 
on the J-coordinate of the non-zero 
concentration region. 

Kl, K2 Lower and upper limits, inclusive, 
on the K-coordinate of the non-zero 
concentration region. 

CINIT Initial concentration in each of the 
blocks within the region defined by 
II, 12, etc., dimensionless. 

NOTE: Skip READ 1-3 if ITEMP (READ 1-1) is zero. 
READ 1-3 (615,F10.0) 
NOTE: Enter as many cards as necessary to describe all 

temperature variations in the aquifer. Follow 
the last 1-3 card with a blank card. 
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LIST: II, 12, Jl, J2, Kl, K2, TINIT 
II, 12 Lower and upper limits, inclusive, on the 

I-coordinate of the temperature initiali
zation region. 

Jl, J2 Lower and upper limits, inclusive, on the 
J-coordinate of the temperature initiali
zation region. 

Kl, K2 Lower and upper limits, inclusive, on the 
K-coordinate of the temperature initiali
zation region. 

TINIT Initial temperature in all the blocks 
described above, °F. 

READ 1-4 (F10.0) 

NOTE: If INAT=0, skip this card. 
LIST: VEL 

VEL Initial velocity of the resident 
aquifer fluid in the x direction, ft/ 
day. The initial velocities in the y 
and z directions are assumed to be zero. 

RECURRENT DATA 

The data described previously (M, I and Rl data) are to 
describe the aquifer and fluid properties and to establish 
initial conditions. The following data (R2 data) are read 
before the first time step, and at subsequent time steps when 
you desire to change the well conditions, time step data or 
mapping specifications. Note that any of the data entered up 
to this point cannot be changed. The overburden and under-
burden blocks specifications or aquifer influence functions 
cannot be changed in any manner once they have been specified 
at the beginning. 
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READ R2-1 (1415) 
LIST: INDQ, IWELL, LMETH, ITHRU, T.RCH, IPROD, IOPT, IUDT 

INDQ Control parameter for reading well 
rates. 
0 - Do not read well rates. 
1 - Read well rates on one card 

(READ R2-5). The user must enter 
all well rates under this option. 

2 - Read one card for each well rate 
(READ R2-6). 

IWELL Control parameter for reading well 
definition data. 
0 - Do not read well data. 
1 - Read new or altered well data. 

IMETH Control parameter for reading method 
of solution. 
0 - Do not read method of solution. 

If you are entering data before 
the first time step (new run), 
and you enter IMETH=0, the program 
selects direct solution backward 
with time and space finite-difference 
approximations. The solution 
under these conditions is uncon
ditionally stable. 

1 - Read new or altered method of 
solution. 

ITHRU Run termination control. 
0 - Run is to continue. 
1 - Run is to terminate at this point. 

No more recurrent data will be read 
after this card. i£ you do 
not desire any plots, i.e. NPLP, 
NPLT and NPLC are all zero, this 
should be the last card in your 
data deck. 
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IRCH Vertical recharge data change parameter 
0 - Vertical recharge data will not be 

entered during :his time step. 
1 - Vertical recharge data will be read 

during this tine step. 

IPROD Control parameter for reading wellbore 
data. 
0 - Do not read wellhead data. 
1 - Read new or altered wellhead data. 

I0PT Control parameter for reading wellbore 
iteration data. 
0 - Do not read wellbore iterations 

data. If it is a new run and you 
desire the wellbore calculations 
to he performed, default values of 
the iteration parameters will be 
used for wellbore calculations. 

1 - Read new or altered wellbore 
iteration data. 

INDT Control parameter for reading reservoir 
solution iteration data. 

0 - Do not read iteration data. If you 
are entering data before the first 
time step, default values of the 
iteration parameters will be used. 

1 - Read new or altered iteration data. 
READ R2-2 (I5.F10.0) 
NOTE: These data are entered if IMETH is not equal to zero. 

If it is a new run and IMETH is equal to zero, the 
program selects M£TH0D=1 and WTFAC=1.0 (direct 
solution with backward space and time approximations. 
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LIST: METHOD, WTFAC 
METHOD Method of solution. If you enter zero, 

the program selects METHODal. You may 
select direct solution only if you 
specified direct solution in READ M-3. 
1 - Reduced band width direct solution 

with backward finite-difference 
approximation in time. 

2 - Two line successive overrelaxation 
(L2S0R) solution with backward 
finite-difference approximation 
in time. 

-1 - Reduced band width direct solution 
with Crank-Nicholson approximation 
in time. 

-2 - Two line successive overrelaxation 
solution with Crank-Nicholson 
approximation in time. 

WTFAC Weight factor for finite-difference 
approximation in space. 
1.0 - Backward difference. 
0.5 - Central difference. 
If you enter WTFAC <. 0, the program 
selects WTFAC =1.0. 

READ R2-3 (15, 4F10.0) 
NOTE: These data are entered if IOPT is greater than zero. 

If you intend to use the default values, insert a 
blank card and proceed to READ R2-4. The default 
values of the parameters are discussed below. 
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LIST: NITQ, TOLX, DOLDP, DAMPX, EPS 
NITQ Maximum number of outer iterations 

in the wellbore calculations. For 
example, if the injection rate for a 
well is specified, the wellhead pressure 
is calculated iteratively to obtain the 
bottom-hole pressure necessary to inject 
the specified rate. If entered as zero 
or a negative number, the program selects 
the default value of 20. 

TOLX The tolerance on the fractional change in 
pressure over an iteration. If entered 
as zero or a negative number, the default 
value of 0.001 is selected. 

TOLDP The tolerance on pressure, psi. The 
default value is 1 psi. 

DAMPX Damping factor in estimating the next 
value of the pressure (surface for an 
injection well and bottom-hole for a 
production well). If the frictional 
pressure drop in the well is high, a 
linear extrapolation may lead to 
oscillations around the right value. 
The default value is 2.0. 

EPS The tolerance on calculating temperature 
from given values of enthalpy and pressure. 
The fluid temperatures in the wellbore 
are calculated over each pressure incre
ment as specified in READ Rl-3. The 
default value is 0.001. 

READ R2-4 (15) 
NOTE: If INDO is equal to zero, skip READ R2-4 through 

R2-6 and proceed to R2-7. 
LIST: NWT 

NWT Total number of wells. 
READ R2-5 (7E10.0) 
NOTE: Enter these data only if INDQ is equal to one. 
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LIST: Q(l), 1=1, NWT 
0 Production rate, ft3/day. If it is 

an injection well, enter the value 
as a negative production rate. You 
must enter all the well rates even if 
all of them have not changed. 

READ R2-6 (15, ElO.O) 
NOTE: Enter these data only if INDQ is equal to two. 

Read as many cards as necessary to describe all 
the injection and production well rates. Follow 
the last card with a blunk ccird. 

LIST: I, QWELL 
1 Well number. 
QWELL Production rate, ft^/day. Enter 

negative values for injection rs-es. 
You need to enter only the altered 
well rates. 

READ R2-7 (LIST 1 - 615, LIST 2 and 4 - 7E10.0, LIST 3 -
BEIT.O) 

NOTE: These data are entered for IWELL equal to one. Read 
one set of cita for each well and follow the last 
card with a blank card. 

LIST 1: I, IIW, IJW, IICl, IIC2, IINDW1 
I Well number. 
IIW I-coordinate of grid cell containing 

the well. 
IJW J-coordinate of grid cell containing 

the cell. 
IIC1 uppermost layer in which the well is 

completed. 
IIC2 Lowermost layer in which the well is 

completed. 
IINDWl Well specification option. 
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.1 - Specified rate is allocated between 
layers on the basis of mobilities 
alone. 

±2 - Specified rate is allocated between 
layers on the basis of mobilities 
and the pressure drop between the 
wellbore and the grid block. 

+3 - An injection or production rate is 
calculated from the specified 
bottom-hole or surface pressure. 
The lower of the specified and the 
calculated rate is allocated between 
layers on the basis of mobilities 
and the pressure drop between the 
wellbore and the grid block. 

2,3 - The rate is expressed explicitly 
in the aquifer model equations. 

-2, -3 - The rate is expressed in a serai-
implicit manner in the aquifer 
model equations, e.g. 
n+1 n , dq , n+1 n. q = q + J (p - p ) 

4 - Constant bottom-hole pressure 

LIST 2: WI, BHP, TINJ, CINJ 

WI Well index, ft2/day. 

BHP Bottom-hole pressure, psi. This must 
be specified if IINDWI = ±3. 

TINJ Temperature of the injection fluid, 
"?. If surface conditions are being 
specified, it is the temperature at 
the surface. 

CINJ Contaminant concentration in the 
injection fluid, dimensionless. 

LIST 3: X, DW, ED, OD, TTOPW, TBOTW, UCOEF, THETA 

NOTE: Skip this list if ISURF = 0. 
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X Pipe (wellbore) length to top of 
perforations^ feet. 

DW Inside wellbore (pipe) diameter, feet. 
ED Pipe roughness (inside), feet. Enter 

zero if it is a smooth pipe. 
OD Outside wellbore (casing) diameter, feet. 
TTOP Rock temperature surrounding the wellbore 

at the surface, °F. 
TBOTW Rock temperature surrounding the wellbore 

at the bottom-hole, °F. 
UCOEF Overall heat transfer coefficient between 

the inner surface of the pipe,and outer 
surface of the casing, Btu/ft -°F-hr. 

THETA Angle of the wellbore with the vertical 
plane, degrees. 

LIST 4: KHL(K), K = ICl, IC2 
NOTE: Skip this READ if the well is completed in only 

one layer, i.e. IICl = IIC2. 
KHL(K) Layer allocation factors for Well I. 

These should be in proportion to total 
productivity of individual layers, 
taking into account layer kh (absolute 
transmissivity x thickness) and layer 
formation damage or improvement (skin). 
Only the relative values of these 
factors are important. For example, 
if layers 3 through 6 (IC1=3, IC2=6) 
are completed then KHL values of .5, 
2, 2,5, .1 will give the same result 
as values of 5, 20, 25, 1. The abso
lute productivity (injectivity) of 
completion layer k is computed as 

£=IC2-IC1+1 
WI X KHL(k+l-ICl)/ I KHL 

Jl=l I 
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NOTE! Skip READ R2-8 if IRCH is equal to zero (READ R2-1) 

11/ 12 

Jl , J2 

VI 

02 

U3 

REAP R2-8 (415, 3E10.0) 
NOTE." Enter as many of these cards as necessary to describe 

all the recharge data. Follow the last R2-8 card 
with a blank card. 

LIST: II, 12, Jl, J2, Ul, 02, U3 
Lower and upper limits, inclusive, on the 
I-coordinate of the vertical recharge region. 
Lower and upper limits, inclusive, on the 
j-coordinate of the vertical recharge ragion. 
Recharge rate, ft/day. 

Temperature of the recharge fluid, *F. 
Contaminant concentration in the recharge 
fluid, dimensionless. 

READ R2-9 (7E10.0) 
NOTE: Skip this READ if IPROD is zero. 
LIST: THP(I), 1=1, NWT 

THP Tubing hole or the surface pressure 
for each well, psi. If ISURF is one, 
THP must be specified for the wells 
with well option IINDW1=±3. A produc
tion (or injection) rate is calculated 
from THP, and lower of the calculated 
and specified rate is used for allocation 
between layers. 

READ R2-10 (1415) 
NOTE: These data are entered if INDT is not zero. If 

you desire to use the default values for the 
data entered on this card, enter INDT as 2ero and 
skip this READ. However, if you desire to include 
the off-diagonal(or cross derivative) dispersion 
terms in the x-y plane (E and E ), HIN!TN must 
be entered greater than oFequal tS 2. If MINITN 
is entered as one, or if the default valuo is 
used, an approximation is used to include the 
effect of the off-diagonal dispersion terms by 
enhancing the diagonal terms. 
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LIST; MINITN, MAXITN, IMPG 
MINITN Minimum number of outer iterations 

in the subroutine ITER (see Section 
2.2 (original documentation) for explana
tion) . The default value has been pro
grammed as one. 

MAXITN Maximum number of oucer iterations 
in the subroutine ITER. The default 
value is 5. 

IMPG Number of time steps after which the 
optimum parameters for the inner 
iterations are recalculated for the 
two line successive overrelaxation 
method. You do not have to enter 
this data if METHOD is not equal to 
±2. The default velue for IMPG is 5. 

READ R2-1I (7E10.0) 
LIST: TCHG, DT, OSMX, DPMX, DTPMX, DTMAX, DTMIN 

TCHG Time (days) at which next set of 
recurrent data will be read. The 
restart records can be written at 
TCHG only. Also, the mapping sub
routine can be activated at TCHG 
only. 

DT Time step specification. If DT is 
positive it will be the time step 
(days) used from the current time 
to TCHG. If DT is zero, the program 
will select the time step automatically. 
DT must not be_ zero for the first 
time step of a run starting from 
zero time. ~ 

DSMX Maximum (over grid) concentration 
change desired per time step. 

DPMX Maximum (over grid) pressure change 
desired per time step, psi. 

DTPMX Maximum (over grid) temperature change 
desired per time step, *F. 

DTMAX Maximum time step allowed (days). 
DTMIN Minimum time step required (days). 
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If any of tha five parameters above is entered as zero, 
the default value is used. These values are as follows: 

DSHX =0.25 
DPMX - 30.0 psi 
DTPMX = 10.0 °F 
DTMAX =30.0 days 
DTMIN = 1.0 day 

These parameters are used only if DT equals zero. The time 
step DT must not be read as zero for the first time step. 
If DT is read as zero, the prcgrai" will automatically 
increase or decrease the time step size every time step 
to seek a value such that the maximum changes in the 
concentration, pressure and temperature are less than 
or equal to the specified values, 
READ R2-12 (1015) 

LIST: 101, 102, 103, 104, 108, RSTWRf MAP, KOUT, MDAT; IIPRT 
The program prints four types of output at the end 

of each time step. The parameters 101, 102, 103 and 104 
control the frequency of the outputs. 

101 Control parameter for frequency of 
the time step summary output. The 
time step suioina"ry (7 lines) gives 
cumulative field injections and pro
ductions, material and heat balances, 
average aquifer pressure, cumulative 
heat loss to the overburden and the 
underburden, cumulative water, contami
nant and heat influx&s across the peri
pheral boundaries, and the maximum 
pressure, concentration and temperature 
changes in any block during the time step. 

102 Control parameter for frequency of the 
well summary ou'-put. This summary gives 
water, heat anii contaminant fluid production 
and injection rates, cumulative production 
and injection, wellhead and bottom-hole 
pressures, wellhead and bottom-hole temperatures 
and the grid block pressure in which the well 
is located. This summary also gives the 
total production and injection rates and 
cumulative production and injection. 
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103 

104 

Control parameter for listings of the 
grid block values of concentration, 
temperature and pressure. 
Control parameter for injection/production 
rate in each layer for each well. 

The following values apply to all four of the above 
parameters: 

-1 Cmit printing for all time steps from 
the current time through to TCHG, inclusive. 

0 Print at the end of each time step through 
to the step ending at TCHG. 

1 
n{>« 

108 

RSTWR 

MAP 

Print only at time TCHG. 
.th Print at the end of every n time step 

and at the time TCHG. 
Control parameter for listings of the 
grid block values of the dependent variables. 
The listings are printed according to the 
frequency specified (103). This parameter 
gives you the option for not printing the 
tables you do not desire. The parameter 
requires a three digit specification and 
the first digit refers to pressure, the 
second to temperature and .the third to 
concentration. 
0 - The grid block values will be printed. 
1 - The grid block values (pressure at 

datum or temperature or concentration) 
will not be printed. 

2 - Refers to the first digit only. 
Neither the absolute pressure nor the 
pressure at datum will be printed. 

e.g. If you desire only temperature grid 
block values, enter 201. 

Restart record control parameter. 
0 - No restart record will be written. 
1 - Restart record will be written 

on Tape 8 at time TCHG. 
••arameter for printing contour maps at 
time TCHG, Only two-dimensional maps 

60 



are printed. This parameter requires 
a three digit specification, the first 
digit referring to mapping pressures, 
the second for mapping temperatures 
and the third for concentrations. 
0 - The variable will not be mapped. 
1 - An areal map (x-y) of the variable 

will be printed. 
2 - Vertical (x-z or r-z) contour map 

will be generated. 
3 - Both areal and vertical maps will 

be printed. 
E.G. If desired areal map of pressure 

and both areal and vertical maps 
of concentration, enter 103, 

KOUT See READ M-3. 
MDAT Control parameter lor entering the mapping 

specifications. 
0 - The mapping specifications are not 

to be changed. 
1 - Read new mapping specifications. If 

you are activating the printing of 
contour maps for the first time 
during the current run, MDAT must be 
entered as one. 

IIPRT Velocities, fluid properties and trans-
missibilities printing index. These 
quantities are printed only at the 
beginning of the next time step or at 
the current time. 
0 - Additional printing is not activated 
1 - Darcy velocities are printed 
2 - Darcy velocities, flow, energy and 

mass transport transnissibilities 
are printed 
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3 - Darcy velocities, transmissibilities, 
fluid density, viscosity, enthalpy and 
dispersivities are printed. 

NOTE: Skip READ R2-13 to R2-15, if 

(i) MAP is equal to zero (READ P.2-12) or 

(ii) MAP is not eoual to zero and MDAT is equal to zero. 

READ R2-13 (215) 

LIST: NORNXY, NORNXZ 

NGRNXY, Hap orientation factors for areal and 
NORNXZ vertical maps, respectively. 

0 - The map is printed with x-coordinate 
(r for radial geometry) increasing 
from left to right and y (or z 
increasing up the computer page, 
i.e., the x-0, y/z=0 point is the 
bottom left hand corner. 

1 - x increases from left to right and 
y (or z) increases down the computer 
page. The origin is the upper left 
hand corner. 

READ R2-14 (4E10.0) 

LIST; XYXL, XYYL, X2XL, XZZL 

XYXL, XYYL The x and y map lengths in inches respect' 
ively, for all the areal maps. 

XZXY, XZZL The x/r and z map lengths in inches, 
respectively, for all the vertical maps. 
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READ R2-15 (615, 2E10.0) 

NOTE: Enter one card for each map requested on R2-12 
card. For example, if MAP = 103, areal pressures, 
areal concentration and vertical concentration maps 
will be generated. Therefore, exactly 3 data cards 
should be entered here for this example. 

LIST: I K I ) , 12(1), J1(I), J2(I), K1(I), K2(I), AMIN(I), 
AMAX(I), 1=1, Number of MAPS requested (max. of 6} 

II, 12 Lower and upper limits, inclusive, on the 
I-coordinate of the region to be mapped. 

Jl, J2 Lower and upper limits, inclusive, on the 
J-coordinate of the region to be mapped. 

Kl, K2 Lower and upper limits, inclusive, on the 
K-coordinate of the region to be mapped. 

AMIN, AMAX The minimum and maximum values of the 
variable used to obtain 20 contour maps. 
If the variable in any grid block is higher 
than AMAX, it will be indicated as AMAX. 
If AMAX is entered as zero, the program 
will search for the maxima among all the 
grid block values and use as AMAX. Simi
larly, a large negative number for AMIN 
(̂ -99) will cause the program to search 
for the minima and use as AMIN. 

Data entered up to this point are sufficient to execute 
the program until time equals TCHG(R2-11). The program then goes back 
to the beginning of the recurrent data (R2-1). Model execu
tion proceeds in this manner until the user enters ITHRQ = 1 
(R2-1). If any plots are desired, plotting data is entered 
after all R2_ cards. Otherwise, the last card in a data deck 
should be a R2-1 card with 1 punched in column 20. 
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PLOTTING DATA 

The specifications for the plots and observed data 
are entered here. You may obtain plots even if you do 
not have any observed data available. Do not enter any 
plotting data if you do not desire any plots. Plots can 
be obtained for the values of the dependent variables in 
the well (at the wellhead and at the bottom-hole). The 
quantities plotted depend upon the "type" of the well. 
The quantities plotted for different wells are as follows: 

Type of Well 
Observation well 

Quantities Plotted 
Bottom-hole pressure, temperature 
and concentration 

Injection well-bottom-
hole conditions 
specified (ISURF=0) 

Bottom-hole pressure 

Injection well-surface 
conditions specified 
(ISURF=i) 

Bottom-hoie pressure and 
temperature, surface pressure 

Production well-bottom-
hole conditions 
specified 

Bottom-hole pressure, temperature 
and concentration 

Production well-surface 
conditions specified 

Bottom-hole pressure, temperature 
and concentration, surface 
pressure and temperature 

You should enter READ P-l only if you ai*e obtaining 
plots for a previous run. The plotting data for one well 
consists of the data from READ P-2 through P-4. Enter 
as many sets of these data as the wells for which you 
desire plots. If you desire plots for all the wells, 
enter NWT sets of these data. If you enter less than 
NWT sets, follow these cards with a blank card. 

READ P-l (i:) 
NOTE: Enter thic data only if NPLP or NPLT or NPLC equals 

-1, i.e. the plots are desired for a previous run. 

LIST: NWT 
NWT Total number of wells 
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READ P-2 (15, 5X, 10A4) 
LIST: KW, ID 

KW The w."0.j. number. 
ID A title for the plots for well number KW, 

READ P-3 (7F10.0) 
LIST: TMN, TMX, DT, PWMN, PWMX, PSMN, PSMX, TWMN, 

TWMX, TSMN, TSMX, CMN, CMX 
These variables define the ranges of the coordinate 
axes for plots. 

Lower limit on time. 
Upper limit on time. 
Time step for each row. For example, 
if TMN=5, TMX=15, -and DT=0.S, the time 
coordinate axis will be 20 rows long. 
Lower limits on bottom-hole pressure, 
surface pressure, bottom-hole temperature, 
surface temperature and concentration, 
respectively. 
Upper limits on bottom-hole pressure, 
surface pressure, bottom-hole temperature, 
surface temperature and concertration, 
respectively. 

NOTE: Read as many cards as the observed data points 
(one card for each value of time at which the 
observed values are available), Follow the last 
card with a negative number in the first field 
specification (F1Q.0). 

LIST: TOX, POW, POS, TOW, TOS, COS 
TOX Observation time. 
POW Bottom-hole pressure. 
POS Surface pressure. 
TOW Bottom-hole temperature. 

TMN 
TMX 
DT 

PWMN, 
TWMN, 
CMN 

PSMN, 
TSMN, 

PWMX, 
TWMX, 
CMX 

PSMX, 
TSMX, 

READ ?-4 (6F10.0 
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TOS Surface temperature. 
COS Concentration. 

NOTE: The calculated data are read from tape 12. If you 
desire plots for a previous run, tape 12 should 
be attached. If you entered less than NWT sets 
of the plotting data, follow the last card with 
a blank card. This is the end of your data set. 

MAPS FROM RESTART RECORDS 

Restart records may be edited to obtain maps for the 
dependent variables. The following set of data cards are 
required to obtain maps for a previous run. 
READ M-l Two title cards 
READ M-2 Control parameters. RSTRT must be non-zero. 
READ M-3 This card must be identical to the one used 

for the original run. 
READ M-4 Enter a negative value for TMCHG. 
NOTE: Insert as many sets of mapping data (M-5 and M-6) 

as you desire. Follow the last set with a blank 
card. 

READ M-5 (15) 
LIST: IMPT 

IMPT The time step number at which the maps 
are desired. A restart record must 
exist corresponding to this time step. 

READ M-6 (215) 
LIST: MAP, MDAT 

MAP Requires a three digit specification 
as in READ R2-12, except that it should 
be negative. 

MDAT See READ R2-12. 
NOTE: If MDAT has been entered as one, you should enter 

the mapping data R2-13 through R2-15 at this point. 
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6.1 Error Definitions 

The program checks the input data for a number of 
possible errors to protect the user from running an entire 
problem with an error. A detected error will prevent exe
cution, but the program will continue to read and check 
remaining data completely through the last recurrent data 
set. 

If the number of elements in a fixed dimensioned array 
exceed the dimensions, you must redimension the array. This 
requires recompiling the program. The user is referred to 
Section 2.4 in the original documentation for rediraensioning 
the program. 

The errors detected in the data input are printed in a 
box; and if an error has occurred, its number will appear in 
the box. Positions with zeroes do not have errors. Error 
numbers 1 through 50 represent the following errors: 

(1) This error refers to Read M-3. 
NX is less than or equal to one or 
NY is less than one or 
NZ is less than one. 
The minimum dimensions on the grid block system are 
2x1x1. The maximum size is limited only by the 
available computer storage. 

(3) This error refers to READ Rl-1. 
One or more of CW, CR, CPW and CPR is negative. 
Physically, compressibilities and heat capacities 
are always equal to or greater than zero. 

(4) This error refers to READ Rl-2. 
One or more of UKTX, UKTY, UKTZ, ALPHL, ALPHT 
and DMEFF is negative. 

(5) This error refers to READ Rl-3. 
Either one or both the fluid densities (BWRN and 
BWRI) is zero or negative. 

(6) This error refers to READ Rl-7 through Rl-10. 
One or more of the viscosity values is entered 
as zero or negative. 

Error numbers 7 through 9 refer to READ M-3. 
(7) HTG is not within the permissible range. 

HTG is less than 1 or greater than 3. 
(8) The entered value for KOUT is not permissible. 

KOUT is not equal to 0, 1 or 3. 
(9) PRT Exceeds permissible range of -1 to +2. 
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(11) This error refers to READ Rl-17 through Rl-19. 
One or more of grid block sizes (DELX, DELY, 
DELZ) are 2ero or negative. 

(12) This error refers to aquifer properties for a 
homogeneous aquifer (READ Rl-20). 
One or wore of KX, KY and KZ is negative or 
PHI is less than 0.001 or greater than 1.0 or 
SINX or Sim is less than -1 or qreater than +1. 

(13) This error refers to heterogeneous aquifer data, 
READ Rl-21. 
I is greater than NX or 
J is less thanl or greater than NY or 
K is less tnan 1 or greater than NZ or 
KX or KY or KZ is negative or 
PHI is less than 0.001 or greater than 1.0. 

(14) ^his error refers to READ Rl-22. 
Tiie first grid block center (Rl) is less than 
or equal to the well radius (RWW) or Rl is 
greater than or equal to the aquifer boundary 
radius (PE). 

(15) This error refers to READ Rl-23. 
The layer thickness (DELZ) is less than or 
equal to zero or 
KYY or KZZ is negative or 
porosity (POROS) is less than 0.001 or greater 
than 1.0. 

(16) This error refers to READ Rl-24 and R1-2S. The 
sum of NXR's is greater than NX or 
one or more of RER's is greater than RE. 

(17) This error refers to aquifer description modifi
cations, READ Rl-26. 
One or more of II, 12, Jl, J2, Kl, K2 are out 
of permissible ranges 1-NX, 1-NY and 
1-NZ respectively, or 
II is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than K2. 

(18) This error refers to READ Rl-27 and Rl-28. 
IAQ is greater than 3 or 
one or more of II, 12, Jl, J2, Kl, K2 are 
out of permissible ranges 1-NX, 1-NY and 
1-NZ respectively, or 
II is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than K2. 
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(19) The number of aquifer influence blocks (MABL) 
are greater than NABLMX specified in READ M-3. 

(21) This error refers to READ 1-2. 
One or more of II, 12, Jl, J2, Kl, K2 are out 
of permissible ranges 1-NX, 1-NY and 1-NZ 
respectively, or 
II is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than K2. 

(22) Similar to (21) for READ 1-3. 
(23) Some grid block pore volume is non-zero and 

sum of transmissibilities is zero. 
(24) Some grid block pore volume is negative. 
(25) This error refers to READ R2-4. 

Total number of wells (NWT) is less than 1 or 
exceeds dimension limit NWMAX. 

(26) This error refers to READ R2-6. 
Well number I is less than I or greater than NWT. 

Error numbers 27 through 39 refer to READ R2-7. 
(27) Well location IlW, IJW is outside aquifer, i.e. 

IIW is less than 1 or greater than NX or 
IJW is less than 1 or greater than NY. 

(28) The well perforations are outside the aquifer, 
i.e. IICl or IIC2 is out of the range 1-N2 or 
IIC1 is greater than IIC2 or 
the top block of the completion interval (k=HCl> 
is a zero pore volume block. 

(30) The entered value of IIMDW1 is not permissible. 
The permissible values are +1, +2 and +3. 

(32) A well index of zero is permissible only if 
IINDW1 is equal to one. This error occurs 
if IINDW1 is not equal to one and WI is zero 
or negative. 

(33) IINDWl is +3 and BHP is 0. The specified value 
of the bottom-hole pressure is a limiting value 
of the well pressure if IIDW1 is +3. 
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(35) All completion layers of a well are in zero 
pore volume blocks. 

(37) One or more of KHL values are negative. 
(38) All KHL values are zero for some well. At 

least one KHL value must be non-zero. 
(39) A well number I is negative or exceeds NWT. 
(40) This error refers to READ R2-2. 

METHOD is less than -2 or greater than +2 or 
WTFAC is greater than 1.0. 

Error numbers 41 and 42 refer to READ R2-9. 
(41) Minimum number of outer iterations 

(MINITN) is less than 1 or 
MINITN is greater than maximum number of outer 
iterations (MAXITN). 

(42) Method of solution is L2SOR (METHOD =* +2) and 
IMPG is less than or equal to zero. 

Error numbers 43 through 46 refer to READ R2-10. 
(43) The time at which next set of recurrent data 

are to be entered (TCHG) is less than or equal 
to current TIME. 

(44) DT is zero for the first time step. Automatic 
time step control may not be initiated until 
at least the second time step. 

(45) DTMAX is less than DTM1N. 
(46) The value entered for MAP is not permissible. 

All three digits must be either 0 or 1. 
Error numbers 47, 48 and 49 refer to READ R2-13, R2-14 
and R2-15, respectively. 
(47) IP2 is greater than NX or 

KP2 is greater than NZ or 
HTG does not equal 3 and JT2 is 
greater than NY. 

(49) IK2 is greater than NX or 
KK2 is greater than li'i or 
HTG is not equal to 3 and JKZ is 
greater than NY. 
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8.0 NOMENCLATURE 

C - Contaminant concentration in fluid 
C - Contaminant concentration en rock surface s 
C - Specific heat P 
c - Compressibility of rock 
c, - Total rock + fluid compressibility 
E - Total mass diffusivity (hydrodynemic and c 

molecular) 
E„ - Total thermal conductivity (hydrodynamic 

and molecular) 
g - Acceleration due to gravity 
H - Fluid enthalpy 
K, - Adsorption distribution coefficient 
K - Adsorption equilibrium constant 
k - Permeability 
p - Fluid pressure 
q - Source term 
r - External radius of aquifer 
r - Numerical grid radius of aciuifer 
T - Temperature 
t_ - Dimensionaless time 
U - Internal energy 
u - Darcy velocity 
V - Volume of fluid in a grid 
V - Grid block volume o 
Z - Depth below a horizontal reference plane 
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8.0 Nomenclature (Continued) 

Gree k Symbols 

P - Fluid density 

PB - Bulk density of rock 

PS - Rock density 

-e- - Porosity 

VI - Viscosity 
A - Decay constant 
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1-3 ABSTRACT 
Injection of liquid industrial wastes into confined 

underground saline aquifers can offer a good disposal 
alternative from both environmental ar.d economic consider
ations. One of the needs in choosing from among several 
disposal alternatives is a means of evaluating the influence 
such an injectior will have on the aquifer system. This 
report describes a mathematical model to accomplish this 
purpose, 

The objective of the contract was to develop a three-
dimensional transient mathematical model which would accurately 
simulate behavior of waste injection into deep saline aquifers. 
Fluid properties, density and viscosity are functions of 
pressure, temperature and composition to provide a comprehensive 
assessment tool. The model is a finite-difference numerical 
solution of the partial differential equations describing 

(1) single phase flow in the aquifer, 
(2) energy transport by convection and 

conduction, and 
(3) compositional changes in the aquifer 

fluid. 
The model is not restricted to examining waste disposal 

operations. It can be used effectively to evaluate fresh 
water storage in saline aquifers, hot water storage in 
underground aquifers, salt water intrusion into groundwater 
flow systems and other similar applications. 

The primary advantages of the present model can be 
summarized as: 

(1) The model is user-oriented for easy application 
to full-scale evaluation needs. 

{2) The model is fully three-dimensional and transient, 
(3) The model is comprehensive accounting for density 

and viscosity variations in the aquifer due to 
temperature or compositional changes. 

(4] The model includes the effects of hydrodynamic 
dispersion in both the temperature and coiri-osi-
tional mixing between resident and injected 
fluids. 
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(5) The model energy balance includes the effects 
of pressure. This can be important in deep 
aquifer systems where the viscous pressure 
gradient is significant. 

(6) The model uses second-order correct space and 
time approximations to the convective terms. 
This minimizes the numerical dispersion problem. 

(7) The model is extremely flexible in providing 
a wide choice of boundary conditions. These 
include natural flow in the aquifer, aquifer 
influence functions around the perimeter of 
the grid in recognition that the gridded region 
does not have no-flow boundaries, heat losses 
into the overlying or underlying impermeable 
strata, and the wellbore heat and pressure 
drop calculations coupled to the aquifer flow 
equations. 

The limitations of the present techniques are: 
(1) The use of the second-order correct finite-

difference approximations introduces block size 
and time step restrictions. These restrictions, 
though considerably less stringent than explicit 
methods cause, depend upon the magnitude of 
the dispersivity. 

(2) The comprehensive nature of the model makes the 
computer time and storage requirements significant. 

(3) The model, because of its complexity, is not as 
efficient in reducing down to solve simpler 
problems as a specially written model would be. 

Included in the report are detailed descriptions of 
the approach used in the model, validation tests of the 
model, and a typical application of the model. A comparison 
volume documents the input data requirements, program structure, 
and an example problem for the model. 

4 
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2.0 INTRODUCTION 
The primary objective of this contract was to develop 

a three-dimansioflal transient mathematical model which would 
accurately simulate the behavior of liquid waste injection 
into deep salina aquifers. To provide the user an accurate 
simulation technique, the model recognizes fluid properties 
as functions of pressure, temperature, and waste concentra
tion. In using the term "simulate the behavior," this work 
deals only with those aspects of waste injection which ars 
associated with the flow of the waste fluid in the aquifer. 
That is, the model is not intended to answer or necessarily 
provide input to the environmentally related problem of 
potential seismic activity because of the injection. Rather, 
the model developed as a part of this contract delineates 
the pressure response and fluid displacement fronts in the 
vicinity of a deep waste injection well. 

During the last 10 to 15 years, the use of injection 
wells for disposal of liquid industrial wastes has focused 
attention on the need to accurately describe the effect 
of such waste injection on the receiving aquifer. The 
concept of using injection wells for disposal in lieu of 
discharge into surface waters is that the wastes are 
confined to isolated geologic strata rather than released 
into the usable environment. These subsurface strata 
constitute a storage reservoir for waste material which 
should not be ignored at least where greater benefits to 
man are not feasible. Among the real needs in evaluating 
injection well disposal operations are: 

(a) acceptable injection rates and pressures, 
(b) zones of influence, 
(c) potential formation capacitance to receive 

wastes, and 
(d) degree of confinement of wastes within the 

aquifer. 
There are additional aquifer applications in which 

the model could be extremely useful. Saline aquifers 
as future storage reservoirs for fresh water have been 
recently discussed^. This application could be a very 
important use of the model to evaluate the tendency of 
the fresh water to overrun the brine and reduce storage 
effectiveness, ,The use of heat storage wells as a total 
energy approach also could utilize sensitivity studies 
performed with this model. Salt water encroachment into 
fresh water aquifers is another potential application of the 
model. Further discussion of applications of several types 
are in the section describing the validation of the model. 
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Specific Problem Areas in Developing a Model 
There are several difficulties in approaching the 

development of a mathematical model of this type. Many of 
these are discussed in the following paragraphs. 

One of the difficulties is that when fluid properties 
depend strongly upon waste injection temperature or con
centration, physically unstable displacements can take 
place. Two examples are cited. In the first, when the 
waste injection has a viscosity significantly less than the 
resident fluid (whether due to temperature or to concentration), 
the displacement instability of viscous fingering takes 
place 3'*' 5. That is, the fluid displacement is very inefficient 
with the waste fluid channeling through the resident fluid. 
A similar displacement inefficiency can take place when a 
waste injection which differs in density from the resident 
fluid is injected into a permeability stratified porous 
system. When the waste is less dense and the high permeability 
is at the bottom, more of the less dense fluid is injected 
into the more permeable strata. Subsequently, a zone of 
more dense resident fluid can overlie the less dense injection. 
Under such circumstances, small convective cells of the 
Raleigh-Taylor instability type are set up and mix the two 
fluids 6' 7. 

The above displacement instabilities are extremely 
difficult to solve quantitatively. The present model is a 
numerical solution of the three sets of partial differential 
equations describing flow of fluids in porous rock. Several 
literature'articles 8' 9'^ 0' 1 1 have presented work using 
numerical models to calculate unstable miscible fluid displacement. 
These articles have shown that without heterogeneity or some 
other small scale perturbation to set up the fluid instability, 
the calculated instabilities are delayed in forming compared 
with the corresponding laboratory scale physical displacement. 
With the introduction of a perturbing influence in the 
numerical model, these unstable fluid displacements can be 
quantified although there is always a tendency for the 
calculated fluid displacement to be more efficient than the 
corresponding physical one. 

There is, of course, a severe limitation in the 
fieldscale applicability of the laboratory physical displacements 
which have been performed. This is due to the hydrcdynamic 
dispersion or diffusion in the laboratory scale models being 
much less than the value which best describes full swle 
field tests. Since dispersion is the stabilizing influence 
on the displacement, a different scale dispersion value in 
the laboratory can be misleading in terms of predicting 
field displacements. Typical dispersion values in homogeneous 

1 



2.3 

laboratory displacements are in the range of 0,0001 to 0.01 
feet. Some recent work1'' in matching full scale behavior of 
miscible constituents indicates the dispersivity may ^ange 
from one to 100 feet—at least a factor of one hundred fold 
larger. Calculations indicate that with this magnitude 
dispersivity, the viscosity or density contrast must be 
quite large to develop a significant instability in the 
fluid displacement front. 

Another problem area in developing a mathematical model 
is the difficulty in applying finite-difference techniques 
to first order convective problems. It is well known that 
the type of finite-difference approximation used can introduce 
numerical diffusion which is virtually indistinguishable 
from physical dispersion^;14,15. The two techniques used 
in the hydrology area to prevent this problem are (1) the 
method of characteristics 1 6' 1 7' 1 8 (other names are particle- .« . 
in-a-cell, point tracking, etc.) and (2) higher order Galerkin ' 
(other names used are variational, finite element, etc.) 
methods. In the present finite-difference model, we have 
used second order correct finite central difference approximations 
in both time and space. These techniques have the advantage 
that no numerical diffusion term of second order is introduced. 
The disadvantage they introduce is a limitation on block 
size aai time step. This limitation is necessary to prevent 
calculated temperatures and/or concentrations from exceeding 
the injection levels or from being less than the initial 
values. The time step and block size restrictions are not 
overly severe for many problems. These limitations are 
discussed more fully in the body of the report. 

As mentioned above, the basic approach in developing 
this rr.odej. is to use finite-difference approximations for 
each of the three partial differential equations describing 
flow in the aquifer. The boundary conditions used allow 
water flow into and out of the finite-difference grid at any 
peripheral grid block in the three dimensions. Heat losses 
to impermeable (aquitard) strata above and below the injection 
interval are also included. Boundary conditions at isolated 
injection or production points (injection or production 
wells) can be specified. To permit more user flexibility, 
we have included the calculation of wellbore heat losbe? and 
pressure drop for flow in the injection or production wells. 
This overall model concept gives rise to a coupling of two 
separate models. These are: 

(1) the reservoir model which solves the flow and 
energy transport in the aquifer and surrounding 
strata, and 
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(2) the wellbore model which solves the flow and 
energy transport during flow up or down the 
well. 

Conceptually, this coupling and the factors considered 
are illustrated in Figure 1. The reservoir model solves the 
flow and energy transport thrrughout the set of individual 
grid blocks. Flow outside the region of primary interest 
(grid block definition) is allowed through aquifer influence 
functions. Essentially, this represents the coupling of an 
analytical concept (for example, the region of interest 
surrounded by an infinite aquifer) and the numerical solution. 
Heat transport into regions of no flow are included by 
finite-difference calculations in these regions coupled to 
the temperature profiles in the aquifer. Specified wells 
also impose a boundary condition. If the bottom-hole quantities 
were known (bottom-hole pressure, temperature, and concentration), 
the boundary condition could be set independent of the 
aquifer calculation. However, often the bottom-hole pressure 
and temperature have not been measured. Rather these quantities 
along with the rate are known at the wellhead or surface. As 
a consequence, the wellbore model can be required to solve 
for the pressure drop (rise) and temperature changes occurring 
during flow up or down the well. Linkage between the wellbore 
and reservoir models must be considered. An iterative 
procedure can be required and is included in the model if 
surface conditions are specified. 

The following section describing the technical approach 
presents the combined model concept expressed above. The 
organization is to present 

(1) the partial differential equations, 
(2) the finite-difference approximations for 

both the reservoir and wellbore models, 
(3) the method of solution, and 
(4) the boundary conditions. 

I 
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3.0 TECHNICAL APPROACH 
The model developed under this contract is intended 

to provide a user-oriented, comprehensive caleulational 
tool for assessing the fluid displacement talcing place 
during injection well disposal operations. The model 
consists basically of two parts: (1) a three-dimensional 
finite-difference reservoir model, and (2) a wellbore model. 
?o the user, the two parts are indistinguishable. They are 
coupled closely together since the wellbore model relates 
tht surface pressure and enthalpy to the calculated bottom-
hoi'; pressure and enthalpy from the reservoir model. At the 
sart.e time, these bottom-hole quantities must also satisfy 
tho material and energy balance relationships taking place 
iii the reservoir. 

The finite-difference reservoir model solves three 
coupled partial differential equations describing the 
behavior of a liquid phase injected into an aquifer 
system. The three differential equations are: 

(1) conservation of total liquid mas3; 
(2) conservation of energy; and 
(3) conservation of the mass of a specific contami

nant dissolved in the injection fluid. 
The first equation describes the three-dimensional 

Darcy flow of a single phase liquid in a porous aquifer. 
The density of the liquid phase can be a function of tempera
ture, pressure, and concentration. The second equation 
describes the convection and dispersion of energy due to 
injection of a fluid of different temperature (and pressure) 
than the resident aquifer fluid. The third equation describes 
the convection and hydrodynamic dispersion of a component in 
the injected fluid. This allows different salinity injection 
from the resident aquifer water or a component which is 
present in the injection, but not the resident fluid. The 
end result is a prediction of the concentration, temperature, 
ahd pressure patterns resulting from injection of liquid 
wastes whose density due to temperature and/or concentration 
differs from the geothermally heated saline aquifer. 

In addition to the three-dimensional rectangular Carte
sian grid, we also have provided a two dimension (r,z) grid 
system. This cylindrical coordinate system is extremely 
well suited to single well interpretive or predictive calculations. 

Basic assumptions contained in the reservoir model 
are: b 
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(a) Three-dimensional, transient, laminar (Darcy) 
flow. 

(b) Fluid density can be a function of pressure, 
temperature, and concentration. Fluid viscosity 
can be a function of temperature and concentration. 

(c) Miscibility of the injected wastes with the 
in-place fluids. 

(d) Aquifer properties vary with position (i.e. 
porosity, permeability, thickness, and elevation 
can be specified for each grid block in the 
model). 

(e) Hydrodynamic dispersion is described as a function 
of fluid velocity. 

(f) The energy equation can be described as "enthalpy 
in-enthalpy out = change in in'-ernal energy 
of the system." This is rigorous except for 
kinetic and potential energy which have been 
neglected. 

(g) Boundary conditions allow natural water movement 
in the aquifer, heat losses to the adjacent forma
tions, and the location of injection, production 
and observation points anywhere within the system. 

The wellbore model simulates the injection (or produc
tion) well conditions and provides the boundary conditions 
for the reservoir model. The energy losses in the well are 
czlculated to obtain the bottom-hole pressure and temperature 
values. The pressure drop between the well and the center 
of the grid block is also calculated and the rate is allocated 
between each vertical layer. The user may specify surface 
conditions or the bottom-hole temperature and pressure 
values. If the surface temperature and injection rate are 
specified, the model calculates both the surface pressure 
necessary to achieve the desired rate and the enthalpy of 
the injection stream as it enters the aquifer. The heat 
losses to the formation surrounding the wellbore, the frictional 
pressure drop, and the gravity head are calculated by the 
wellbore model. Alternately, one can choose to specify the 
surface pressure and temperature, and the model calculates 
the rate that can be injected limited by these specified 
surface conditions. In this case, an iterative procedure is 
required to calculate the bottom-hole pressure and the 
allowable injection rate. Similarly, if the well is producing, 
one may specify the rate or the surface pressure. The 

9 



3.3 

latter case requi. >s an iterative procedure to calculate the 
bottom-hole pressui> and the allowable production rate. 

The assumptions used in the wellbore model can be 
summarized as follows: 

(a) Viscous heat dissipation can be neglected in 
the wellbore calculation, 

(b) The initial ground temperature surrounding 
each well is known and can be expressed as 
a function of depth only. 

(c) Flow in the well is incompressible and steady-
state. 

(d) For the purposes of wellbore heat loss calcu
lations, the well is treated as a constant 
flux line source. 

(e) Fluid properties, heat capacity, viscosity, 
and density are allowed to vary with pressure 
and temperature in the wellbore. 

(f) The enthalpy of the injection fluid can be 
expressed as a simple proportionality to the 
enthalpy of pure water at the same temperature 
and pressure. 

3.1 Reservoir Model Equations 
Suppose x,y,z to be a Cartesian coordinate system 

and let Z(x,y,z) be the height of a point above a hori
zontal reference plane. Then the basic equation describ
ing single-phase flow in a porous media results from a 
combination of the continuity equation 

V.pu + q'= - y| ($p)* (3-1) 

and Darcy's law in three dimensions. 

I/' • -- u = - £ (Vp-pgVZ). (3-2) 

* Detailed definitions of all terms are given in the / f\ 
Nomenclature. 
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The result is the basic flow equation 

7-i£(7p - pgVZ) - q' = J- ($o) . (3.3} 

A material balance for the solute results in the solute or 
concentration eauation 

7« (pc|(7p - ogVZ)) + 7- (oE) -7C - q'C = |r (p<j>C). (3-4) 

The energy balance defined as [enthalpy in-enthalpy out = 
change in internal energy) is described by the energy 
equation 

7-(^H (7p - pgVZ)) + 7- K-7T - q - q'H (3-5) 

= l^f^pU + (l-<f) <PCp)RT] 

The system of equations (3), (4) and (5) along with the fluid 
property dependence on pressure, temperature, and concentra
tion describe the reservoir flow due to injection of wastes 
into an aquifer. These fluid property functions are discussed 
in Section 4.1. This is a nonlinear system of coupled partial 
differential equations which must be solved numerically using 
high speed digital computers. 

These equations are solved by dividing the region of 
interest into a three-dimensional grid and developing 
finite-difference approximations for this grid. Once the 
region cf interest is divided into grid blocks, finite-
difference equations are developed whose solution closely 
approximates the solution of equations (3), (4), and (5). 
These finite-difference approximations are: 

Basic Flow Equation 

A[Tw(Ap - pqAZ)) - q = j£ <5(<frp) (3-6) 

11 
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Concentration Equation 

A[TwC(Ap - pgAZ)] + A(TEAC) - Cq = j^(p*C) (3-7) 

Energy Equation 

A[TwH(Ap - pgAZ)] + MT CAT) - % - q H 

V 

f f n n + 1 n n + 1 \ 
Vi-l/2,j,k ipi,j,k " pi-l,j,k' 

and 

*x - x n + 1 - x n 

The terms 

T _ kAp 
W " ] i l 

*.-? 
' . - # 

(3-8) 
- K «t*pU + (!-•! (PC )RT1 

where the difference operators are defined by 

with 

A(TwAp) = A x(T wA xP) + A y(T wl yp) + W z p ) (3-9) 

^ ' V ^ aVi+i/a,j,klpi2,j,k-<j,k) 

(3-10) 

(3-11) 

(3-12) 

(3-13) 

(3-14) 

! l 
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have been introduced for notational convenience. Since 
all of the terms in equation (12) through (14) are position 
dependent, a further expansion is illustrated as 

_ 2 ^ j A z k feA)^,,-, , v ( 3" 1 5 ) -w,i+l/2,j,k ,Ax, , ,Ax, ^ / M'i+lA,j,k 
X X 

2ixi/l3k 

0)< ^ w , v (3-16) •Efi,j+l/2,Jt " ,Av, , ,Av\ ,p'i,j+l/2,k 
(E Jj h 'j+i 

2Ax i4y j 

a n d Tc,i,j,k+l/2 = Az. .42, ( 3" 1 7 ) 

2:y .Az. For radial geometry, the tern - J, K • becomes 2irAz./ 
Ax. + Ax i + 1 

2, 
ln(r . , / r . ) . The volume term is written as lAr.Az, . 

1+1 1 i n . 
Two terms, the constituent dispersion tensor, E, and 
the effective heat conductivity tensor, K, need additional 
description. Both are taken in the present model as depen
dent upon the hydrodynamic dispersivity. This dispersivity 
is a function of the local fluid velocity. Scheidegger2i 

has shown that for an isotropic porous medium there can 
be no more than two independent dispersivity factors. 
This requirement is essential so that the dispersion 
tensor is invariant under coordinate transformations. 
These two dispersivities are longitudinal, in the direction 
of flow, and transverse, perpendicular to flow. Generally, 
both are functions of the magnitude of the flow velocity. 
These values can be expressed as: 

and 

D 1 = ftjlul 

D f c = a t|u| 
(3-18) 

When the velocity vector is divided into components along 
the coordinate axes, nine components of both the disper
sivity and conductivity tensors occur. A 
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These nine components (six distinct) of the dispersivity 
tenser can be expressed as follows: 

E x x = D 1 cos vcos 0 + Dt(sin20cos2-; + sin2v) 
2 

E = ^ , - D . ) sinOcosQcos | 

E = E yx xy 
2 2 7 2 0 E = D, cos ij/sin B + D. (cos 0 cos ^ + sin *) yy ** t. 

E„, * (D.-D ) sin'}icosii/sin6 yz j. v 

E « E 
zx xz 

E = E 2y yz 
and E = Dj sin ij/ + D cos % ^ {3-

) 

The subscripts refer to the concentration derivatives 

''xxH} 3 ( Exy 3 ^ 3 ( EyxJ 
3x r 3"x* ' 3y 

^ S x x l > 3 < E * y $ a « y , & etc 

Hydrodynamic dispersion introduces cross derivative 
terms into the component and energy equations. These 
cross terms represent component (or energy transport) in 
one coordinate direction due to concentration (or tempera
ture) gradients in another direction. 

As can be noted from Equations (19), when the velocity 
vector is oriented along the coordinate directions, the 
cross terms become identically zero. The maximum effect 
is when the velocity is along a 45° angle from one of the 
coordinate planes. Note also from (19) that when the 
transverse coefficient equals the longitudinal disper
sivity, the cross terms are identically zero. 

The more general expressions for the dispersivity 
and conductivity tensors in terms of the molecular pro
perties as well as hydrodynamic dispersivity can be 
written as 

E = $ <JU/(j> + D m 

a n d K 5 $ nu/* (pC p) w + K m (3-20) 
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where the dispersivity, cc, is either longitudinal or trans
verse. Note that the apparent conductivity due to hydro-
dynamic dispersion in the porous media has been taken as the 
product of the dispersivity, velocity and fluid volumetric 
heat capacity. The ordinary molecular heat conductivity 
of fluid plus rock, K m, has been treated as an additive 
constant. The concept expressed in the two equations listed 
as (2) is that the microscopic heterogeneity in convective 
flow creates the same dispersive effect in temperature as 
it does in a constituent concentration. 

3.2 Wellbore Model Equations 
If the user elects to specify surface conditions instead 

of bottom-hole values, the pressure and temperature changes 
in the wellbore must be computed. This is done by solving 
the equation of energy (total) and the equation of mechanical 
energy simultaneously over the welibore depth. The steady-
state energy balance over a depth, tZ, can be written as 

AW 
« ^ • f§ - AQ - -£ (3-21) 

c yc 
Assuming incompressible flow, Eq. (21) becomes: 

AH + fl s iQ {3"22) 

The heat lost to the surroundings over a depth, 12, 
is lost through two series resistances. These include 
(1) heat lost from the fluid to the outside casing wall, 
and (2) heat lost from the casing wall temperature into the 
surrounding formation. The overall heat loss can be expressed 
as: 

2irIL0 AZ(T - TJ 
* - qF(tf < 3' 2 3> 

In Eg. (23), the heat lost into the surrounding rock is 
represented by the function F(t). It can be derived assuming 
the wellbore is a constant heat flux line source. This overall 
derivation was first given by Samey^, The resulting expression 
for F(t) is as follows: ., 

fi 
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F(t) = -In (——) - 0.290 (3-24) 
2/yt 

The actual expression involves the exponential integral 
function for which Eq. (24) is simply an excellent approxima
tion for times greater than a fraction of one day. 

The coefficient U c in Equation (2) is a combination of 
the overall heat transfer coefficient for the wellbore and 
the conductivity of the rock. It can be expressed as: 

u r = vmr+ r (3"25) 

For very short times (determined by F(t) in Equation (24) 
<0), the function F(t) is taken as zero. This is equivalent 
to assuming that the outside casing wall temperature remains 
at the geothermal gradient until the time is sufficiently 
large to cause F(t)=0. Then each wellbore increment loses 
heat as a constant flux source. 

Since enthalpy is a function of temperature and 
pressure, the equation of mechanical energy mvst be simul
taneously solved to calculate the change in pressure over AZ, 
The change in pressure is the sum of the change in the gravity 
head and the frictional pressure drop*. 

The friction factor is a function of Reynolds number 
and surface roughness. The enthalpy of the fluid is a 
function of both temperature and pressure: 

H = H(p,T) (3-27) 

The enthalpy of an arbitrary injection fluid is assumed to be 
proportional to the enthalpy of pure water at the same pressure 
and temperature according to the following relation: 

C
P V C p w ., (3-28) 
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3.3 Solution of Reservoir Equations 
The general finite-difference representations were 

listed as equations (6) through (8). These equations 
outline a sari-implicit finite-difference approximation 
in that the dependent variables, p, T, and C, appearing 
in the space derivatives are carried at the new time 
level. If the equations were linear, this results in a 
totally stable difference approximation. The equations 
are, however, nonlinear because in general the fluid 
properties are functions of the dependent variables. 
Additionally, the well-known problem of artificial numeri
cal diffusion in finite differencing the first order con-
vective terms requires special treatment. As a consequence, 
additional explanation of the finite difference approxima
tions is in order before discussing the method of solution. 

Both the component and energy balances include at 
user option two choices for the finite-difference approxi
mation to the convective terms (first order space deriva
tives) . These choices are upstream weighting (a backward 
difference) or central weighting (a central difference). 
The option is provided to give flexibility in reducing 
space truncation error. 

It is wellknown that a backward ''fference introduces a 
space truncation error which is virtually identical in form to 
the desired physical diffusion 1 4. The truncation errors are dis
cussed in more detail in Sec. 5.2. Unfortunately, the space 
truncation error can overshadow the desired physical diffusion 
level for grid sizes one would desire to use. In the one-dimensional 
case, the space truncation error can be simply quantified as: 

(1) concentration, uAx/_ 
(2) temperature, u(pC ) fix/,. 

These terms should be small compared to the terms E, and K, 
respectively. Otherwise the backward difference space trunca
tion error can dominate the desired physical diffusion. In 
the case of hydrodynamic dispersion being much larger than 
the molecular diffusion or conduction term, the above restric
tion takes the form of 

~ << a for either case above. (3-29) 
Since the value of a might typically be in the range of 30 
to perhaps 100 feet, the above restriction can be a severe 
limitation. It should be noted that the above definition for 
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dispersivity factor, a, should be divided by porosity to 
get the value others have often used for the term dispersivity. 

When a central difference finite-difference approximation 
is used, the space truncation error is no longer of second 
order (proportional to the second derivative). As a consequence, 
there is no artificial numerical diffusion term. There is, 
however, still a limitation on grid size. This particular 
limitation is caused by the tendency of the central difference 
result to overshoot and undershoot the minimum and maximum ., 
limits defined by the injection a.id resident fluid parameters . 
This "oscillation" in space can be eliminated if 

S ~ < E (3-30) 

and u(pC p) w Ax/ 2 < K. (3-31) 

The above restrictions are not a mandatory requirement. 
Good results can be obtained even when u^x i s somewhat 2 greater than E. However, the user must recognize that there 
may be concentrations which slightly exceed the injected 
concentration and/or are slightly below the original 
resident fluid concentration. 

Similarly, there is a time truncation error associated 
with the finite-difference approximation of the first order 
time derivative. Because of the convective terms in both 
the energy and constituent equation, the time truncation 
error c?.n introduce a term which has the same effect as 
physical diffusion. If a backward difference in time 
(implicit) is used, this term can be written as: 

(1) 

(2) 

We have provided the user the option to choose the central 
difference in time Crank-Nicholson approximation. The 
Crank-Nicholson approximation is provided for both the 
energy and constituent eguations, but not for the pressure 
equation because of the tendency for the solution to 
oscillate. As an example of this approximation, the con
centration equation is illustrated: 

concentration, u 2At 

temperature, u 2(pc p) we At 
2* 

ib 
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\ A [ T w C n + 1 ( A p n + 1 - pgAZ)J + \ M T w C n ( A p n + 1 - pgAZ)] 

+ j i (T E AC r ' + 1 ) + j A(T £ iC r ) - j q C n + 1 - j qC n (3-32) 

V 
Jt 5(P*C) 

This c'iXference approximation has the advantage that it 
reduces time truncation error; however, it has the disad
vantage of introducing a time step limitation to prevent 
slight oscillations. Our experience indicates the limitation 
is much less severe than the forward in time explicit approximation. 
In fact, it is about one-half the explicit in time first 
order stability criterion. The explicit criteria is: 

Thus, a factor of at least two larger can be used effectively 
with the Crank-Nicholson difference approximation. 

The method of including the cross derivative terms in 
the temperature or concentration equations can briefly be 
described as follows: 

(1) the cross derivative terms in the x and y 
directions are written at the old iterate level. 

(2) in subsequent iterations after the first to 
update the density, the cross derivative terms 
are updated. 

(3) the user can choose to neglect the cross deri
vative terms and instead use what we have termed 
coordinate direction diffusivity enhancement. 

The coordinate direction diffusivity enhancement amounts to 
adding the E and E„, terms to the E„„ coefficient. xy jcz sot 
Similarly, the E and E terms are added to E . One 
might logically question the realism of this addition of 
terms. The basic problem is that if a radial flow problem 
is run in an xy Cartesian system, the diffusion along the 
45" line in the xy plane is too low without cross terms. , I 
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As a consequence, the diffusion front looks diamond-like 
in shape. The front is where it should be along the 
coordinate directions, but is suppressed along the 45' 
direction. When the transverse coefficient is equal 
to the longitudinal, the front becomes radial again. 
Thus, the concept of "enhancement" of the coordinate 
direction terms effectively recreates this radial front. 
Ws have conducted several numerical experiments and found 
the enhancement approximates surprisingly well the use 
of the full-blown cross derivative terms as shown in 
Figure 2. Thus, we have provided the user the option to 
use either enhancement or the inclusion of the cross terras 
lagged at the old iterate. 

The method of solving the finite-difference approxi
mations (Equations (6), (7), and (8)) is very similar to 
the method used by Coats et al 23 which has been shown to 
work for systems even more complex than this one. This 
procedure provides stability and permits large time steps 
with a minimum amount of computer time. The actual details 
of the solution technique are developed in Appendix A. 

3.3.1 Boundary and Initial Conditions 
Specification of boundary conditions are the primary 

importance at 
(1) injection or production wells, 
(2) external periphery of the finite-difference 

grid definition, and 
(3) at the juncture between the aquifer and the 

confining overburden and underburden. 
The treatment of these boundary conditions is described 
in three separate sections included in Appendix B. The 
first describes the well specifications whether this 
specification is at the surface or at bottom-hole. The 
second section describes the aquifer influence functions 
which are used to represent the peripheral boundary. The 
third section describes the heat losses to overburden and 
underburden. 

10 
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4.0 MODEL TESTS 
Calculational tests performed to verify the model 

can be categorized into four types. These are: 
(1) fluid property calculation tests 
(2) reservoir model tests 

(a) comparisons with simplified analytical 
solutions 

(b) adequacy of boundary conditions 
(i) aquifer influence functions 

(ii) overburden and underburden heat losses 

(3) wellbore model tests 
(4) comparison with laboratory scale model results 

This section includes the details of many of the tests 
along with a summary of all the tests performed. 

4.1 Fluid Property Calculation Tests 
4.1.1 Fluid Density Model 

The numerical finite-difference model includes the 
density as a function of composition, temperature and 
pressure. Fluid density, p, has been expanded in a 
three-dimensional Taylor series about the natural reser
voir fluid density weight fraction (concentration = 0) 
at some reference temperature and pressure. Fcr con
venience, we take the initial temperature and pressure at 
some point in the aquifer as the reference conditions. 
Therefore, 

ptCT.p) => P o(0,T o,p o) + [jg | C + ....] 

+ fS J, &-V + •-1 (4-D 
o 

p p=p0 
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Neglecting the second and higher order terms, Eq. 
(1) can be written as follows: 

p = p Q + a 3C + a 2(T-T o) + a 1(?-p o) (4-2) 

. _ 3D I - 30 ; - 5p i 
W h C r e ^ = W c i 0 '' 32 Z 3f T i T

 ; al - 3? I 
o o 

and p is the density of the natural reservoir fluid at 
the initial temperature and pressure conditions. 

In the model, the user is required to define both 
the reaident fluid and the injection fluid densities at 
some specified value of temperature and pressure (T,, 
p,). If this specified temperature and pressure corres
ponded to the initial temperature and pressure at the 
reference point in the aquifer, then the reference density 
P 0 (0/ T , p ) would be known. Usually this correspondence 
is inconvenient since the fluid densities will more likely 
be measured or known at a standard temperature and pressure 
corresponding to surface conditions. Thus, there are four 
values to be determined before Equation (2) defines the 
density of the fluid as a function of temperature and 
pressure. 

Equation (2) assumes that the values a,, a„, and 
a, are independent of p, 1, and C. This assumption 
can be tested for some fluid mixtures. Table I lists 
values of a- and a, for brine (NaCl) as a function of 
composition and temperature24. 

a 
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TABLE I 
DENSITY MODEL COEFFICIENTS FOR NaCl (BRINE) 

Temperature 

Coefficient Wt.% 60T 130*F 200°F 
Average 
over 
Temp. 

a 2xl0 2 lb/ft3°F 
a, lb/ft3% 

4 -1.34 
0,43 

-1.81 
0.43 

-2.51 
0.42 

-1.80 
0.43 

a 2xl0 2 lb/ft3°F 
a 3 lb/ft3* 

12 
-1.66 
0.46 

-1.71 
0.46 

-1.82 
0.45 

-1.75 
0.46 

a,x 102lb/ft3"F 
3 a 3 lb/ftJ4 

20 
-2.11 
0.49 

-2.22 
0.48 

-1.65 
0.47 

-1.72 
0.43 

a 2xl0 2 lb/ft3°F 
a 3 lb/ft3( 

Average 
over 
Comp. 

-1.70 ; -1.95 
0.47 j 0.46 

-2.0 

0.46 

• 

Note that the thermal coefficient exhibits more variation 
with either composition or temperature than does the composi
tional coefficient. A constant average, over the range, 
value of a 3 introduces no more than about a 2% error in 
the value Of a,. Whereas, a similar average a, could 
introduce as much as a 30% error in the correct value of 
a,. Still, we believe that the density model will not 
introduce errors outside of the normal range in uncertainty 
for the daily variation in density of typical waste 
injections. Little data on the compressibility of liquids 
as a function of T, p, and composition are available. 
Thus, it is difficult uo assess whether or not a. is 
relatively constant. However, the effect of pressure 
on the density of liquid is significantly less than either 
the effect of composition or density. 

The constants p , a,, a,, and a, are calculated from 
known values of the SensitieS of the natural reservoir 
fluid and the injection fluid at some pressure (p.) and 
temperature- (T.) and from the coefficients of thermal 
expansion and compressibility as follows: 
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The coefficient of thermal expansion is defined as 

c T 3 - i (JJ) (4-3) 

and the compressibility as 

c = i flSL) (4-4) 

Therefore, the partial derivatives of the density with 
respect to temperature and pressure at initial aquifer 
conditions are: 

(4-5) 

a n d - = - • (4-6) 

The model calculates the reference fluid density/ p , from 
the resident fluid density at IT., p.) and the flui§ 
properties c and c_ by the following relationship; 

P 0 = p(0,T1,p1)/(l + c„( P l-p o) + c T(T rT o)) (4-7) 

a = l i 2 " dT J = D o c r 
0 

a l * Ip J = p o C w 
p o 

Subsequently, a. and a, are calculated from Eqs, (36) 
and (37). The coefficient, a,, is calculated from the 
difference between resident and injection fluid density as: 

a 3 " !§ = P<l#Ti*Pi) " P(0,T 1 ( P l) (4-8) 

tf 
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It is helpful to inspect the relative contribution 
variations in temperature, pressure and concentration 
create in the fluid density. The compressibility of 
liquids is on the order of 10" 7 - 10"Vpsi. As a con
sequence, pressure changes as large as 1000 psi would 
cause only a density change of roughly O.ul to 0.1%. 
The thermal expansion coefficient for typical liguids 
varies from 10"^ - 10~V oF. A 100°F temperature change 
would then cause a density change of 1.0 to 10%. Composi
tional changes will generally cause the greatest effect 
on density. Density changes of 20% are possible over 
the range of fresh water to 24% NaCl. Similar density 
changes occur with other salts. Aqueous organic constituants 
probably affect the density less. 

4.1.2 Fluid Viscosity Model 
The viscosity included in the disposal model accounts 

for the influence of fluid composition and temperature on 
the fluid viscosity. Pressure effects have been neglected. 
The viscosity model was developed with the concept in mind 
that the user might have very little measured viscosity data 
for the injected fluid. Alternatively, if measured data were 
available, we wanted to have as accurate a model as was 
feasible. 

The basic viscosity model dependence on concentration 
and temperature was expressed as: 

y(T,C) = u R{C) exp[B(C)(l/T-l/TR)J (4-9) 

where u„ (C) = the fluid viscosity at the reference teir.Derature, 

B(C) = a function of composition only 

The compositional dependent factor B is taken as a linear 
function; 

B(C) * CB i + (l-C)Br (4-10) 

where C = mass fraction of the injection fluid, and 
B.,B = the "best" constants representing the temperature 

dependence of both injection and resident 
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If only pure component viscosity data are available, a 
separate functional relationship is used. 

U(TR,C) = u i ( T R ) C u r ( T R ] ( 1 " C ) (4-11] 

At least three different levels cf measured viscosity 
data might be available. These can be summarized as 
follows: 

(1) Measured 
u(TR,C) - viscosity of fluid mixture as a 

function of composition at a reference 
temperature 

y,(T) - viscosity c^ injected fluid as a 
function of temperature 

U (T) - viscosity of resident fluid as a 
function of temperature 

Calculate 

B.,B as least squares fit of u. and u 

U(T,C) from Eqs. (9) and (10) 

(II) Measured 

vAT)i V (T) - viscosities of injected and resident 
r fluids as functions of temperature 

Calculate 

B^, B r as least squares fit of p., u 

yR(C) at midpoint of temperature range Eq. (11) 

U(T,C) from Eqs. (9) and (10) ^ ' 
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(ill) Measured 

U•(•*,,>' ^ ^ ' T D ' * viscosities of injected and resident 'i't 

Calculate 

fluids at single temperature 

25 B., B from generalized chart of Lewis & Squire 

H R(C) - Eq. (11) 

u(T,C) - Egs. (9) and (10) I 

As should be obvious from the above discussion, the 
accuracy degrades when less measured viscosity data are I 
available. The accuracy of each of the above approaches 
is discussed below. 

The variation of viscosity with temperature given by ' 
Eq. ( 9 ) was tested for pure water. The reference temperature 
was taken as 59°F, The first two levels of viscosity data I 
availability above include viscosities of the injection and I 
resident fluids as a function of temperature. In the model, 
a least squares fit of these data is made. In the case of » 
pure water, the maximum deviation between measured and | 
calculated viscosities is 54 over a temperature range from 
freezing to boiling. In the third level of viscosity data 
availability described above, only the viscosity of injected j 
and resident fluids at a specified temperature are avail- ' 
able. In this case, the Lewis and Squire correlation generates 
the temperature dependence. In this case, a maximum deviation, j 
calculated to measured, of 141 was found over the same 
temperature range. Thus, the viscosity model temperature 
dependence seems to be entirely adequate. 

To test the accuracy of the calculated viscosity 
for the three distinct levels of data availability, we 
have again used a brine solution. The resident fluid 
was taken as pure water and the injection fluid as 24* 
by weight NaCl. A reference temperature of 59 4F was 
used and the aquifer temperature was taken as 150 aF. 
Che measured data for the three cases then consist of: 
•JAiE I 

(1) viscosity versus temperature for injected 
fluid (0% NaCl) at five temperature points: 
32, 59, 100, 140 and 212°F 

(2) viscosity versus temperature for resident 
fluid (24% NaCl} 

it 
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(3) viscosity of mixtures of injection and 
resident fluids at the reference temperature, 
59°F, for each cr.e-ter.th increment in con
centration between 0" and 24% NaCl 

CASE II 
(1) same as (1) above 
(2) same as (2) above 
(3) no mixture viscosity data 

CASE III 
(1) viscosity of injected fluid (0% NaCl) at 59°F 
(2) viscosity of resident fluid (24% NaCl) at S9°F 
(3) no mixture viscosity data or viscosity tempera

ture dependence 
The results of calculating the viscosity for various 

mixtures of injection and resident fluids at a temperature 
of 150°F are shown in Figure 3. The maximum deviation for 
either Case I or II is less than 5%, For Case III, the 
maximum deviation is about 181. This discrepancy occurs 
because the generalized Lewis-Squires extrapolation from 
59°F to 150°F for pure water introduces an 181 deviation. 
The deviation for 24% brine due to this extrapolation was 
less than 53. Even Cases I and II contain some inaccuracy 
in the calculation of the viscosity of water (0% NaCl) since 
the exponential behavior assumed is not exact. 

Other fluids have been tested against the viscosity 
model with similar results. As an example, a 50? sucrose 
solution showed maximum deviations of roughly 304 over 
the complete concentration range from pure water to the 
503 solution. We believe the viscosity model will be 
adequate for most cases of interest. However, other 
fluid property routines could be implemented into the 
model with minor changes. 



4-9 

Figure 3 - Comparison of Viscosity Model with Measured Data 
Predicted Brine Viscosity a 150°F with 
Three Levels of Available Data .. IT,C) 

0.4 

LEGEND 
— MEASURED 
0 CASE I [M(T,0), ^T, I), ^(59°,C)] 
0 CASEH [/rfT.O), M(T,I)] 
V CASE! [ / I (59° F 0) ,A(59 S , I ) ] 

0.0 0.2 
0%NoCI 

0.4 0.6 

CONCENTRATION 

0.8 |.0 
24%NaCI SLi 
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4.2 Reservoir Model Tests 
The second type of testing performed on the disposal 

model was designed to test the reservoir model and associated 
boundary conditions. When density is not a function of 
temperature or composition, the individual equations becojne 
uncoupled, Under these circumstances, it is possible to 
check the numerical finite-difference solution of each 
equation separately against analytical solutions to these 
equations. 

4.2.1 Comparisons with Analytical Solutions 
In the comparisons with analytical solutions, we 

have attempted to use realistic aquifer and fluid proper
ties to test the model. This enabled us to check not 
only the programmed equations, but also the importance 
of truncation error for realistic cases. 

4.2.1.1 Flow Model Tests 
Our purpose in the tests for the flow model were 

designed to verify not only that the equations had been 
debugged, but also that the combination of pressure drop 
in the aquifer plus pressure drop across the sand face 
was a good approximation. As discussed in the boundary 
conditions section, we have included a radial steady-
state pressure drop calculation for the additional pressure 
drop from the average block pressure down to the wellbore 
pressure. In a highly transient situation such as a well 
test, the adequacy of this approach must be checked. 
Since the model has the capability of both cylindrical 
(r-z) and rectangular Cartesian (x,y,3) coordinates, 
both grid systems were checked. All runs of this type 
were compared with the E.-function (exponential integral) 
analytical solution to radial flow subject to a specified 
rate as the wellbore radius approaches zero. 

This solution.has the form 

. -x 
where - E. (y) = / -—- dx. 

X X 

Table II summarizes the aquifer and fluid properties 
used in the tests: 

•2/ 
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TABLE II - AQUIFER AND FLUID PROPERTIES 
FOR FLOW MODEL TEST 

Aquifer 
conductivity 0.0179 ft/day(3 md) 
porosity 0.03 
compressibility 4x10 /psi 
thickness 100 ft. 
initial pressure 100 psi 

Water 

viscosity 0.46 cp 
is: compressibility 3xl0~6/psi 

density 62.4 lb/ftJ 

3 The test was injection at 562 ft /day of water for a one 
day period followed by a shut-in period of one day. The 
volume injected during the test is relatively small; but, 
because of the low permeability and porosity, the pressure 
response 1,000 feet from the wellbore is significant. 

Three separate grid systems were used. These are 
summarized in Table III in terms of the block centered 
positions where, in the rectangular system, y. = x. . 

31 



4.12 

TABLE III - S:J>'XAFY OF FLO.' TEST GRID SYSTEMS 

Racial ?.ect3r..:-iar i 3xi3>:i n^ rnn 
X' , i'- X; , ft 

16x1x1 
Block i r-, ft 
Wellbcre 0.375 

1 2 
2 3.1 
3 4.9 
4 7.6 
5 11,9 
e 18.5 
*~ 28.9 
3 45.1 
9 70,4 

10 109.9 
11 171.6 
12 267,8 
13 417.9 
14 652.2 
15 1013.0 
16 1588.8 

External 
distance 2000.0 

0.375 u.375 
1 7 
4 22 

Li. 
46 
94 

it) 1 2 w 
94 3S2 

190 635 
382 1000 
655 1456 
1000 2224 
1456 3760 
2224 
3760 

4784 4734 

Each of the above grid systems was compared with the 
analytical solution at three different distances from 
i':.* veil. The first distance comparison was at the 
willtcre (r=0.375 feet); the second was at a distance 
45 feet from the injection wellbore; and the third at 
a distance of 1000 feet from the wellbore. To make the 
comparison at the latter two distances, observation veils 
were placed in the appropriate blocks, since the well 
rates from these blocks are zero, no additional pressure 
drop from the grid block average to the wellbore is 
present. The well index calculation of Equation (B-l) 
is not essential. For the injection veil, however, this 
calculation is quite important during the injection phase 
cf the test. 

For the radial geometry, the additional pressure 
drop from the block center of two feet down to the wellbore 
of C.375 feet requires a well ir.dex equal to (6.28) (3) 
(100) (.00632)/ln(2/0.375) or 7.12 ft:,c?/psi day (see - " 
illustration below). '•*•*& 
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AP 

057ST 2 31' 
r 

At the injection rate of 562 ft /day, this additional 
pressure drop is slightly more than 36 ps:. This is the 
steady-state pressure drop which would exist for the 
specified flow between 0.375 feet and two feet. Figure 3 
plots the comparison between the calculated and analytical 
solution results at the wellbore (r = 0.375 feet). Note 
that the additional pressure drop calculated from the well 
index is important in providing agreement between the two. 
The total pressure buildup in the aquifer grid is roughly 
130 psi while the well index adds the additional 36 psi. 

Since a 0.1 day increment was used in calculating the 
E.-solution, there is no comparison in the very early 
transient period. By 0.1 day, excellent agreement is 
obtained between the E.-function and the finite-difference 
result. However, it is the early transient period where 
the wellbore approximation used in the finite-difference 
model might be expected to give higher results than the 
analytical solution. This is due to the wellbore model 
assuming an instantaneous steady-state between the well 
block and the wellbore. 

£ 
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In the comparison between the finite-difference model 
and the analytical solution at a distance of 45 ft., there 
is no additional wellbore pressure crop since the well is 
an observational well only. The agreement at 45 feet was 
excellent. These comparisons illustrate that the radial 
flow geometry is an extremely useful method for interpreting 
single well tests. It agrees with the analytical techniques 
which are usually used in such interpretations and provides 
the added capability of interpreting these tests in terms 
of a stratified (r,z) heterogeneous porous media. 

The two rectangular grids utilized the well in block 
(1,1,1) since the problem is symmetrical. One-fourth of 
the injection was prorated into these calculations since 
only one-fourth of the area is included. The only differ
ence between the two grids was that in the 13x13 grid, 
the well block was two feet on a side. In the 11x11 grid, 
the well block was 14 feet on each side. The two tests 
were done primarily to distinguish the accuracy of the 
linear well index formulation. This well index is intended 
to calculate the additional pressure drop from the average 
block pressure down to the wellbore (see the illustration 
below). Unlike the radial case where the well index is 
exact (except for the steady-state assumption), the linear 
case involves an approximation going from the linear geometry 
down to the radial wellbore geometry. The well index cal
culation in this case is (1/4)(6.28)(3)(100)(.00632) 
(2.257-.375)/.375[l./l-2.257/.375U.-ln 2.257/.375JJ = 
2,584 ft cp/psi/day. At an injection rate of 1/4 of 
562 ft /day, the additional pressure drop is about 25 psi. 
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In this case the numerical result tended to be high 
during the injection phase by about 2-5 psi. This is a 
considerable improvement over what would have been calculated 
using the WI expression of the previous radial case. If 
that Wl had been used, one might have assumed the necessary 
calculated pressure drop was over a radius of two ft. 
(equal to the linear block size) down to 0.375 ft. This 
would have given a iP = 36 psi as before and would intro
duce a significantly greater error. 

In the 11x11 linear geometry, the well block is now 
appreciably larger. The calculated well index is 1.05 
ft-3 cp/psi/day. In this case, the additional pressure 
drop is about 61 psi. The calculated result for this block 
size appears to be about 2-5 psi lower than the analytical 
resuit. Again, using the radial result with an effective 
radius equal to one-half the overall block size, the cal
culated AP from the well index would be about 71 psi. This 
would give a total calculated result greater than the ob
served analytical result by about 5 psi. That is, about 
the same error, but in the opposite direction from the 
WI determined using the block pressure as representing the 
average pressure instead of the external radius pressure. 

Our conclusion from the above results is that the 
wellbore pressure drop is a necessary addition to account 
for if calculated bottom-hole pressures at an injection 
or production well are to be compared with measured levels. 
Observation well results should not be sensitive to the 
wellbore effects unless well fillup volume was significant. 

4.2.1.2 Tests of the Temperature and 
ConcentratIon~Equaticns 

The analytical solutions used are well known . Boundary 
conditions for which analytical solutions are known include: 

(1) x=0, C=C Q 

(2) .,=0, UC Q = u C - E ^ 
3T U T 0 = U T - E ^ 

(3) x=0, as in (2) 

X-KO, 0 0 

T-»0 

x-«°, 0 0 

T-*0 

X=L, || - 0 

s-» Y 
<*-• 1 
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The last set of boundary conditions generally best represent 
those included in the program. A radial geometry solution 
corresponding to the set of boundary conditions (1) is also 
available. 

The component or energy balance equation where E (the 
diffusivity) is constant can be solved by taking the Laplace 
transform of the partial differential equation with respect 
to time and reducing it to an ordinary differential equation. 
The solution for condition (2) in the linear case 2 6 is as 
follows: 

Linear 

T

r or | - = \ terfc( £ £ l , _ e ^ e r f c ( f *£ ) U+Y(*«>)] 
o o / i Jl 

+/p exp{ - J j (y-I)2} (4-13) 

where definition of the dimensionless groups is different 
for the component and energy equations. 

I 
I 

u o 

I 
I 
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Energy Component 

y = dimensionless diffusivity y = dlT.ensionless diffusivity, 
uL uL 

3C-'(pCp)w E 
y = dinensior.less distance, x/L y = diaensioniess distance, x/L 

I = aquifer length, and 
T = ut 

L<J) 

L = aquifer length, and 

(0Cp)tL 

Radial 

T/T, 

Energy 

1 4nhK " ' 4Kt J 

T(-q(pc. UfEir D W, 

Component 

C _ 4iDrfi' 4Drtj T(: 
r<dhi> 

(4-14) 

Note that the solutions of both concentration and 
energy equations for either radial or linear geometry 
are identical except for definition of dimensionless 
groups. Also note that the diffusivity, a function of 
velocity (due to hydrodynamic dispersion), can be checked 
for the linear case since the velocity is constant. An 
approximate solution Tor diffusion a function of velocity 
has been developed for the radial case^'. This approxi
mate solution for the concentration equation can be 
expressed as: 

c— = 1/2 erfc [(r2/2 
L o 

OX 3 2^/(4/3 V
J
 + 2,D^r 4/Q) 1 / 2I 

(4-15) 
A comparison of the numerical solution with this equation 
has also been made and showed the same kind of agreement as 
the authors obtained. 

Results for the radial geometry concentration equation 
are shown in Figure 5. The aquifer and fluid properties ^ , 
are listed in Table IV. £ f 
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Figure 5 - Comparison of Numerical Results with 
Analytical Solution of Radial Concentration Equation 

40 60 80 fOO 
RADIAL POSITION R, FT. 

^ 
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TABLE IV 
AQUIFER AND FLUID PROPERTIES USED FOR THE RADIAL GEOMETRY TEST 

Porosity, $ 0.1 
Conductivity 394 ft/day (2 darcies) 
Rock compressibility, C. ^ 0 , 
Reservoir fluid density, p 62.4 lb/ft. 
Injection fluid density, p. 62.4 lb/ft 
Viscosity, u 2 cp , 
Diffusivity, D 1.16 ft,/day 
Flow rate, Q 58.5 ft /day 

A total of ten grid blocks in the r-direction were 
used. The flow rate was maintained at 58.5 ft /day. The 
aquifer and well dimensions and gri-d blocks are summarized 
in Table V. 

TABLE V 

GRID BLOCK CENTERS AND OUTER BOUNDARIES 

Well radius 10 ft. 
Outer aquifer radius 315 ft. 

Block Mo. Grid Block Centers, Ft, 

1 30.5 
2 39.7 
3 49 
4 64 
'5 79 
6 104 
7 131 
8 168 
9 
10 

210 
271 
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The temperature equation was tested by making the 
dimensionless groups appearing in (14) the same as for the 
concentration equation. Thermal properties for this case 
are shown in Table VI. 

TABLE VI 
THERMAL TRANSPORT PROPERTIES OF THE AQUIFER AND THE FLUID 
Heat capacity of the fluid, (C ) 
Density of the rock, p„ p 

Heat capacity of the rock, (C ) 
Net thermal conductivity of 

the porous medium, K 
•p'R 

1.6 Btu/lb°F 
100 lb/ft3 

0.3 Btu/lbcF 
116 Btu/ft-day0F 

Rssults were virtually identical to those shown in Figure 5, 
One-dimensional component and energy balances were 

also tested for linear geometry. For constant cross-
sectional area, constant flow rate also implies a constant 
value of the velocity. From Eq. (3), this implies a 
constant value of the total mass diffusivity in a homo
geneous aquifer. In the radial system, a constant value 
of a and the flow rate q implies a decreasing E with an 
increase in the radius. 

The aquifer and fluid properties used for the linear 
tests are summarized in Table VII. 

TABLi VII 
THE AQUIFER AND FLUID PROPERTIES USED FOR THE LINEAR TEST 
Porosity, $ 
Conductivity 
Rock compressibility, C R 
Resident fluid density, p 0 

Injection fluid density, p. 
Longitudinal dispersivity factor, a 
Met molecular diffusivity, D 
Fluid heat capacity, (C ) 

p w 
Volumetric rock heat capacity, {pC ) R 

Apparent conductivity of the porous 
medium, K_. 

0.1 (fraction) 
2 ft/day (10 md) 
4 x 10~Vpsi 
62.4 lb/ft3, 
62.4 lb/ft3 

52 ft , _ 
1 x 10" 3 ft /day 
1 Btu/lb°F 
30 Btu/ft3°F 
30 Btu/ft-day-'F 
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A constant superficial velocity of 0.1 ft/day was maintained 
(flow rate = 0.1 ft 3/day/ft 2). Twenty grid Mocks, each of 
100 ft. length, were used. 

The results for the concentration at 405 and 800 days 
are shown in Figure 6. The results at both the times are in 
excellent agreement with the analytical solution. A central 
space difference approximation vss used, as in the radial 
geometry. A time step of 5.G days was used which gives a 
numerical truncation error of 0.28 ft /day. The numerical 
diffusivity7is approximately 5? of the physical dispersivitv (E = 5.2 ft /day). 

Also on Figure 6, the results for the temperature 
equation are illustrated at times of 800 and 4262 days. 

It is of interest to compare the results of the con
centration and temperature equations at 800 days. The 
transport properties, dimensions of the aquifer and flow 
rates are the same in both cases. The dimensionless diffusivities 
without the molecular diffusivity and the conductivity are 
also the same. The net molecular diffusivity (D ) and the 
thermal conductivity (K ) are small compared to the hydrodynamic 
dispersivity, and their effect may be neglected for this 
qualitative comparison. Consider the dimensionless times: 

Concentration 
ut _ (0.1)(800) _ A , * L _ (0.1) {JON) - °'4 

Temperature 
' ' f f ' ^ . (0.1)(62.4if800). 0 j 0 7 5 
( C V T (33.241(2000) 

Since the dimensionless time for the temperature 
equation is only one-fifth of the concentration equation, 
the temperature front should be closer to the origin, 
and significantly less diffuse. This is precisely what 
is observed. 

Now let us compare the results of the concentration 
equation at 800 days with the temperature equation at 4262 
days. Dimensionless times are equal in this case. The 
only difference in the two cases is a slightly different 
dimensionless diffusivity because of the difference in 
molecular diffusivity and the thermal conductivity. ^ 



0 8 
DIMENSIONLESS LENGTH, X/L 

-X," Figure 6 - Comparison of Numerical Results with Analytical Solutions of 
-»>• the Linear Concentration and Temperature Equations 

See Table VII for properties 
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The diraensionless diffusiviti.es are: 

Concentration 

ciu + D m 
Lu 

(52)(0.1) f 1x10"° , , . -2 
- = 2.6x10 

(2000)(0.1) 

Temperature 

au - K /(pC ) 

Lu 

(52) (0.1) + (30)/(62.4) , -2 
— — = 2.84x10 

(2000)(0.1) 

Thus the fronts should be at equal distance from the source, 
but the thermal front should be slightly more diffuse. The 
results, though it is not obvious, support this conclusion. 

4.2,1.3 Analytical Solution for 
Brine WaterTntrusion 

The problem of salt water encroachment into an artesian 
aquifer was studied by Henry (1964)28. He derived a steady-
state analytical solution for a particular set of boundary 
conditions. The idealized model was a confined fresh water 
aquifer discharging to the ocean. The boundaries at the 
top and bottom of the aquifer were impermeable. A constant 
fresh water flux enters thu aquifer along the vertical face 
at the fresh water end (x=0), and a constant salt water 
head is maintained at the ocean end (x=L). The boundary 
conditions used for the analytical solution are summarized 
Jelow: 

At x=0 c=0 '' -
At x=L c=l 
At z=0 and h, 3£ -

9z " u 

http://diffusiviti.es
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The boundary condition at x=L is an idealized condition, 
and difficult to achieve numerically. Since the fresh 
water is flowing into the ocean, there is necessarily some 
dilution at x~L. Numerically, the constant salt water head 
was maintained at x=L by a production/injection well in 
each vertical layer. The bottom-hole pressure in each 
well vertically differed by the salt water head. All 
wells were permitted to produce or inject depending upon 
the difference between the grid block pressure and the 
pressure head. The wells in the lower blocks injected 
salt water into the aquifer, and the wells in the upper 
blocks produced. 

The numerical model without modification is not 
able to exactly simulate the boundary condition of C=l 
at x=L. Substantial modification of the present model 
would be required to simulate this idealized mathematical 
boundary condition. To avoid this, the production/injection 
well in each layer described above was used. Since sea 
water is being injected into the lower cells, the boundary 
concentrations there are equal to one as desired. The 
boundary concentrations in the upper production cells, 
however, are less than one since the concentration is the 
cell composition. This difference in boundary condition 
diminishes diffusion into the top layers of ts.e numerical 
model compared to the analytical result. In the comparisons 
presented later, this effect although small can be noted. 

28 Henry presented analytical results for the following 
set of parameters: 

r - L - 2 
a a ^ _ ^ = 0.263 kgAph 

b = Ji = 0.1 
q 

in the numerical model test, an aquifer 200 ft. long 
and 100 ft. deep was used. The aquifer and fluid properties 
are summarized in Table VIII. 

'ji-
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TABLE V T I i 

AND PLC ID •• 

r . p r e s s i b : lit 

D . s - o r s i v i t " 

C . 5 ( ' r - i : r : •.:: 

517.89 yr.c 

4:<:0 ' p s i 

0.1 ftVo.v.-

?•.-:: wa te r i o r . s i t y 

T-.,r p r e s s :L>i 1 : t y 

V i s c c s i t v 

o2.il lb''f-J 

e-j .09 ib/ft" 
incompressible 
1 cc 

low rate was nai.ntai: i •VI = The fresh water 
"h ••.•qual allocation, intc each layer. The numerical eric 
.•': system consisted of five vertical layers of 20 feet 

:h, ir.d 12 horizontal cells cf: 50, 50, If 16, 16, 12, 
, 1, 8, 4, 4 and 4 feet length. The snail t cells 
'•• ;• r.ta ocean end. 

'.o.nry presented his steady-state anal ical solution. 
rr.s of both rear, salt water concentr .~.n i'. the 
•-.'; ::;recti'.n and £ family of const,- salt water 
•.-ration contours. However, when w. integrated his 
vratior. contours in the vertical d ection, the 
l-itec result did not agree with hi'., .uean value curve. 
• stt cf curves cculd conceivab M e in error. 
..-.(: a'.cr.e right account fcr the differences. T'r.z 
!•: ever the vertical direction from Kenrv's ccr.tcurec 
'/.ration values are shown in Figure 
•aril 

We have 

thr 

y accepted his mean curve as correct and re-
the constant concentration contours to be 
with it. Both curves were needed for two c 
numerical model tests described in subseouen 

;pl".3 

http://o2.il
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V e r t i c i l Averoaed Concentrat ion as a Function 
of Posi t ion in the Fresh Water Aquifer 

CALCULATED FROM HENRY'S ISOCHLORS 

HENRY'S CURVE 

60 100 ,20 140 160 

DOWN STREAM DISTANCE - FT 

hc 



ccrv It ;.":!•• :illr: with frc'-'r. •*:-.:•'. -3'fa :r>r- •:" -he- hi ;lv:r 
density of sea witer, it ;r:tru.:<j; :.-.t; t.o.- a.-.if-'r it the 
bettor.. After I^IC day;, the s.-'.t wa-er :':•.:•.• •: .•..: ir.-1; 
as the average concentration i". the vertical d: reĉ icr.'• 
has intruded ir.to the aquifer ~ .,-h > s s th;r. the stea.iy-
state solution, Fro~ Pir.dor ;.rv: ̂ c;er':" numerical 
solution, we estimate! that i:-. octicr, c: it least 2C pore 
volumes would be required to reav':. the stc-ady-stat". 
However, the qualitative hnhavi'.r := sirilar t.~ th" 
steady-state solution, The- -ear; •,-. r:;:;! ::: cvnt:'-:tions 
are plotted in Fiuure ; , "he s;nuljt:-n -/as not continued 
after 1,0C0 days because cf the- lar:-. ;;-'ur.t cf ccraputaticr 
tine which would have been r.eeiej •.-. reach steady-state. 
Instead, the two repairing tests wer-_< ir.itialined very 
close to the steady-state answer, ': ur en either side of 

These two cases, in cur opinion, constitute a ratner 
rigorous test of the r.cdel. The ; r initial positions cf 
the "front" for these cases were selectei tc be sli.7h.tly 
on either side of Henry's steady-state solution. The 
initial vertical concentration, distributions were based 
upon Henry's adjusted concentration profiles. The simu
lation was continued again for 3.1 ?V (1,000 days), and 
the results are plotted in Figure ?. .Vote that the 
calculated salt water fronts -cv» toward each other and 
toward Henry's analytical steady-state r.ositior.. As a 
ccr.secuer.ee, this shows that the steady-state numerical 
solution lies between the twe simulated transient fronts. 
Note how slowly the simulation is ayprcachir.y st:acy-state 
which verifies our earlier statement abcut the computer 
cine necessary to reach this equilibrium. Based upon 
this work, we believe the numerical model can simulate 
brine intrusion accurately; however, steady-state answers 
such as this nay require significant conputer tine. 

4.2.2 Adequacy of Boundary Conditions 

4.2.2.1 Acruifer Influence Functions 
• * — — ~ — • • . , — , • — , 

A^ a test of the aquifer influence functions, the 
sane aquifer properties and rates used to test the flow-
model were used. The only difference is that a much 
smaller region of grid definition around the well was 
used. Instead of the 2,000 feet around the well described 
in the flow model test, only 3V feet was used. Fach one 
of the three aquifer influences was used then at the peri
phery of this region. 

http://sli.7h.tly
http://ccr.secuer.ee
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Figure B - Comparison of Numerical Results with the Analytical 
Solution for Salt Hater Intrusion 

100 120 140 160 
DOWN STREAM DISTANCE - FT 
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Four model runs were performed. In the first case, 
a Carter-Tracy representation29 for an infinite aquifer was 
used. This should correspond most closely to the E. 
analytical solution and the larger region flow model test. 
In the second and the third cases, the pot aq'-;fer assump
tion was used—one with the aquifer influx cceificient 
calculated by Ec. ,(B-23) and the other with an arbitrarily 
large value of 10 . In the fourth case, a steady-stars 
aquifer representation was used. 

The results are plotted in Figures 9 and 10. N'ote 
that the Carter-Tracy method does indeed yield a good 
approximation to the infinite aquifer. The two curves 
for the pot aquifer lie on either side of the curves for 
the infinite aquifer indicating that it is possible 
to select a value for V. such that it would approximate 
the pressure response for the infinite case. The value 
of 10 for I/, in the third case was chosen large to keep 
the pressure in the edge blocks essentially constant. 
The pot aquifer representation is very simple and useful 
in history matching. The steady-state assumption shows 
the same qualitative behavior as an infinite aquifer, 
but the results are not as good as those obtained with 
the Carter-Tracy approximation. However, a steady-state 
representation is probably the best choice when the pressure 
along the external boundary is maintained by natural flow 
in the aquifer. 

4.2.2.2 Overburden and Underburden Heat Losses 

The top and bottom planes cf a three-dimensional grid 
can lose or gain heat by conduction to adjacent impermeable 
strata as the aquifer temperature rises or falls due to 
injection. Discussion here is restricted to the overburden 
since treatment of the underlying strata is identical. We 
assume that thermal transport properties are constant in the 
overburden, and that the effects of heat conduction in the 
x and y direction are negligible. Two mode tests were made 
to check the conduction losses into overburden and underburden. 
In the first, the aquifer was treated as a no flow solid 
heated to a constant initial temperature. Heat conduction 
to the adjacent strata then decays this initial temperature. 
The second test was more appropriate to the disposal model 
as it will be used. In this case, there is one-dimensional 
flow in the aquifer due to injection of heated fluid. Heat 
conduction in the direction of flow is included. The heat 
conduction in the vertical directs;n in the aquifer is 
sufficiently large that the temperature profile in the vertical 
direction can be considered uniform. Conduction in the vertical 
direction in the adjacent strata provides heat loss from the 
aquifer. Avdonin presented an analytical solution to the 
above described set of boundary conditions. His solution 
very similar to the more familiar case derived by Lauwerier 
which neglected conduction in the direction of flow in the aquifer 

r i n i r II 
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The first model test was compared to the simple error 
function solution listed in Carslaw and Jaeger-* . Calculated 
temperatures were in excellent agreement with the analytical 
solution. 

The fluid and aquifer properties used in the second 
node! test are shown in Table IX. 

TABLE IX 
AQUIFER AND FLUID PROPERTIES 

Heat Capacities: 
Aquifer Medium 42.45 Bt\i/ft\-"T 
Fluid 62.4 Buu/ft -°F 
Overburden 36.3 Btu/ft -°F 

Thermal Conductivities, Aquifer 
and Overburden, k = k o b 1.4 Btu/hr-ft-'F 
Flow Rate, q 133.6 ft3/day 
Thickness, h 10.0 ft 

30 The analytical solution to this case for radial geometry 
can be expressed as: 

where - firhV - firhV 

X " k / k o b 

2 W'Vw 
" k ( p C ) o b 

T - - x -

The legated aquifer temperature profi?es in the 
rac3idl Jj.i'.'ctic.n ars compared with the analytical solution in 
Figure ji. The agreement is quite good. The combined tests 
clearly :..-;!icate the adequacy of the calculacional techniques 
to lncii.'-e heat losses to adjacent strata. 
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4.2.3 Test of the Wellbore Model 
The wellbore model was tested against the field ob

servation included in Ramey's paper2^ of cold water injection 
into an aquifer at a depth of 6500 ft. Water was injected 
at the rate of 4790 bbl/day (2.99x10 lb/day) for a period 
of approximately 75 days. The enthalpy of the injection 
fluid as it enters the aquifer and the wellhead pressures 
vere calculated from the wellbore model. The wellbore 
casing was 7.0 inches outside diameter, and 6.366 inches 
inside diameter,and no tubing was used. Transport pro
perties of the injection fluid, the wellbore casing, and 
the earth are summarized in Table X. 

TABLE X 
TRANSPORT PROPERTIES 

Injection Fluid 
Viscosity 
Specific heat 
Thermal conductivity, k 

1.1 cp 
1.0 Btu/lb-8F 
0,339 Btu/hr-ft°F 

casing 
Thermal conductivity, k 

c 
Earth 

25.C Btu/hr-ft-°F 

Thermal conductivity, k 
Thermal diffusivity 

1.4 Btu/hr-ft-°F 
0.04 ft/hr 

The temperature of the formation surrounding the 
wellbore was 70°F at the surface, and increased to 124°F 
at aquifer depth. 

The overall heat transfer coefficient between the 
injection fluid and the surrounding rock is requir-i for 
the wellbore calculations. 

If h is the heat transfer coefficient between the 
fluid and the inner casing (or tubing) surface, then the 
rate of heat transfer between the fluid and the casing 
(tubing) can be expressed as: 

tQ = 2TiR1h(T1-Tf) hi (4-17) 
I-

•J i 
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Similarly, the rate of heat conduction across the casing 
(or fluid between tuning and casing) is: 

2Tr(T2-T1)k a: 
AQ = 

in R./Ri 

The overall heat transfer coefficient based upon ^ can 
;hen be written as: 

1 _ 1 . R l l n VR1 (4-19) 
U " E T Je 
The heat transfer coefficient, h, can be calculated 

from classical heat transfer equations according to the 
following relation: 

j^= 0.023(R )°'8(P ) 1 / 3 (4-20) 
K w e r 

where D = internal diameter of the tubing 

k = Thermal conductivity of the fluid w 

R = Reynolds number 

p = Prandtl number = ( C u A ) r P 

For 2.69 x 10 4 ft3/<*ay of fluid flowing through a 0.531 
ft, diameter casing, the Reynolds number is 63000. The 
Prandtl number for the injection fluid is 7.85. -Therefore, 
the heat transfer coefficient is 201.8 Btu/hr-ft - BF. Then 
the overall heat transfer coefficient is then calculated 
to be 144 Btu/hr-ft -°F. 

The temperature profile in the wellbore obtained 
from the model is compared with the measured temperature 
profile in Figure 12. The agreement is excellent. It „. / 

\J ' / 
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should be noted that the reported accuracy of the measured 
temperatures was ±2«F. At a depth of 6,000 ft., the 
measured temperature was 63.7°F a-.id the calculated value 
is 63.4°F. 

The wellhead pressure is calculated to be 507 psi 
fcr the initial reservoir pressure of 30D0 psi. The 
enthalpy of the injection fluid at the surface is 13 
Btu/ib, but increases to '=0.3 Etu/lb as it enters the 
aquifer. The pressure drop due to friction is small 
(<<i psi). If the fluid had been injected down two 
inch tubing hung inside the casing, the viscous pressure 
drop would have been abuut five hundred times larger. 

4.2.4 Comparison with Laboratory Scale Model 

Recent tests of laboratory scale models have been 
conducted at Louisiana State University to evaluate the. 
use of saline aquifers as fresh water storage prospects . 
Sox.e of their tests results were made available to us 
for comparison with numerical model calculations. 

One of the problems in using the finite-difference 
(or other numerical solution of the partial differential 
equations) model to simulate lab scale model results is 
that the physical dispersion is extremely small. Laboratory 
models are generally quite homogeneous in permeability and 
porosity relative to field scale application areas. As a 
consequence, the physical dispersion (which is enhanced 
by both microscaie as well as macroscale heterogeneities) 
is much smaller in the lab models. The end result is 
that numerical dispersion (truncation error) is significantly 
more important in these simulations than it would be in 
field scale applications. 

In the LSU miniaquifer model, the apparent dispersivity 
was only 0.02 cm. Reported values more typical of field 
scale applications are on the order of 10,000 times larger. 
3redehoeft et a l 1 2 reported a range of about 5 to 20 m for 
field scale determined dispersivity values. It should 
be mentioned that the dispersivity value above does not 
contain porosity implicitly in the denominator as many 
authors use. 

As an indication of the importance of numerical 
truncation error, the number of blocks necessary to make 
the truncation error negligible can be evaluated. Even 
when a central space difference approximation which 
eliminates second order space truncation is used, the 
term uAx, should be less than the physical dispersion . 

term, au. This eliminates the overshoot-undershoot - / 
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problem. If this relationship is to be satisfied, it 
can be noted that about 10,000 grid blocks would be 
required for a one-dimensional LSI" miniaquifer simulation. 
This is clearly not feasible. Because of this, a back
ward difference space approximation was used in the mini-
aquifer simulations. This introduces more space trunca
tion error, but the end result does not have any oscillation 
jroclera. 

The question then arises as to just how important will 
numerical diffusion be in controlling the frontal position 
when density effects are also important. The results that 
follow tend to show that the density effects are far mere 
important in determining the frontal position than is the 
artificially high diffusivity level. 

We have available from LSU results for two separate 
miniaquifer tests. These are: 

(1) a high rata, small density difference test which 
exhibits essentially one-dimensional behavior, and 

(2) a lower rate, larger density difference test 
where there is considerable density effect. 

The experiments at LSU involved injection of fluid into 
a well located at the center of the miniaquifer. A constant 
prassure was maintained at the external edges. Fluid was 
produced at the edges at a rate necessary to maintain the 
pressure. A dye was added to the injection fluid to observe 
the movement of the front. 

The miniaquifer was 0.125 ft. thick, 10.0 ft. wide, 
and 9.6 ft. long with a wellbore of 0.006 ft. radius. An 
aquifer of radial geometry and equivalent pore volume 
{5.5 ft. radius) was used for the numerical simulation. 
The miniaquifer and fluid physical and transport properties 
.ire summarized in Table XI along with the flow rates for 
the two cases. 

The value of the transverse dispersivity factor was 
not reported, but was arbitrarily taken as 0.1 the longi
tudinal dispersivity. 

U 
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TABLE :;: 

CI^R AiO TL'CIZ P^J?E?:nS USED FC?. 

Porosity, i 
Permeability, k 
Fluid compressibility, C 
Rock compressibility, C,' 
Longitudinal dispersivity factor, a* 
Transverse dispersivity factor, a 
Net molecular diffusiv'ity, D 

0.25 (fractional) 
5.7 darcies(I753ft/dav; 
3xl0~Vpsi 
4x107251 

-4 
5 

6.56x10 
6.56x1 
2.3^10 

ft. 

"/(33V 

Case Case II 

Resident fluid density, 
Injected fluid density, 
Injection flow rate, q 

48.57 lb/f- 3 49.76 lb/ft 
0,037 ft /day 

53.32 lb/ft, 
48.88 lb/ftJ 

2.455 ft /day 

Because of vertical density gradients and flow, it is 
necessary to use more than one vertical layer. Simulations 
were carried out for two, three and five layers for a 
portion of the total time. The results showed substantial 
differences between the cases of two and three layers, but 
only slight differences between three and five layers. The 
latter was chosen for the full simulation to provide more 
than adequate vertical definition. 

Ten blocks were used in the radial direction. The 
canters of the blocks and the cuter boundaries are listed 
in Table XII. 

hi IJ 
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TABLE XII 

G?.:D 2L0CX CENTERS AND OUTER RADII USED FOR 
THE MINIAQUIFER SIMULATION 

Block No. Center, ft. Outer Radius, ft. 

1 .15 .18 
2 .22 .27 
3 .32 .39 
4 .47 .57 
5 .68 .83 
6 1.00 1.21 
7 1.46 1.77 
S 2.13 2.59 
a 3.11 3.78 

10 4.54 5.52 

The LSU observed data wer: reported in the form of 
frontal position plots at the top and bottom of the mini-
aquifer. These were observed as color fronts due to the 
d',-2 in the injected fluid. The composition of the fluid 
at the observed frontal positions was not reported, but 
it would be expected that this concentration would cer
tainly be less than 50% of injected and might be less than 
10%. Because of a relatively high numerical diffusion 
compared tc the physical dispersion, our calculated concen
tration profiles should be more diffuse than the observed; 
thus, we have compared the observed values with both 
the calculated 50? and 20% contours. As shown in Figure 12, 
this is found to be in agreement with the experimental 
results. The numerical concentration contours were , 
obtained by interpolation between block centers on an r 
basis. The calculated 201 and 50% concentrations were 
found to enclose the observed frontal profile. The 
experimental frontal positions may actually correspond 
to small concentration levels because of the smaller 
diffusivity than that simulated by the numerical model. 
In Figure 13 no observed frontal portion was available 
it the cop of the model at a time of 9 days, / ' 
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Because we have used a backward in space difference 
approximation, we have delineated the second order space 
and time truncation errors in Table XIII. 

TABLE SIII 

THE PHYSICAL AMD NUMERICAL DIFFUSIVITIES FOR 
THE MINIAQUIFER SIMULATION 

Di 
ft 

jfusivitieg, 
Vday x 10 4 

Padius, ft. Physical Diffus 
— -m 

ion 
E 

"umerical Diffusion Physical Diffus 
— -m 

ion 
E E E t -r -t 

0.13 1.73 0.23 1.96 89.4 55.2 

5.5 0.08 0.23 0.31 89.4 55.2 

The numerical diffusivities due to both space and time 
truncation are much larger than the desired physical levels 
and yet the frontal profiles are reasonably accurate. This 
suggests that the density influence is so dominant that 
an artificially high diffusivity does not counteract 
this natural convective effect. 

This case of small density difference (-0.254-) and 
higher injection rate gave observed frontal positions 
which lie within the 20% and 50% calculated contours. 
However, the calculated profiles are more vertical than 
the observed frontal positions. This result is due to 
the large numerical dispersion coefficient compared to 
the desired diffusion level. As a matter of fact, it 
would be possible to havi a diffusion level sufficiently 
high that density effects would be overshadowed. This, 
of course, should be true in the numerical simulations 
only for cases where the physical dispersivity is extremely 
small such as the miniaquifer tests. In realistic field 
cases with much higher physical dispersion, the numerical 
finite-difference model should cive good results. 

If'' 
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To mora easily 3ee this, consider the following rgal 
3iza system for fresh water storage in a saline aquifer. 

(I' injection-production rate - 10 3 gpd/ft. 
;2) an external radius = 2000 ft. 
(3) a porosity =0.20 
(4) a di3parsivity = 100 ft. 

Note than an extarnal radius of 2000 ft. and a porosity 
of 0,2 would allow roughly 20x10 gallons of fresh water 
storage. The central difference requirement is that 
Ar < 2a. Thus, Ar would have to be less than 200 ft. 
or 10 blocks in the horizontal (assuming equal Ar blocks) . 
Even without the second order correct Crank-Nicholson 
tisie approximation, the time step could be as large as 
100 day3 with the resulting numerical diffusivity cniy 
about 1% of the physical dispersivity. A3 a consequenca.. 
the finite-difference model can be used to accurately 
pracict the results for'fresh water storage in saline 
aquifer systems. 
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5.0 COMPUTER ASPECTS 
5.1 Program Organization 
The program has many features which enhance its 

user applicability. These include: 
(a) an automatic time step feature which determines 

the time step based upon specified pressure, 
temperature, or concentration changes whichever 
is controlling, 

(b> the three dimensions are included as singly 
subscripted arrays in the program and are computed 
during execution instead of using standard FORTRAN 
triple subscripts. Execution time is substantially 
reduced by this means. 

(c) the dimensioned common area is organized so that 
only one routine must be recompiled if a larger 
problem than the original dimensions needs to 
be solved. 

(d) the user has the flexibility to choose between a 
reduced band width direct solution method, ADGAUSS, 
or a two line successive overrelaxation iterative 
technique, L2SOR, in solving the finite-difference 
matrix equations, The L2SOR method includes a 
procedure for estimating the cptimum acceleration 
parameter. Both procedures are discussed in 
Section 5.4, 

(e) the user can choose the visual assists of plots 
of pressure, temperature or concentration at 
any well versus time and/or two-dimensional 
contour plots of pressure, temperature or 
concentration. These plots and maps are pre
pared on the printer to avoid time delays in 
plotting on another device. 

5.2 Truncation Error as Related to Block Size 
and Time Step Restrictions 

In the INTRODUCTION, the problem of truncation error 
was briefly discussed in connection with solving the 
type of equations necessary to the disposal model. 
Several literature articles were referenced which have 
recognized this problem. The energy and contaminant 
equations which contain convective terms are largely 
responsible for the importance of numerical dispersion. 
The pressure or total flow equation since it does not 
contain a convective term has truncation error which is 
much leas significant. u-
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Basically, the problem can be described as: 
(1) A first order correct finite-difference approxi

mation to the time or convective (first order) 
space derivative results in second order trunca
tion error which is virtually identical to the 
physical dispersion. 

(2) A second order correct finite-difference approxi
mation eliminates the term identical to physical 
dispersion, but introduces a time step and block 
size restriction for obtaining good results. 

These aspects are discussed in the following paragraphs. 
In this discussion, we have presented a summary of the 
truncation error expressions and block size-time step 
restrictions which would have resulted from various 
difference approxiwatior.3 which either have or could 
have been used. To the reader who is thoroughly familiar 
with these truncation error forms, we apologize and 
suggest he skip to section 5.3, 

5.2.1 Explicit in Time 
Probably the simplest set of finite-difference 

approximations which could have been used are those 
which are explicit in time, i.e. where all space deri
vatives are at the old time level, n. This can be con
sidered to be a forward-in-time difference approximation. 
In this case, the truncation error is second order in 
time. However, because of the form of the differential 
equation, it is easy to show^-4 that this second order 
in time error is equivalent to a second order in space 
error which has the same form as the physical diffusion. 
This truncation error can'be expressed as: 

-nht . 

I llote that the sign of the truncation error is written 
as negative indicating it subtracts from or reduces the 
net diffusion level. 

I Two spatial difference approximations are commonly 
used for the convective term. These are a backward-in-
space and a central-in-space approximation. In the I former case, the numerical diffusion caused by the space 
approximation is: 

I 
I 
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uAx , T~ 
The backward in space implies the sign of the fluid velocity 
must be determined and the difference taken in an up-stream 
direction. In the latter'space approximation, there is 
no numerical diffusion because the truncation error is of 
higher order. 

Explicit, forward-in-time, approximations have the 
disadvantage that instability can result. Round-off 
error in the calculation can grow and render the calculated 
results virtually meaningless. Two stability criteria 
exist for the explicit forms. The first order stability 
criteria is 

m* l- (5"1) 

This requirement is that no more than one block volume 
throughput can be used in a single time step. Note also 
that the use of exactly this time step would cause a 
backward-in-space, forward-in-time approximation to 
have no numerical diffusion. 

The second order stability criteria is that 

- ^ - 7 < 1/2. (5-2) 
<p(AXr 

This criteria can be a severe limitation for many problems. 
When using the central-in-space explicit form, another 
stability limitation exists. This is that 

Otherwise, the numerical diffusion {which is negative) 
exceeds the physical diffusion level resulting in a 
severe stability problem. 

5.2.2 Implicit-in-Time 

With the implicit or backward-in-time difference 
approximation, the stability criteria are removed. However, 
numerical diffusion due to truncation error may be as . r 
severe or even more so. In this case, tne numerical lf\ 
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diffusion due to the space approximations is the same 
as listed above. The time approximation also introduces 
the same magnitude numerical diffusion, but of opposite 
sign. That is, now when using backward-in-space, backward-
in-time approximations the effective numerical diffusion 
from each are additive. 

The central-in-space difference approximation again 
removes the space truncation leaving only a time contri
bution to numerical diffusion. When the time truncation 
error is small compared to the physical diffusion, this 
approximation can give accurate results with no stability 
problem. However, this difference form can give rise 
to a spatial "oscillation"15. The calculated result can 
overshoot the maximum phy3ically-cor.trolled value and 
undershoot the minimum. The criteria which prevents 
this "oscillation" is given by 

9£L < £. (5-4) 
Note that a considerable advantage still exists for using 
the central difference space approximation over the 
backward difference, in the latter case, the term, 
uAx, would need to be much less than the desired physical T" 
diffusion, E, to give accurate results. Whereas, with 
the central difference, the requirement is simply that 
it be less. Even if the value of uAx exceeds the desired T 
physical dispersion, good results can often still be 
obtained. For values up to perhaps uAx < 4E, the amount 
of overshoot and undershoot is stil'. acceptable even though 
it is not very esthetic. 

5.2.3 Central-in-Time 
The most often used second order correct time approxi

mation is that called the Crank-Nicholson. In this case, 
the space truncation error terms are as before and the 
second order time truncation error contribution to a 
numerical diffusivity is removed. The disadvantage is 
that although stability theories show this difference 
form to be always stable; in actual practice, the cal
culated result can show an oscillation-in-time. The 
calculated result is better when averaged over the n 
and n+1 time levels and used as an intermediate time 
level value. However, a controlled instability can still 
exist. This instability appears to be tied roughly to 
the first and second order explicit stability criteria. 
However, the numerical factors in the right-hand side / 
appear to be at least twice the explicit criteria. Even L" 
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when thesa values are exceeded, the calculated end result 
is not unstable in the classical sense of error growth 
without bound. However, it can be severe enough to 
invalidate the calculated results. 

In the present model, we have provided the user 
the option to choose from among several difference 
forms. These are 

(1) backward-in-space, backward-in-time 
(2) backward-in-space, central-in-time 
(3) central-in-space, backward-in-time 
(4) central-in-space, central-in-time 

As an aid to the user, we have prepared a summary table 
of the above described truncation error forms and stability 
considerations. 

TABLE XIV 
SUMMARY OF NUMERICAL DIFFUSION AND STABILITY 

Difference Form 
Spatial" Time 

BIS FIT 
(upstream) (explicit) 

CIS FIT 
(centered) (explicit) 

Numerical 
Diffusivity 

uAx u At 
1 2~ 

2 
u At 

Stability Consideration 

* 1 uAt 2EAt 
$(Ax)' 

Same as above plus 
jAt < E 

BIS 
(centered) 

BIT 
(implicit) 

2 
uAx , u At None 

CIS 
(centered) 

BIT 
(implicit) 

u^At uAx < p 

BIS 
(upstream) 

CIT uAx 
(Crank-Nicholson) 2 S^- * l 

CIS CIT ,!=«„* None Same as above . tfj 
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Equivalent truncation error forms or stability criteria 
can be derived for a radial system by substituting 

ti-=-q/2irr&! _______ 

and Ax = _r = - Alnr. "~~"~-—~. ^ 
5.3 Computer Requirements 
The model is organized to provide a relatively efficient 

reduction solving either a problem in less than three 
dimensions or without one or more of the equations. With 
regard to this latter comment, the complexity of the 
model is highly dependent upon the density and viscosity 
dependence upon concentration and temperature. If these 
properties are a function of pressure only, the three resultant 
equations for total flow, energy, and composition become 
effectively uncoupled. In such circumstances, iterations to 
update density are no longer required. 

Similarly, energy or composition changes might be 
totallj unimportant in a particular problem because the 
injection was at the same temperature or composition as the 
resident fluid. In such cases, the model, at user option, 
can be reduced to a solution of 

(1) the pressure equation alone, 
(2) pressure and the energy equation, 
(3) pressure and the composition, or 
(4) all three. 

Although the reduction is certainly not as efficient as 
a specially written model would be, the redundant equations 
are not solved. Thus, much of the unneeded computer time 
is eliminated. 

5.3.1 Storage Requirements 
The model common storage is organized as one large 

array in blank common of the main program. Depending upon 
the particular problem grid dimensions, the position of each 
needed dimensioned array within this overall array is computed 
in the main program. These individual array locations are 
then passed to the various subroutine, as arguments. 

The real advantage of this approach is that there is 
no need to recompile if a problem larger than the original 
dimensions is required. If each array was in a common block t/ 
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in each routine, all subroutines would need to be recompiled. 
On Control Data machines there is an option provided on 
these machines to dynamically reduce the storage from a call 
within the program to just that needed. Thus, on CDC 
machines, the size of the.overall array containing all other 
arrays is computed as soon as the user defines the grid 
size. The location of the last word in the program common 
area is determined and added to tne necessary overall array 
si2e. Then the dynamic storage reduction (or expansion) 
routine is called and the storage is expanded to the required 
size. 

The above approach saves a great deal in recompila-
tion cests if a variety of grid dimension problems are 
to be solved. The cost of using the dynamic allocation 
above is only the inclusion of a number of arguments in 
the call to several subroutines. In the model, five 
primary subroutines are called each time step. There 
are as many as 50-60 arguments passed in some of the 
routines. We have noticed little difference in running 
time for models written with the argument transfer and 
those passed by common. Thus, we believe the above 
arrangement does represent an overall computer saving. 

Storage requirement for the program without con
sidering the overall array is approximately 

43,O0O,o words with the subscript indicating decimal words. 
k 120 grid block problem (12x5x2) requires the 

overall array storage at 
8,000.,- words for L2SOR 
9,000 1 Q words for ADGAUSS 

A 300 grid block problem (20x5x3) requires an. overall array 
dimension of about 

20,000,0 words for L2S0R 
and 35,000,. words for ADGAUSS. 

Note that there is a substantial storage saving when the 
iterative tSOR technique is used instead of the reduced band 
width direct solution. A 1,000 grid block problem (20x10x5) 
requires an array dimension of about 

65,000 1 Q words for L2SOR U 1 

and 74,000,0 words for ADGAUSS. 
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5.3.2 Computer Timing 
Tine requirements for the raodel can vary substantially 

depending upon whether all three equations are being 
solved or whether the density is relatively constant 
and no iteration is required. We have attempted to provide 
users with some time comparisons for a range of problems. 

For one iteration with all three equations being 
solved, the approximate timing varies from 

0.015-0.025 sec/time step/grid block. 
If successive iterations are required to update density, 
the timing may increase about 40% of the above timing 
for each additional time iteration is required. 

Our experience has shown that a "hard" problem with 
significant density variations may require 3-4 iterations 
initially and decrease to one iteration for the majority 
of the time. 

When the temperature or concentration equation can 
be deleted from the solution, there is an additional 
time saving. Roughly a 20% reduction of the per time 
step per grid block timing can be realized for each 
equation deleted. 

Of course, the pressure or total flow equation is 
always solved. 

5.4 Solution Techniques 
The two solution techniques provided in the model 

are a reduced band width direction solution (ADGAUSS) 
method and a two line successive overrelaxation (L2SOR) 
iterative method. The L2SOR technique was selected over 
other iterative methods because of (1) its relative 
insensitivity to the geometric shape of the aquifer, 
and (2) its adaptability in choosing an optimum accelera
tion parameter and ordering the direction of the line 
orientation to minimize computer time. This latter ad
vantage adds considerably to the ease in using the program 
since it removes the uncertainty in. the user needing to 
supply iteration parameters. 

5.4.1 L2SOR 
In single line LSOR, the iterative method results 

in solving a tridiagonal system of equations directly, .i 
In the two line method, a renumbering of the points 4 ^ 

i 
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makes this computationally more efficient. In this 
case, the matrix to be inverted each iterate has five 
diagonals. Higher multiline methods could be defined, 
but the gain in convergence rate is usually lost by 
increased work per iteration. We have found the two 
.line SOR technique to be generally best. In terns 
of convergence, the LSOR technique is about 1.4 times as 
fast as a point SOR technique. L2SOR is about twice 
as fast in convergence as point SOR or 1.4 tiroes faster 
than single line SOR. 

The rate of convergence depends critically upon the 
choice of the acceleration parameter,u. The optimum 
parameter can be estimated from 

1+ l/l-p 2 (B) 
(5-5) 

where p" is the spectral radius of the matrix B. The 
method by which this can be estimated can be outlined 
as follows. If the equation to be solved is 

AX = k, {5-c 

the spectral radius can be estimated by choosing in 
the SOR technique the following: 

(a) w = 1 
(b) k = 0 
(c) an initial X - vector of all ones 
(d) 

Min X' 

Thus, as the iteration number,l,increases, a good estimate of 
~p is obtained and consequently u. Our experience has 
shown that three to ten iterations provide an excellent 
estimate of u. 

5.4.2 ADGAUSS 
Until recently, iterative methods were used almost 

to the exclt- -don of direct solution techniques because 
/ u 
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of the higher computer storage and time requirements of 
the latter. In 1973, Price and Coats 3 3 introduced some 
new ordering schemes for Gaussian elimination which re
duces computing time and storage requirements by factors 
as large as six and three, respectively, when compared 
to more standard orderings. In their paper, they included 
computer time requirements based upon theory and by numeri
cal examples. The application problems were typical 
diffusivity-type pressure equations such as the parabolic 
equation(s) solved in this model. Also presented was 
a comparison of work requirements with LSOR. 

The work requirement for an iterative method is 
Wit = c Nit I J K ( 5" 7 ) 

where C = the number of multiplications and divisions 
per iteration per grid point 

N.. = number of iterations 
For the direction solution methods, the expression can be 
approximated as 

W - fl(JK) 3 (5-8) 

where f is a function of the ordering scheme. 
For ordinary standard ordering in the direct solu

tion, GAUSS, f=l. For the alternating diagonal direction 
ordering, ADGAUSS, 0.17<f<0.5. Practically for most 
three-dimensional problems f ~ 0.3. 

Table XV from reference (33) summarizes the work required 
and iterations for the same work for several iterative 
methods. 

TABLE XV 
SUMMARY OF WORK REQUIREMENTS FOR ITERATIVE METHODS 

Method 
Work Required 

C 
No. Iterations for 
Same Work as ADGAUSS 

SIP 37 0.0081(JK)2 

ADI 28 0.0107(JK)2 

LSOR 11 0.0272{JK)2 1$ 
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The basic conclusion from the above table is that for 
nominal band widths (JK) of roughly 40, the ADGAUSS is 
equivalent to about 44 LSOR iterations. Thus, if more 
than 44 iterations were required, the direct solution 
would be faster. The authors found in testing the above 
expressions that often equivalent time was required for 
nominal band widths up to about 80, Thus, a 20x15x5 grid 
could probably be solved more rapidly by the direct 
method than by LSOR. 

The disposal model includes in the direct solution 
option, an optimum ordering scheme of the alternating 
diagonal type. This ordering routine is called once 
when the geometry and reservoir parameters are set. 
We would suggest that L2SOR be considered if the minimum 
multiple of two dimensions is greater than about 57! 
otherwise, the direct solution should be used. If 
storage is a problem, the iterative method should always 
be considered. 

5.5 Visual Aids for User 
The model contains both plotting and contour mapping 

aids to assist the user in visualizing his results. We 
have chosen to provide these visual aids to the user by 
presentation on the line printer at execution time. 
Thus, the visual results are available immediately to 
the user instead of requiring a two step process of 
plotting or mapping through another off-line hardware 
device. To also facilitate the user getting these visual 
aids at a time later than execution, an option is avail
able to edit records written to tape and plot or map 
them. Thus, the user may run the model on a disposal 
problem writing records to tape (disk) and then sub
sequently choose to plot or map the results at desired 
intervals. The following subsections briefly discuss 
the plot and map routines. 

5.5.1 Plotting Calculated Versus 
Observed Results' 

This portion of the model enables the user to plot 
(1) calculated pressure, temperature, or concentration 
versus time for any specified well or (2) plot comparative 
values of observed (measured) pressure, temperature or 
concentration with calculated values of the same variables 
3L2 a function of time. Since the wellbore is made an 
integral part of the calculation, the user can compare 
these variables at surface conditions at bottom-hole, ./ 
or both as desired. J. 
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This feature is especially useful during well test 
phases of a disposal operation. When pump tests or tracer 
tests are being conducted, it is particularly helpful 
to present a plot comparing the measured values versus 
the calculated values as a function of time. Then a 
change in permeability, porosity, dispersivity, or another 
variable can be made to evaluate the effect on the calcu
lated p, T, and C. 

The plotting program presents basically an x,y plot 
with the exception that two ordinates (observed and cal
culated dependent variables) are plotted versus the abscissa 
value (time). Two different characters are used to identify 
the two different ordinate values with a third character 
specifying coincident values. Variable spacing along 
the time axis is used in the plot. 

5.5.2 Contour Mapping 
To make the visualization of multidimensional results 

more comprehensible, contour maps can be prepared on the 
printer of pressure, temperature or concentration. These 
maps can be presented at any time during the calculation 
of the results. Since both rectangular cartesian (x,y,z) 
and cylindrical (r,z) coordinates can be used, maps of 
a cross-section or an areal plane (x,y) can be selected. 

The mapping program presents a contour diagram of 
the dependent variable, p, T, or C, at a specified time. 
Up to 20 contour intervals (ranges) of the dependent 
variable can be described with different characters. 
The specific character to be mapped at each x,y point 
is evaluated by bilinear interpolation between the four 
nearest grid point values. 

Arbitrary dimensions of the map width and scale can 
be chosen. Often it is convenient to map areal planes 
to scale, e.g. 1" = 100 feet in each direction. However, 
cross-sectional planes generally are better displayed 
by a distorted scale, e.g. 1" = 20 feet vertical versus 
1" = 100 feet in the horizontal. If dimensions larger than a 
single page width or length are chosen, multiple printer 
pages are used with grid points specified so that super
position and alignment of the various pages is straightforward. 
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6.0 TYPICAL APPLICATION OF MODEL 
The problem described in this section is probably 

representative of that for which the model would be used. 
The aquifer formation, plant wastes, etc., are hypotheti
cal but are probably a realistic average of the situation 
which might be encountered. The application problem 
describes the use of the model to: 

(1) interpret the injectivity tests in the potential 
receiving strata, 

(2) design and interpret an isolated interval between-
well tracer test in the formation, and 

(3) make sensitivity study predictions of the 
fate of the injected waste. 

Two deep waste injection wells were completed to dispose 
of inorganic constituents from a chemical plant. These 
wells will inject slightly acidic waste into a sandstone 
formation at a depth of 4020 feet. The first well, DWD-1, 
will carry the bulk of the injection with DWD-2 being used 
periodically during plant blowdown and as a backup to DWD-1. 
Later, plant expansion may require continuous injection into 
DWD-2. 

A study was conducted to evaluate the alternatives 
for disposing of the waste aqueous phase. Among the 
alternatives considered were evaporation ponds, chemical 
treatment with subsequent release into surface water, and 
underground injection. The original feasibility study 
indicated deep well disposal was the best alternative 
because of (1) lower environmental impact, (2) adequate 
geologic strata for confinement, and (3) relative economics. 

Subsequent to the feasibility study, plans were 
made to pursue the deep well disposal operation. Con
ditional permits were obtained to drill the wells and 
make further tests to evaluate (1) the integrity of the 
geological confining strata, (2) the local hydrogeologicai 
properties in the vicinity of the selected well sites, 
and (3) the fate of the injected constituents in the 
subsurface environment. The deep well disposal model 
was used to perform sensitivity studies and help delineate 
the engineering aspects concerned with the above tests 
and evaluations. In particular, the model was used to 
predict the influence region for the range in uncertainty 
in permeability, porosity, and dispersivity. Also of 
interest was to evaluate the importance of density and fi 
viscosity effects due to the higher temperature less if) 
dense injection fluid. ' ^ 
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Hydrogeological Environment 
The two injection wells were drilled through the 

sandstone formation reaching a total depth of about 4100 
feet. Examination of the well cuttings from each well 
were made and a log prepared. Subsequent to the drilling 
of the wells, compensated neutron and formation density 
CNL/FDC logs were obtained to detennine lithology and likely 
perforation intervals. 

Fresh water supply in this region is obtained prin
cipally from an aquifer which has its base at roughly 500 
feet. Below this depth, but above the disposal formation, 
are interbedded dolomite of low permeability and impermeable 
anhydrite. The injection zone is a sandstone of moderately 
good permeability with some interbedded shale stringers. 
The injection zone is underlain by a thick impermeable shale 
stringer. 

Sidewall cores of the overlying anhydrite indicated 
permeabilities less than 1 md and generally averaging 
about 0.01 md. Sidewall cores were obtained for each 
ten feet of the potential injection interval between about 
4035 and 4150 feet. Ths. resulting permeability and porosity 
tests on these cores are indicated in Table XVI. 

TABLE XVI 
SIDEWALL CORE RESULTS 

Well DWD-1 Well DWD-2 
Depth Perm, md Porosity,? Depth Perm, md Porosity,I 

4047-4057 92 10.1 4035-40*5 79 9.9 
4057-4067 122 9.6 4045-4055 112 10.3 
4067-4077 81 9.7 4055-4065 95 10.2 
4077-4087 102 11.1 4065-4075 82 9.8 
4087-4097 96 10.4 4075-4085 103 10.1 
4097-4107 165 11.3 4085-4095 141 10.7 
4107-4117 139 10.6 4095-4105 153 11.0 
4117-4127 31 9.3 4105-4115 0.1 7.6 
4127-4137 42 9.9 
4137-4147 26 9.7 

Little regional water flow is known to exist under natural 
pressure gradients at the depth of the receiving aquifer. 

Injection Facilities 
Plant effluent will gravity flow to a lined storage 

pond connected to a large surge tank. The waste is then 
Ci i 
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pumped to the well(s). The injection rate is expected 
to be about 50 gpm (10,000 ft 3/day). 

Both injection wells are cased and cemented to depth 
with nine inch casing. The casing fluid flows through 
four inch fiberglass tubing. A ncn-corrodible packer 
assembly is set 200 feet above the perforations in each 
well. Perforation density was 10 per foot. The annulus is 
filled with water containing a corrosion inhibitor and 
contains sensors to monitor pressure and conductivity 
which could reflect leaks in the casing or packer. 

Injection and Formation Water 
Injection and formation water properties are sum

marized in Table XVII. 
TABLE XVII 

INJECTION AND FORMATION WATER PROPERTIES 
Formation Water Injection Water 

Calcium (C ) 670 50 
Magnesium T M ) 320 20 
Sodium(N ) 9 39,000 17,000 
Potassium (K) 100 75 
Sulfate (SO.) 
Chloride (U) 

75 10,000 Sulfate (SO.) 
Chloride (U) 82,000 12,000 
Dissolved Solids 130,000 40,000 
pH 6.6 , 5.6 3 

Density @ 70°F 71.77 lb/ft, 
70.51 lb/ft3 

55.27 lb/ft^ 
64.51 lb/ftJ @ 139.8°F 

71.77 lb/ft, 
70.51 lb/ft3 

55.27 lb/ft^ 
64.51 lb/ftJ 

Viscosity @ 139.8°F 0.9 cp 0.75 cp 
Tracer Metals Arsenic (A ) 2000 

Cadmium (d) 350 
Copper (C J 600 
Zinc (Z ) u 720 

Arsenic (A ) 2000 
Cadmium (d) 350 
Copper (C J 600 
Zinc (Z ) u 720 

Arsenic (A ) 2000 
Cadmium (d) 350 
Copper (C J 600 
Zinc (Z ) u 720 
Mercury"(H J 15 
Iron {FJ g 2900 
Nickel TN.) 750 

Well Tests 
To delineate porosity and permeability, injectivity 

tests were made at each well. Both surface pressure 
bottom-hole pressure and bottom-hole temperature were 
monitored. Injection of 75°F water was continued for two 
days and then shut-in. WeU pressure at both the injection 

80 



6.4 

well and the untested well 625 ft. away continued to be 
monitored for another three days.* 

Well test interpretation was performed with the 
model. This interpretation generally proceeds in the 
following way: 

(1) obtain the best single layer homogeneous match 
of the observed pressures at both wells. 

(2) Impose a skin factor at the injection well if 
the calculated response is significantly improved. 

(3) If needed, break the injection interval into 
more than one layer which communicate vertically. 

Figures 14 and 15 illustrate a comparison of the best 
single layer homogeneous calculation with the "observed 
results. Figure 14 compares pressures at the injection 
well, Figure 15 at the observation well 625 ft. away. 
The horizontal permeability and porosity used in the 
calculation were 0.22 ft/day (63 md) and 0.10 respectively. 
Also indicated in the figures for illustrative purposes 
are sensitivity results for an increase in porosity to 
0.15 with the same permeability and an increase in Dermea-
bility by 20% to 0.26 ft/day (76 md) with the same 10% 
porosity. 

* The results of the "observed well test were calculated 
with the model using five communicating strata in the 100 
ft. vertical direction. The horizontal permeability, 
porosity and thickness of each of the five strata are 
shown below: 

Thickness, ft. 
20 
10 
20 
20 
30 

Average 
The vertical permeability was one-third of the horizontal 
permeability. It was assumed there was an additional 
reduction of 50% in horizontal permeability for about 
10 feet around the well due to drilling fluid invasion. 

Permeability 
mcT ft/day Porosity, % 
104 0.36 9.85 
84 0.29 9.70 
96 0.33 10.70 

142 0.49 11.00 
28 0.098 9.60 
85 0.29 10.16 
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iquro 14 - Calculated Senritivity for Aquifer Porosity and 
Permeability (Injection Well) 
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Figure 15 - Calculated Sensitivity for Aquifer Porosity and 
Permeability - Observation Well 625 Ft. from 
Injection Well 
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Note that the increased porosity has little effect 
on the injection well performance. The pressure at the 
well 625 feet away is much more responsive to the change 
in porosity, increasing the permeability improved the 
agreement of calculated with observed results at the well 
625 feet away from the injection point. However, the 
buildup at the injection well with this higher permeability 
is much too low. This suggested that the injection well 
might have a skin effect present and thus the injection 
well index was lowered to reflect the presence of a skin. 

The end result calculation is shown in Figures 16 
and 17. The formation transmissivity was 0.3 ft/day (86 
md permeability) and the well index effectively reduced 
this permeability to 27 rod to a radius of two feet around 
the well. As can be seen, this reduced permeability around 
the well has produced an adequate match of observed and 
calculated results at both wells indicating that further 
refinement is unnecessary. Note from the five layer 
representation table that the single layer formation 
transraissivity is very nearly the arithmetic composite 
average permeability thickness for the five layer original 
"observed" calculation. Although in general "history 
match" determined values of permeability and porosity 
are not totally unique, in the simple two zone model 
ased above the values cannot be changed much and retain 
as adequate a match. 

One of the other significant unknowns besides per
meability and porosity is the dispersion coefficient. 
This coefficient is especially important in cases where 
density (or viscosity) inequality between injected and 
resident fluids exists. The amount of dispersion can 
prevent the density effects of the injection fluid tending 
to overrun or underrun the resident fluids. To delineate 
the dispersion coefficient, a tracer test was conducted 
in an isolated interval of the potential sandstone re
ceiving formation (see Figure 18). 

An observation well was to be located about 100 feet 
from the primary injection well DWD-1 and 525 feet from 
the secondary well DWD-2. Subsequent to the injection 
test above, the observation well was drilled and a between-
well tracer test performed. In the test, a substantially 
fresher water brine at a surface temperature of 75"? was 
injected into the formation and the same rate was pumped 
from the observation well. A 10 foot injection-production 
interval was isolated from the overall interval by setting 
two packers ir. each well. Chloride content of the pro
duced water was analyzed over the 20 day test period. L 
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Figure If Comparison of Calculated Injection Well Pressures 

with Observed Values-- Reduced Transmissivity 
Around Injection Well 
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Sensitivity runs with a three vertical layer model 
indicated that at the dispersion level necessary to match 
the chloride breakout curve, the density difference had 
essentially no effect. This is strongly affected by the 
fact that the injection fluid arriving down the well at 
the injection interval was significantly cooler {the 
injection temperature ranged from 87°P initially down 
to 78°F) than, the H O T approximate injection zone tempera
ture. As a consequence, the injected fluid had a viscosity 
about ten times higher than the formation water. 

Ideally, an isolated interval test such as this 
tracer injection would be sensitive to vertical per
meability and to the transverse dispersion as well as 
the longitudinal dispersion coefficient. Our sensitivity 
runs indicated in Figure 19 show the most sensitivity to 
vertical permeability. Transverse dispersion probably 
could not be accurately evaluated from such a test because 
of the small effect. Longitudinal dispersivity should be 
reasonably determined by the tracer test. It appears 
from these results that the isolated interval tracer test 
should be extremely helpful in delineating vertical per
meability and horizontal dispersivity. 

The results of the tracer test provided values for 
zhe horizontal dispersivity of 100 feet, for the trans
verse 20 feet, and the vertical permeability of 0.1 ft/day 
(~30 rad). The prediction runs were based upon these 
results. 

In the prediction runs, the waste injection had a 
surface temperature of about 1508F—slightly higher than 
the initial bottom-hole temperature which ranged from 
about 140°F to 141°F. Interestingly, the bottom-hole 
Temperature started at 135°F and slowly increased to 
141V. That is, the fluid was injected slightly cooler 
than the original formation temperature even though 
it started out at the surface about 10°? warmer. At 
first, this might seem to be anomaly; however, the two 
qualitative figures below indicate the type of temperature 
response which can be expected. 

Of-
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Figure 19 - Effects of Horizontal and Vertical Dispersivi*-y 
Factors and Permeabilities on Injected Fluid 
Concentration at a Production well 100 ft. away 
from the Injection Well 
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75T TEMPERATURE I4Q'FIS0°F 

Not only is the wellbore temperature profile complicated by 
the interrelationship between injection temperature, injec
tion rate, and heat transfer coefficients, but the entire 
heat loss is transient. Eventually, the earth surrounding 
the well assumes a temperature close to that of the well
bore and the bottom-hole temperature approaches the surface 
temperature. However, the transient may very well be 
important over the entire period of interest. 

The slightly cooler bottom-hole injection temperature 
caused the injected fluid to initially have a higher 
viscosity than the resident water. However, the bottom-
hole temperature became equal to the resident fluid 
temperature after roughly one month of injection. Then 
the viscosity of the injected water was slightly less 
than the formation water. Even so, the large dispersion 
value of 100 feet used in the prediction run prevented 
any significant effect of the unfavorable viscosity 
ratio. 

SURFACE 
75°F TSMPERATl'" ^ J j O ^ F l 5 0 " F 

DEPTH 

J 4 0 0 0 FT 

HIGH 
RATE 

HIGH 
RATE 
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A general description of the prediction run was 
as follows: 

(1) Injection into DWD-1 was continued for 120 
days. Surface temperature averaged 150°F. 

(2) Subsequently, the waste was stored in a lined 
pond and then injected into DWD-2. The sig
nificance of the above is that the surfaca 
injection temperature dropped to 75°F due 
to pond storage. This period of injection 
continued for 60 days. 

(3) After six months, injection at DWD-1 was 
reinitiated and the prediction continued to 
a time of one year. 

The fluid and aquifer properties, as well as the grid 
description, are summarized in Table XVIII. 

TABLE XVIII 
FLUID AND AQUIFER PROPERTIES FOR APPLICATION PREDICTION 

Acuifer 
Trans-issi.vity (Permeability) 0.3 ft/day(90 md) 
Vertical to horizontal trans-

missivity data 0.33 
Porosity 0.10 
Longitudinal dispersivity 100 ft. 
Transverse dispersivity 20 ft. 
Injection interval thickness 100 ft. 
Temperature 139.8°F to 141'F 
Geothermal gradient 1.62°F/100 ft. 

Fluids-Reservoir 
Density 70,51 lb/ft3$139.8°F 
Viscosity 0.9 cp @ 139.8"? 

Fluids-Injection 

Density 64.51 lb/ft39139.8°F 
Viscosity 0.75 cp @ 139.8°F 
Temperature 150°F (or 75°F) 

1l 
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(TABLE XVIXI continued) 

Grid Description (16x5x3) 
x-blocks (16) 

200. 200. 100. 100. 62.5 100. 100. 100. 
100. 100. 100. 62.5 100. 100. 200. 200. 

y-blocks (5) 
100. 100. 100. 200. 200. 

z-blocks (3) 
33.3 33.3 33.3 

Aquifer influence functions were used along all peri
pheral blocks except the plane, y=0. These influence 
functions simulate the disposal well pattern centered 
in an infinite extent aquifer. Since there was no known 
permeability heterogeneity in the y-direction, the plane 
y=0 was used as a symmetry plane. 

A central-in-space finite difference approximation 
was used along with the backward-in-time. Numerical 
dispersion due to the space approximation was eliminated 
by the second-order correct space approximation. The 
truncation error due to the time approximation was small 
compared to the dispersivity. The time truncation error 
decreases with increased distance around the well since 
the velocity is smaller. At a distance of 200 feet from 
the well, the time truncation was less than 104 of the 
dispersivity value. If time truncation had been a problem, 
the Crank-Nicholson second-order time approximation would 
h-.ve been used. 

The predicted results after one year for the top 
and bottom layers of the model are shown in Figures 20a and 20b. 
The amount of override due to density was insignificant. 
That is, the interaction of large dispersion and the 
temperature effect compensating for the compositional 
effect on density has effectively counteracted the over
riding influence. Sensitivity studies would be necessary 
to evaluate at what dispersion level the density effect 
might finally become important. u 
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Figure 20a shows that the injection zone which entered 
through DWD-2 has been shifted slightly away from DWD-1. 
The concentration contours on Figures 20a and b represent the 
weight fraction of injected water present at an :<-y 
position within the reservoir. The numbered contours 
represented 0.05 weight fraction ranges with the band 
of "l's" representing 0.05 to 0.10, the "2's" represent 
0.15 to 0.2, and finally the "9's" represent concentra
tions greater than 0.85. In the bottom plane representa
tion, the character x simply indicates that this layer 
went to a zero porosity and permeability. Thus no flow 
is taking place. 

fi 
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Figure 20a - Predicted Concentration Contours After One Year. Top of the 
Aquifer with Injection from Two Wells 
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7.0 NOMENCLATURE 
3i' a2' a3 = C o e f f i c i e n t s i n the density equation (4-2) 
A = Area to flow—either AxAy, AxAz or AyAz 
B = Parameter in the viscosity model 
3 = Parameter in the Carter-Tracy aquifer 

influx rate expression - 27rAz<|>cr 2 s 

c = Compressibility 
C = Concentration, mass fraction 
C = Specific heat 
D = Diffusion coefficient 
E = Dispersion coefficient 
e w = Rate of influx across the peripheral 

boundaries of the aquifer 
f = Friction factor for flow down well 
F(t) = Transient heat conduction time function 

for heat loss from the wellbore 
g = Acceleration due to gravity 
g = Gravitational conversion factor 
h = Depth 
H = Enthalpy 
J = Mechanical equivalent of heat 
k = Permeability 
K = Thermal conductivity 
"t = kMcr e

2 

£ = Distance between grid block centers 
NX,NY,NZ = Numbers of grid blocks in reservoir x , y, 

and 2 directions respectively 
p = Pressure 
P n = Terminal rate case influence function at /^ 

dimensionless time t_ = K v t u t n 
Q • Heat transferred from wellbore to surrounding 

earth 
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= Mass rate of production or injection of liquid 
for a grid block 

= Mass rats per unit volume 
= Rate of heat loss from grid block 
= Radial space coordinate 
= Wellbore radius 
= Inner tubing radius and outer casing radius, 

respectively 
= Fraction of a circle covered by reservoir-

aquifer circular boundary 
= Time 
= Temperature 
= Superficial (Darcy) fluid velocity in the 

porous rock 
= Internal energy 
= Overall heat transfer coefficient 
= Grid block volume 
= Aquifer influence function coefficients for 

pot and steady-state, respectivaly 
= Cumulative water influx at tine t 

n 
= Work done by fluid in wellbore flow 

• = Cartesian space coordinate 
*= Elevation above a reference plane 
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Subscripts: 
av = Average over depth increment. 
n = Time level t . n 
0 = Reference level. 
bh = Bottom-hole 
ob = Overburden. 
R = Rock. 
if j,k = Grid block indices. 
w = Liquid. 
l,t = Longitudinal and transverse, respectively, 
Itl,M ~ Molecular properties in porous media 

and open channel, respectively. 

Superscripts: 
n = Time level p n 

Greek: 
• 
P 
V 

a 

Y 

0 

T 

At 
flx,iy,Az 

Porosity. 
Density. 
Viscosity. 
The dispersivity proportionality to 
fluid velocity. 
Thermal diffusivity of rock surrounding 
wellbore. 
Angle of velocity vector in the x-y plane. 
Lag factor in the thermal front. 
Angle of velocity vector with the z-axis, 
Tortuosity factor 

• • Qr 
Tune increment. y U 
Grid block dimensions. 
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APPENDIX A 
DETAILS OF RESERVOIR MODEL SOLUTION TECHNIQUES 

The reservoir model general finite-difference approxi
mations were developed as Equations (6) through (8). 
This appendix develops and discusses the details of the 
method of solution. 

The way we shall proceed is to expand the right-hand 
sides of equations (6), (1) , and (8) in a consistent 
manner. As an example, we can illustrate using equation 
(11) that: 

6(ab) = a n + 16b + b n5a (A-l) 

is consistent or exact in the sense that it satisfies the 
identity 

<5(ab) = ( a b ) n + 1 - (ab) n 

Following this example, the expansions for the right-hand 
sides of equations (6), (7), and (8) respectively are: 

Sl$p) = a.<pn6p + a2$n(5T + a3$n<5C + p n + 1$ 0C r«p, (A-2> 

6(*pC) = a ^ V ^ p + a 2$ nC n6T + a 3$ nC n6C 

+ pn+1C%C r<5p + p n + V + 1 6 C (A-3) 

and 
6[*pU + (l-*J(pC )RT] = a^Vf ip + 32<triUn6T 

+ a 3 *V5C + P

n + V + 1 U 0 C p 6 T + P

n + 1 u \ c r 6 p 

xn+l( + (pCp)R6T - r T i ( p C p ) H W - T"(pC p y 0 C r «p. (A-4) 

It I 
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where we have assumed 

* ; * 0 U + C r(p-p„)) 

u * c f l *C p (T-T 0 ) 

In addition, we have assumed that the reck density and 
heat capacity are essentially constant and that the liquid 
density n is a general function of pressure, temperature, 
and concentration which can be expressed as: 

• P(P,T,C> «|§) « P + | & ST + !§) dC (A-5) 
p T,C p,C p,T 

and the a,, a, and a, in eguations (A-1), (A-2) and (A-3) 
are partial derivatives of the liquid density with respect 
to pressure, temperature, and concentration, respectively. 
These values car be obtained from tabular cr functional 
data cf liquid density as a function of pressure, temperature, 
and concentration. 

We can now substitute the expansions from equations 
(A-1), (A-2) and (A-3) into (6), (7) and (8), giving 

i[Tw(Ap - og&Z)] - g * a ^ S p + a ^ S T + a^SC 

+ p n + 1* 0C r«p (A-6) 

4[TWC(4? - pgiZJI + MT E£C) - Cq = a1*nC^5p + a 2* nC n5T 

+ a 3^C n6C + p n + V * 0 C r 6 p + p n + i * n + 1 « C (A-7) 

1 i[T H(dp - pg&Z)] + 4(T AT) - q_ - qCT = a ^ V o o 
W C JJ p 1 

I + a 2 A n « T + a 3 A n « C + p n + 1 ^ n + 1 U 0 C p w f T 

I 
I - T n (pC p ) R * 0 C r 6p. //J (A-8) 

+ p n + 1 t f \ C r 6 p + (pCp)R5T - $ n + 1 (pC p ) R 5T 
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Equations (A-6), (A-7) and (A-8) represent three equations 
to be solved for the three unknowns—pressure, temperature 
and concentration. 

Because of numerical stability considerations, it is 
important hov these equations are solved. The method-, 
-rfhich we have used here has been shown by Coats et al 
to be very stable as well as efficient. We begin by 
rewriting equations (A-6), (A-7) and (A-8) as 

dq. 
C31<SC •'• C 3 2ST + C 3 36p = ATwAp + 'q, + ̂ i ) 6p 

d q o - n 0 + g ~ «P> (A-9) 

C 2 16C + C 2 2ST + C 2 36p = AHTwAp + AT C AT 

- % + h{qi+ ar 6p) ' H ( q o + a r *p> ( A- 1 0 ) 

C 1 1<5C + C 1 2 « T + C 1 3 <5p = ACTwAp + ATgAC 

+ c i< q i + a r 6 P } - c (q 0 + g^<sp) (A-ID 

where the dynamic pressure p is defined as: 

pgZ (A-12) 

A list of the definitions of the coefficients C-- and 
residuals R, is as follows: 1 3 

r _ n n n+ln+1 

C12 = a2*V 
C13 = a^V + 
C21 = a3*V 
C22 = a2»V H 
C23 = a/un + 
C31 = a/ 
c„ = a,*" 

.n+1 •oV* 

n + 1 P n + \ * <PVR<^n> 

C 3 3 = a / + P
n + 1 « 0 C r 
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R l = q i C i " q o C n + A c I l V p n + A T E i C n 

R 2 = *ih " V^ + i H \ A P n + A V T " 

h*%-% + A v? 
Equations (A-9) through (A-ll) are three equations in 

the three unknowns 6C, <5T, and iSp. Thay can be expressed 
in matrix form as 

AX = IY + R (A-13) 

where a is the 3x3 matrix [C..], I is the identity matrix and 

6C 
«T 
l«Pj 

, Y = 
A(TwCAp) 
A(TwHAp) 
A(TwAp) 

K , R = (A-14) 

Gaussian elimination reduces equation (A-13) to the form 

Cll C12 C13 AC 
0 C 2 2 C 2 3 AT 3 

0 ° C 3 3 , . AP. 

1 0 0 

24 1 0 
1 C34 C35 

'h V 
h + V 
- Y3- -V-

(A-15) 

The set of equations described by Equation (A-15) are 
parabolic difference equations involving pressure, temperature 
(or enthalpy) and concentration of the type commonly encountered 
in problems involving flow in porous media. To obtain an 
efficient method of solution and minimize the computation time, 
the following procedure is used: 

(1) The transmissibilities, T , T and T„ are evaluated 
using the fluid density at thi old time level, n. 

(2) The coefficients (C,,, , C,,) appearing in 
the accumulation terms are updated after every 
iteration. 

(3) The spatial derivative terms (other than the trans
missibilities) are evaluated at the new time >• 
level, n+1.) /tO-
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(4) The concentrations and enthalpies in the sink 
terms are used at the new time level, n+1. 

(5) The enthalpy at n+1 is approximated as follows: 
H n + 1 - H n + ( C p ) w eT (A-16) 

(6) The dynamic pressure at n+1 is approximated 
as: 

n+1 ~ n+1 n„ 7 .. n_. 
P - P - P gZ (A-17) 

(7) The equations are solved for the changes in pressure, 
concentration and temperature over the time step 
by either the reduced band width direct solution 
described by Price and Coats" or a two line 
successive overrelaxation method. 

(8) An iterative procedure is used for the solution. 
One iteration consists of a solution of 6p, 
ST and iC in that order, 

iterative Procedure 
The values of the; concentration and temperature used 

in the solution of 6p during the (H+l) iteration are 
the concentration and temperature values available after 
I iterations. For the solution of the temperature equation, 
the current pressure after (C+l) is used along with concen
tration at i. Finally, in the concentration update, 
pressure and temperature values obtained after (1+1) 
iterations are used. 

Therefore, the last of the equations represented 
by (A-15) can be written as follows: 
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C 3 3 ' ^ 1 - V P U 1 ^ i - g o + ^ . ^ ^ l 

+ C 3 4 l A C V ? i + 1 + * V c l + Vi"Vl 

a? «" -35 

" 3 T 6 P H ] (A-18J 

V « i + 1 - -c23 <p ^ f y p * * 1

 A V T w + 0.H. 
1+1 ^^-i dq 

- v V «pHt V 5 p H U 1 + c 2 4 f i c V ? u l 

" ? T 6 P C ' 3 (A-19) 

and 
£+1 

4+1 , d <*i . . *L, 
+ g i c i " V 1 • a r ^ - £ ** l + 1 (A-20) 

where 

fo1*1 = P * + 1 - p n 

(A-21) 

C 13 C 3l C l i ^ a C n - C n C , 
3 3 C H ( C 2 2 ^ ^ 2 1 > <^32 C11"C 1 2C^ ( A " 2 2 ) 
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, _ _ 3̂_1 , JjJ. ( C J 2 C l l " C 1 2 C 3 1 ) , 
' 3 4 " " C 1 1 C U ( C 22 C 11- C 12 C 21> 

(A-24) C 35 
_ C 3 2 C U " C 1 ? C 3 1 

' 2 2 L l i L l 2 ^ 2 1 

C ' 22 
C 1 2 C 2 1 

22 C 
L l l 

C . • 
r c _ _ 13 21 

(A-25) 

*-=± (A-26) 
L l l 

C 2 1 
C 2 4 = - j - i (A-27) 

L l l 

Expansion of some of the terms in the above equations are 
illustrated below: 

''^,/pl+1 ~ &T wAp n + A T w i 6 p U 1 - £T w0 ngiZ (A-28) 

: c l T i p W = AC 1^ Ap" + ACnT A 6 p U 1 + L'C'? Lpn 

+ A-^cV.Ap l + 1 
wAp (A-29) 

A H ^ T Ap* + 1 = AH nT Ap n
 + AH nT L ^ 1 

w r w r w r 

+ A ( c p ) w 6 T U l T w A ? n
 + A ( c p ) M 5 T J + 1 T w - p ; + 1 (A-30) 

Equations (A-18) through (A-20) are solved for : p l + l , ?.7l+l 

and -5C , respectively, by a reduced band width direct solu
tion or a two line successive overrelaxation (L2S0R) 
method. The convergence criterion is based upon the 
change in density over an iteration. If the solution 
has converged 

p n + 1 = p" +4p (A-31) 
ar.a :imilarly for C n + 1 and T n + 1 . 
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Convergence Criteria 
The concentration and temperature equations are 

coupled through the fluid density. The velocities cal
culated from the pressure solution are used in the solu
tion cf the concentration and temperature equations. 
If the fluid density in any grid block changes substantially 
due to a change in either temperature or concentration, it 
becomes necessary to resolve the flow equation to get a 
new pressure solution. These new velocities are then 
used to resolve the concentration and temperature equations. 
This procedure must be continued until the change in fluid 
density in every grid block is below a certain allowable 
tolerance. 

Consider a case where the change in density over a 
time step due to a temperature change is small, but the 
change in the density due to the change in concentration 
is significant. In this case, there is no need to iterate 
over the temperature solution. This principle is used 
in testing the convergence on density. Separate checks 
are made on the change in density due to the change in 
temperature and concentration. 

A tolerance of 0.001 (fractional) is used on the 
change in density during an iteration. During the first 
iteration, all three equations are solved, and the change 
in density is calculated, The solution is said to have 
converged if the following condition is satisfied: 

(1) AP T + Ap C
 S 0 < 0 0 1 ( A _ 3 2 ) 

po 
T where Ap = the maximum change in density in 

any grid block due to the change 
in temperature over an iteration, 

r and Ap = the maximum change in density in 
. any grid block due to the change 
in concentration over an iteration. 

However, if condition (1) is not satisfied, the 
following two individual convergence tests are made: 

T 
(2) £?_ * 0.0005 (A-33) 

p0 

C (I (3) J2- * 0.0005 j O l (A-34) 
po ' 
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If neither of the two above written conditions are 
satisfied, all three equations are resolved during the 
r.ext iteration and a similar set of convergence tests are 
ir.ide. If condition (2) is satisfied, but not (3), the 
next iteration includes the pressure and concentration 
solutions only. These iterations are carried out until 
condition (3) is satisfied. After convergence is obtained, 
the temperature equation is solved. A similar procedure 
is used if condition (3) is satisfied, but not (2). 

It should De noted that a constant density problem 
will always require only one iteration. Our experience 
has shown that generally three iterations or less are 
required for the solution even for problems with large 
density changes. 
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APPENDIX B 
TREATMENT OF R2S2RV0IS MODS! BOUNDA3Y CONDITIONS 

WELL SPECIFICATION 
Waste may be injected at any grid block in the aquifer 

at any specified concentration and temperature. Generally, 
the total waste fluid rate would be specified as well; 
however, other well specifications are possible. To make 
the model more usable, wellbore effects can be classified 
in three separate parts. These are (1) the pressure drop 
across the sand face between the grid block containing 
the well and the wellbore, (2) specification at bottom-
hole conditions of temperature and pressure, and (3) 
specification of surface conditions. 

The latter part, involving specification of surface 
conditions, requires the wellbore model. Each of the 
three parts is discussed separately. 

Wellbore to Grid Block Pressure Drop 
Pressure drop between the grid block and the wellbore 

is quite important in using the model to match measured 
bottom-hole (or water level) pressures. Often it is 
impractical to refine the grid to the extent necessary 
that this additional pressure drop could be negligible. 
Thus, an external means must be used in adding on this 
pressure. We have used the concept of adding on the 
steady-state radial flow pressure drop from the average 
block pressure down to the wellbore pressure. This 
expression takes the form of 

WI 
q = 2± Ap (B-l) 

where in radial coordinates, the overall well index can 
be approximated by 

W I*InTr77FJ 1 ' W 
and in rectangular Cartesian coordinates by 

WI = 2irkEA2. (r,",.rW) [ _ — J : — } 
* r w l-r/rw(l-ln r/r^ /// 

with *.ST. 
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Specifications of_ Bottom-hole Conditions 
In this case, the wellbore pressure drop and heat 

losses to surrounding rock are not calculated. The model 
offers the following options for bottom-hole specifications: 

(1) The injection (or production) rate is specified 
and allocated between different layers based 
upon the layer mobilities alone, A bottom-hole 
pressure necessary to achieve the desired rate 
is calculated, and the enthalpy of injection 
is based upon the injection temperature and 
this calculated bottom-hole pressure. 

The layer mobility is related to the overall 
well index, WI, by: 

Mi,j,k " <F>i,j,k^i,j ( B" 2 ) 

where k., is a user defined fractional allocation 
factor. In general, this allocation factor should 
be proportional to the relative layer permeability-
thickness product over the total injection interval 
permeability-thickness. Therefore, the rate of 
injection into each layer, k, is: 

M i i k q i 1 
i, 3 rk - n ^ 5 k 

where ... is the specified rate for the entire 
well loiaJed in the block i,j. 

(2) The specified rate is injected {or produced), and 
this rate is allocated between different layers 
based upon the layer mobility times the pressure 
drop between the calculated bottom-hole pressure 
and grid block pressure. The rate of injection 
into each layer can then be expressed as: 

«i fj,k- t p b h + V< hi,j,k * hi,j,l> 

]M. • „ (B-4) pi,J,k J Hi,J,k 
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Equation (B-4) can be summed over k to evaluats 
the bottom-hole pressure, p.. : 

P b * " ^ ' M i , j ( k 

(3-5) 

The injection enthalpy is calculated frcm 
the injection temperature'and this bottom-hole 
pressure. Here again, q. . is the specified 
well rate. ' ] 

(3) The specified rate is allccatad between different 
layers as in option (2); but, to improve computa
tional stability in the layer allocation, the 
rate term in the reservoir model is expressed 
in terms of a semi-implicit formulation. The 
rate in each layer can be approximated by: 

q? +* . s q? . . + £2 &r>. . . (B-6) 

where q. . . = the explicit rate o* injection, 
see Eq. (B-5), and 6pn. . . = the change in grid 
block pressure over tne £ime step. 

The rate of change of q with respect to 
p can be calculated from Eq. (B-4) as: 

i 2 = -M. • v (3-7) 
Qp i,j,k 

This term can then be placed on the diagonal in 
the coefficient matrix of the reservoir modal 
providing a portion of the rate altt>c?ate"d to 
be implicit. The explicit portion q? . . i s 
allocated by Eq. (B-5). ']' 

(4) Under this option, both the injection rate and 
the bottom-hole pressure can be specified and 
the limiting condition will be taken. The allo
cation between different layers is again*done 
on the basis of the mobilities and the pressure 
drop between the well pressure and the grid 
block pressure. A bottom-hole pressure necessary 
to obtain the specified rate of injection (or 

. - us 
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production) is calculated and compared to the 
specified hottorn-hole pressure. For an injection 
well, if the calculated bottom-hole pressure is 
greater than specified, then the rate achieved 
is less than the specified rate. If the reverse 
is true, the specified rate is achieved. For 
a production well, if the calculated bottom-
hole pressure is less than specified, the rate 
will be less than specified. 

Note that under this option, the rate is 
expressed explicitly, and it is not charged 
during the reservoir calculations regardless 
of the pressure changes in the grid blocks. 

(5) This option is similar to option (B-5), except 
that the rate in each layer is always expressed 
in a semi-implicit manner according to Eg. (B-6). 

Specification of Surface Conditions 
When surface conditions are specified, Equations (22) 

through (25), the wellbore model, must be solved along 
with the reservoir model. This can require an iterative 
procedure between the wellbore model and the reservoir 
model. 

Different options or boundary corditions are allowable 
to perform the wellbore calculations. These include (1) a 
specified rate, (2) specification of surface pressure, or 
(3) a specification of rate or surface pressure whichever 
is limiting. Each of these options is discussed in the 
following section. 

(1) The injection (or production) rate can be specified. 
Consider first the case of an injection well. For 
an injection well, the surface temperature should 
also be specified. The surface pressure cannot 
be specified arbitrarily since the bottom-hole 
pressure is determined by the reservoir calculation. 
Once the bottom-hole pressure is calculated 
from the grid block pressure and the injection 
rate, the wellbore calculations proceed from 
the surface to the aquifer by assuming a value of 
the surface pressure and calculating the bottom-
hole pressure calculated from the wellbore is 
not within a tolerance limit of the bottom-hole 
pressure necessary to inject the specified rate, 
the surface pressure is corrected and the wellbore 
calculation is repeated. Iterations continue 
until the desired bottom-hole pressure is / 
obtained. iJH 
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For a production well/ the bottom-hole 
pressure necessary to produce the specified 
rate is calculated from the reservoir model; 
and since the wellbore calculations proceed from 
the well bottom to the top for a production well, 
there is no need for iteration. 

(2) The surface pressure C2n be specified for an 
injection or a production well. In the case 
of an injection well, the bottom-hole pressure 
is assumed and the rate that can be injected 
based upon the old time step grid bloc'x pressure 
is calculated. This calculated rate and the 
specified surface pressure and temperature are 
then used in the wellbore calculations to cal
culate a bottom-hole pressure. These bottom-
hole pressures are compared; and, if they are 
not within a tolerance, a new value of the injec
tion rate is calculated and the welibore calcula
tions are repeated. Iterations continue until 
the calculated bottom-hole pressure and injection 
rate do not change significantly over the iteration. 

In the case of a production well, a similar 
procedure is used to calculate the rate and 
bottom-hole pressure. 

(3) An injection (or production) rate and a surface 
pressure can be specified. The lower value of 
the rate calculated from the surface pressure, 
or the specified rate, is then used. The itera
tion procedure is a combination of the ones 
discussed above for the first two options. 
We start with the specified rate and calculate 
the surface pressure corresponding to this 
rate according to the iteration procedure for 
option (1). For an injection well, if this 
surface pressure is higher than the specified 
pressure, a rate is calculated from the speci
fied surface pressure as in option (2). The 
specified rate is used if the calculated surface 
pressure is lower than the specified surface 
pressure. A similar procedure is used for a 
production well. 

The options available for specifying the 
well conditions are summarized in Table B-l. 



TABLE B-1 
SUMMARY OF WELL SPECIFICATION OPTIONS 

Option 
Mo. 
1 
2 

Specification 
Bottom-hole 
Bottom-hole 

Bottom-hole 

Bottom-hole 

Bottom-hole 

6 Surface 
7 Surface 

S Surface 

9 Surface 

10 Surface 

Quantities 
Specified 

Rate 
Rate 

Rate 

Rate and bottom-
hole pressure 
Rate and bottom-
hole pressure 

Rate 
Rate 

Rate 

Rate and surface 
pressure 
Rate and surface 
pressure 

Allocation 
Basis 

and 

Rate 
Explicit 
Explicit 

Limiting 
Criterion 

Mobilities 
Mobilities and 

Rate 
Explicit 
Explicit 

None 
None 

pressure drop 
Mobilities and 
pressure drop 
Mobilities and 
pressure drop 
Mobilities and 
pressure drop 
Mobilities 
Mobilities and 
pressure drop 
Mobilities and 
pressure drop 
Mobilities and 
pressure drop 
Mobilities and 
pressure drop 

Semi-Implicit 

Explicit 

Semi-Implicit 

Explicit 
Explicit 

Semi-implicit 

Explicit 

Semi-Implicit 

None 

Calculated or 
specified bottom-
hole pressure 
whichever is 
limiting 

None 
None 

None 

Calculated or 
specified surface 
pressure 
whichever is 
limiting 

V 
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AQUIF2R INFLUENCE FUNCTIONS AT GRID PERIPHERY 
In general, the numerical grid system seiac'ed to 

describe an aquifer will be sr.aller than the entire 
aquifer. The aquifer may even be infinite for ail prac
tical considerations. If there are no pressure, ccr.ce.i-
tration or temperature changes observed at the edge 
blocks during the time span cf interest, the assumption 
of the exterior boundaries being impermeable adequately 
describes the aquifer. However, if the time span of 
interest is large enough that calculated changes occur 
in the peripheral grid blocks, aquifer influence (influx 
or efflux) calculations should be added to the calculations. 

The numerical model offers an option to specify any 
one of the following three aquifer influence representations: 

(1) Carter-Tracy - A homogeneous infinite aquifer 
can be simulated rigorously through the use of a 
finite region and the superposition method of 
Van Everdingen and Hurst-^, However, this method 
requires considerable computer storage; and, -;c 
instead, the approximate method of Carter. 
and Tracy 2 9 has been included in the model. 
Basically, this method provides a good approxi
mation of the superposition method for treating the 
finite region surrounded by an infinite or finite 
extent aquifer, The latter's equation for cumula
tive influx into a circular reservoir is 

B A p n + 1 - W P ' n + 1 

We,n +1 - We,n +
 p n + l ' i l l ^ 0 ' B' 8> 

Thus, the rate of water influx over time (t , 

w t 

or 

pn+l _ n+1 
Dn 

e w = a - b «p (3-10) 
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where 
, P

n - w P' n + 1 

(B-ll) 

(B-12) 

a = 
BApn - W e ,n 

p.n+1 
K t a = 

p n+l - f p - n + 1 

•Dn 
K t 

V, -
B K t 

kj — 
p n+l • v n+1 

*p = p n + 1 
n 

- P (B-13) 

34 
Van Everdingen and Hurst tabulate P versus 

dimensionless time, t D, for both infinite and 
finite aquifers. The data for an infinite aquifer 
has been included in the model and does not require 
additional parameters to be specified. If the 
user decides to use the Carter-Tracy method for 
a finite aquifer, a table for P versus t- must 
be specified. Eq. (B-9) or (B-10) above gives 
influx rate into the entire reservoir whereas 
we need an equation for influx into a single 
grid block. Consider the ideal case of a homo
geneous infinite aquifer and' a square N x N grid 
-N blocks in the x direction and N blocks in the 
y direction and uniform grid spacing Ax = Ay = 
constant. The equivalent radius r for this 
grid is calculated from 

irrf = (N-DAx(N-l)Ay (B-14) 

and this r is used in B and K. in the equation 
above. That is, the rectangular grid boundary 
is replaced for the present purposes by an 
"equivalent" circle. The disposal model calculates 
water influx into a given boundary block (i,j) 
from Eq. (B-ll). 

e = q. . - b. . •So. . (B-15) 

where a.. and b . are as defined above except 
that 1 3 1 ] 

B i j - 2*h4czl s i ; j (B-16) 
iU 
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and s.. is the fraction of a circle assigned 
to edfe grid block {i,j). The total perimeter 
of the square grid is 

L = 4(N-l)Ax (3-17) 
The value of s.. is Ax/L for all edge blocks. 

For the more general cases, we calculate 
equivalent radius r from 

mr," L
x

L y ( B _ 1 8 ) 

where L and L are the lengths of the rectangular 
grid. The grid should be as square as possible to 
retain validity of usage of circular reservoir 
influence functions. The total perimeter is 

NY NX 
1 * 2 I Ay. + 2 I Ax. (8-19) 

j=l ^ i=l l 

where NX, NY are the numbers of grid blocks in 
the x and y directions, AXJ and Ay. are the 
grid increments. The value of s..3in Equation 
(8-16) for edge block (i,j) is tnen Ax./L on 
north and south edges, Ay./I for ea3t and west 
edges, and (Ax. + Ay.)/L for corner blocks. 

Smaller or .larger values than those defined 
here could be used for s.. for certain edge blocks 
to represent aquifer heterogeneity around the 
periphery. However, the rigor of this variation 
is not apparent and should be used with caution. 

(2) Pot Aquifer - The influx rate depends upon the 
rate of change of pressure in any peripheral 
block, the compressibility of the aquifer, and 
the total pore volume of the selected grid 
system. The influx rate during a time step 
can be expressed as: 

,j , nm n+1, 

ew " W e , n + r W e , n = "^-Tt ^ W a t e r / d a y ( B " 2 0 ) 

where C, is the aquifer influx coefficient in 
ftVpsi. // 
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For the case of an injection well, the 
pressure in the aquifer increases with time 
of injection. If the external boundaries of 
the aquifer are impermeable, all fluid injected 
during a time step must be retained in the 
aquifer, and the increase in pressure can be 
expressed as: 

-n +l . -n si4t) { B . n ) 

t V p 
where 

c t = * cw + < l"*> c
r' l ^ s i f B _ 2 2> 3 V = total pore volume of the aquifer, ft 

3 q = rate of injection, ft /day 
At = time step, days 

average pressure 
the beginning of the time step, psi 

p = average pressure in the aquifer at 

However, the increase in pressure is much 
smaller if there is efflux across the external 
boundaries. When the efflux rate becomes equal 
to the rate of injection, the pressure gradient 
across the aquifer does not change significantly 
with time, and the increase in pressure in the 
peripheral grid blocks is very nearly the same 
as the increase in the average pressure. 
Therefore, from Eq. (B-21) and (B-22), letting 
q = -e , we have: 

V± - c t V p (B-23) 

The pressure .distribution in a pot aquifer 
is also known as semi-steady state pressure 
distribution. The assumption of a pot 
aquifer implies that the pressure can 
increase without any bounds. As was 
be shown in the aquifer influence function 
tests, the pressures in the aquifer obtained 
with the coefficient V. evaluated from Eq, (B-23) 
are higher than an infinite aquifer. However, 
the coefficient \>1 may be estimated from the measured pressure data in the aquifer, if 
available. 
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The influx rata expressed by Eq. (B-20) 
is for the whole aquifer and a fraction a.. 
of this total influx is associated with tne 
boundary block ij as: 

e w = a i j " I < P V + 1 > ( B - 2 4 ) 

The factor a.• reflects the peripheral area of 
block i,j a s 1 ! fraction of the field perimeter 
and also reflects the heterogeneity around 
the field boundary. 

35 (3) Schilthuis Steady-State Aquifer - Schilthuis 
proposed the following expression for calculating 
cumulative water influx into an aquifer: 

fc i -W e(t) = V2 f (p -P) dt (B~25) 

where V. is the aquifer influx coefficient in 
ft /day/psi and p is the average pressure at 
the aquifer boundary at time t. The rate of 
influx during a time step for the block i,j 
can then be written as: 

ew = aij h teV*1* <B'26> 
When the rate of efflux becomes equal to the rate 
of injection, the pressure distribution in the 
aquifer reaches a steady-state. The pressure 
at the exterior boundary is equal to the initial 
pressure, p . The coefficient f, c a n D e calculated 
by applying Darcy's law at the eage blocks. As 
an illustration, consider a circular aquifer 
with the external radius of the aquifer as Rg, 
and the radius of the edge block center as &$. 
At steady-state 

. 2jkh ( E ^ p i (B.27) 

Since q = -e , we obtain 

"2 - - r i f f k r "W-^y (B-J8) 
l-XI 
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Since the efflux rate will never become greater 
than the rate of injection, the pressure in the 
edge bloeV has an upper bound which can be 
evaluated from Eq, (3-27). 

Natural Flow in th|_ Aquifer 
The aquifer influence functions permit us to set up 

a natural fluid movement in the aquifer. If a uniform 
rate of flow exists in the aquifer before any external 
source of injection (or production) is superimposed, the 
pressure distribution in the aquifer can be initialized 
to be at steady-state, but with natural flow. The addi
tional water influx rate for the Carter-Tracy approximation 
or the steady-state assumption due to pressure changes 
within the grid area can then be superimposed upon the 
initial reservoir velocity. The model offers an option 
to specify the initial pressures along the boundaries, 
and the initial velocities are calculated from these 
pressures. Alternatively, one may specify a uniform rate 
of flow. To keep the computations simple, we have restricted 
the specification of the initial velocity to be in the x 
direction only. The other two directions could be included 
at a later time if desired. The aquifer natural flow 
is not available for a radial system since the grid blocks 
are defined as annuli. 
HEAT LOSS TO OVEH AND UHDERBOBDEN 

The top and bottom planes of a three-dimensional 
grid will lose or gain heat by conduction to adjacent 
strata as formation temperature rises or falls due to 
injection. Discussion here is restricted to the overburden 
since treatment of the underlying strata is identical. 
The temperature in the overburden obeys the conduction 
equation 

V.(K o b?T) = ( p C p ) Q b || (8-29) 

We assume that the overburden acts as a semi-infinite 
medium vertically. Lateral overburden boundaries (at 
reservoir grid boundary) are assumed closed to heat flow. 
The initial and boundary conditions for equation (B-29) 
are thus 

T(x,y,z,0) = T D(z) 
T(x,y,0,t) = TR(x,y,t) z = 0, x,ye R 
T(x,y,»,t) * T 0 / 
h'n = 0 all t, x,y,z e S (B-30) 
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where z is measured upward from the reservoir-overburden 
plane H, T Q is initial temperature, T_ is the variable 
reservoir temperature at z = 0, S is the overburden lateral 
surface boundary coinciding in x-y dimensions with the 
exterior reservoir boundary and n is the normal to S, 

We assume uniform or constant K . and (pC ) . and 
negligible effects of heat conductioflDin the xpaSa y 
directions. These assumptions reduce the heat loss 
equation (B-23) to 

Kob ~7 = ( p Cp>ob 51 ( B " 3 1 > 
This equation is represented by the standard central-
difference, implicit finita-difference form over a variably-
spaced grid using small £z at the reservoir-overburden 
boundary and increasing &z away from the boundary. At 
the end of each time step the finite-difference equation 
is solved using the known boundary temperature change 
that occurred over the time step to yield the currant 
temperature distribution in the overburden. 

At the beginning of each time step (t ) , then, we 
have the finite-difference equivalent of Tfx,y,z,t ). 
The solution T to the equation is separated into t#o 
components, T. and T,. T, satisfies Equation (B-31) 
and the initial and Boundary conditions 

Tjtx.y.Ct) = T(x,y,0,tn) V t < f c n + l 

^ ( x ^ z , ^ ) = T(xry,z,tn) 
(B-32) 

(B-33) 

while T. satisfies equation (43) and the conditions 

T2(x,y,0,t) = 1 V f c < t n + l 

T2(x,y,z,tn) = 0 

The solution T(x,y,z,tJ corresponding to a temperature 
change of 6T at the boundary over the t +t ,, time step 
is then the sum: n n 

™(x,y,z,t n + 1) = V ' ^ ' W + T 2(x,y,z,t n + 1)ST (B-34) 

/5i 
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From the finite-difference equivalent of T, we calculate 
the rate of heat loss or gain that would occur during the 
time step if no boundary (reservoir) temperature change 
occurred, q. . The solution T, allows calculation of the 
additional neat loss rate that will occur if boundary 
(k=l) temperature increases by <5T. Thus, the heat loss 
or gain rate for each reservoir grid block in the top 
plane of the reservoir grid is of the form 

q L = q L n + a6V (B-35) 

The one-dimensional finite-difference solution of 
Equation (B-29) must be performed each time step for 
each column of overburden—i.e. for each reservoir grid 
block (i,j,l) i«l, NX, j-1, Mr. If NZ=1, then tfc? heat 
loss or gain calculated for the overburden is simply 
doubled to account for heat loss or gain to the under
lying strata. If NZ>1, then this one-dimensional cal
culation must also be performed for each grid block in 
the lowest plane (i,j,NZ), i=l, NX, j=l, NY. 

Storage requirements for this calculation for the 
three-dimensional case, using six grid blocks to represent 
the overburden, consist of 5'NX'NY. locations for temperature 
in the overburden and for the underlying strata. The total 
requirement of 10»NX«NY locations is equivalent to only 
two full three-dimensional arrays in a problem where 
N2=5. Thus, the storage requirement is not a serious 
concern. The computing time requirement for this heat 
loss or gain calculation is insignificant—less than 31 
of total computing time. 

The validity of neglecting the x and y direction 
conduction terms was checked by comparisons of model runs 
with a simple conduction-convection model in the work 
by'Coats et al . 

Al 
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SECTION 1 
OVERVIEW OF THE DEEP WELL DISPOSAL MODEL 

This nccel provides a realistic and efficient simula
tion of the dispersion of contaminated water injected into 
an aquifer. The model consists of two parts: (1) a wellbore 
raodel and (2) an aquifer model. The two parts are closely 
coupled and are used together as one complete model. The 
user may specify surface pressure and tempanture in an 
injection well and the wellbore model permits calculation 
of the pressure and temperature changes in the v/ellbore. 
The aquifer model is a numerical finite-difference solution 
of three basic partial differential equations for the 
conservation of mass, energy and contaminant. 

The velocities (or mass flow rates) are expressed 
in terms of spatial pressure gradients through the use 
of Darcy's law for flow in a porous medium, leading to 
a set of three coupled partial differential equations. 
The independent variables are the spatial coordinates 
ana time and the dependent variables are pressure, tempera
ture and concentration (see Appendix A). The equations 
are coupled 'hrough the fluid density which is a function 
of pressure, temperature and concentration. The model 
permits the user to specify initial conditions and a 
number of boundary conditions along the edges of the 
numerical grid system. In addition, the user may specify 
heterogeneities in the aquifer porosity, permeability and 
specific heat. The net dispersion of heat and mass is 
expressed as the sum of hydrodynamic dispersion and mole
cular conduction (or diffusion). 

The model includes several finite-difference 
approximations in space and time, and two different 
methods of solution. This gives the user an option to 
select the best solution technique for the problem. The 
model includes the options to compare the simulated pres
sure, temperature or concentration values against the observed 
values and to obtain 'two-dimensional contour maps of the 
calculated results. 

The computer programs are organized to minimise com
puter time and storage requirements. This documentation 
includes a discussion of the overall program structure, 
descriptions of different subroutines, input data require
ments and an example problem to illustrate the use and scope 
of the model. 

The calculations are primarily performed in English 
units. The use of other units and conversion factors are 
discussed in Section 3.1. * ri 
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SECTION 2 
PROGRAM DESCRIPTION 

2.1 PROGRAM STRUCTURE 
The program is written in FORTRAN IV source coda 

ar.d consists of a nain routine and subroutines. The main 
routine primarily serves as a control program to invoke 
the subroutines in proper order. The program is organized 
to use the storage space according to the problem size. 
The arrays that depend upon the problem size are stored 
as one large array, G, in blank common. Depending upon 
the particular problem grid dimensions, the position of 
each needed dimensional array within this overall array 
is computed in the main program. These individual array 
locations are then passed to the various subroutines as 
arguments. 

The real advantage of this approach is that only one 
array needs to be redimensioned in the MAIN routine depending 
upon the problem size. The only limitation on the problem 
size is available storage. This approach is very efficient 
particularly for Control Data machines because of an available 
option to dynamically reduce the storage to just that needed 
from a call within the program. Thus, on CDC machines, the 
size of the overall array containing all other arrays is 
computed as soon as the user defines the grid size. The 
location of the last word in the program is determined and 
added to the necessary overall array size. Then the dynamic 
storage reduction (or expansion) routine is called and the 
storage is expanded to the required size. 

The above approach saves a great deal in recompilation 
costs if a variety of grid dimension problems are to be 
solved. The ccst of using the dynamic allocation above is 
only the inclusion of a number of arguments in the call to 
several subroutines. In the model, five primary subroutines 
are called each time step. There are as many as 50-60 arguments 
passed in some of the routines. We have noticed little differ
ence in running time for models written with the argument 
transfer and those passed by common. Thus, we believe the 
above arrangement does represent an overall computer saving. 
The well arrays require dimensioning equal to or greater than 
the total number of wells in the grid system. These arrays 
have been dimensioned as 20; and if the number of wells in 
the desired grid system exceeds this dimension, all the well 
arrays must be redimensioned. The overburden and underburden 
vertical block arrays must be equal to or greater than the 
number of overburden and underburden layers, respectively. 
These arrays have been dimensioned as 7. If the number of 
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overburden or underburden blocks exceed this dimension, 
these arrays must also be redinensioned, Redimensioning 
instructions are outlined in Section 2,4. 

Storage requirement for the program is approximately 
4 3,00015 words. The overall length of the G array is cal
culated as follows: 

IG f 3 x NX x NY x NZ for the L2S0R solution 
and 

IG + IA + XC for the direct solution 
where 

NX,NY,NZ = Number of grid blocks in the x, y and z 
directions, respectively 

IG = 52 x NB + 5 x NX + 2 x NY + 6 x NZ + 2 x (NB.MX-1) 
X NX x NY + 10 x NABLMX + 5 X NZ X NWMAX ~ 12 

IA - yB(2NS+l) + NS 2 - NS(2NS2+l)/3 x Q 2 

or 7 x NB, whichever is larger 

IC = 6 x (NB/2 + NZ + 1) 
NABLMX = Maximum number of aquifer influence function 

blocks 
NB = Total number of blocks 

= NX X NY x NZ 
NBMX = Larger of the overburden or underburden layers 

(7 in the current version) 
NBMAX = Maximum number of wells (20 in the current 

version) 
NS = Product of the two smaller dimensions 

A 300 grid block problem requires an overall array dimension 
of about 

20,000 1 ( ) words for the L2SOR solution technique, and 
23,500,n words for the ADGAUSS (direct solution). /— 
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Note that there is a substantial storage saving when the 
iterative LSOR technique is used instead of the reduced band 
width direct solution. A 1,000 grid block problem requires 
an array dimension of about 

65,000.... words for L2SOR, and 
74,000 1 0 words for ADGAUSS. 

Computer time requirements for the model can vary 
substantially depending upon whether all three equations 
are being solved and whether the density is relatively 
constant and no iteration is required. We have attempted 
to provide users with some time comparisons for a range 
of problems. 

For one iteration with all three equations being 
solved, the approximate timing is 

0.015-0.025 sec/time step/grid block. 
If subsequent iterations are required to update density, 
the timing may increase by about 40* of the time required 
for the first iteration. Our experience has shown that 
a "hard" problem with significant density variations may 
require 3-4 iterations initially and decrease to one 
iteration for the majority of the time. 

When the temperature or concentration equation can 
be deleted from the solution, there is an additional time 
saving of roughly 204 for each equation not solved. Of 
course, the pressure or total flow equation is always 
solved. 

The model contains both plotting and contour mapping 
aids to assist the user in visualizing his results, tfe 
have chosen to provide these visual aids to the user by 
presentation on the line printer at execution tine. 
Thus, the visual results are available immediately to 
the user instead of requiring a two step process of 
plotting or mapping through another off-line hardware 
device. To also facilitate the user getting these visual 
aids at a time later than execution, an option is avail
able to edit records written on tape and plot or map 
them. Thus, the user may run the model on a disposal 
problem writing records to tape (disks) and then sub
sequently choose to plot or nap the results at desired 
intervals. As an illustration, a two-dimensional aerial 
map of concentrations is shown in Figure 1. This map 
is taken from an example problem in the final report (Volume 1), 

l35 
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The figure shows concentration contours in an aquifer 
with injection from two wells. The total period of 
injection was one year. 

The basic structure of the disposal model is shown 
in Figure 2. This fl<r.; chart shows the order in which 
different subroutines are invoked. 

Three subroutines are invoked only .nee for each 
simulation. READ1 reads the aquifer description, fluid 
properties and other fixed data. INIT establishes initial 
pressure, temperature and concentration distribution 
according to tlu. data furnished by the user. PRINT1 
prints out the initial conditions. 

Subroutine READ2 reads well data, production-injection 
rates and time step data. It must be invoked on the 
initial time step of each simulation, and may be invoked 
whenever changes to the well, rate, or time step data are 
desired. 

Subroutines COEFF, PROD and ITER are the main calcula
tion routines. They calculate transmissibilities, perform 
the wellbore model calculations and set up the coefficient 
matrices and right-hand side vector for simulating the 
numerical solution. The numerical solution is calculated 
by GAUS1D, GAUS3D or L2S0R subroutines. 

I 

/3S 
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Figure 2. Ovgrall Structure of the 
Disposal Model with Subroutine 
Nanes and Basic Functions 
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Conditions for Figure 2 are as follows: 

(1) Are plots desired for a previous run? 

(2) Is this a restart run? 

(3) Call ORDER if it is not one-dimensional grid 
system and if the method of solution is reduced 
band width direct solution. 

(4) Are wellbore calculations to be performed? 

(5) Is the run to be terminated at this time step? 

(6) Are wellbore calculations to be performed and 
is the well rate calculated semi-implicitly? 

(7) Are any two-dimensional contour maps desired? 

(3) Is the recurrent data read at this time step? 

(9) Are any plots desired for this run? 



2.8 

Subroutine PRINT2 prints iteration summaries, well 
tables and maps at the end of each time step. MAP2D 
prints two-dimensional maps of pressure, temperature and 
concentration, and PLOT prints plots for the values of 
the dependent variables in the wells. 

An outline of each of the subroutines is presented 
in the following section. 
2.2 SUBROUTINES 
REAM 

Initial and fixed data are read in this subroutine. 
Pore volume and depth arrays and flow transmissibilities 
are set up. Thermal conduction transmissibilities in the 
overburden and underburden blocks are calculated, and the 
aquifer influence function data is read in. If the Carter-
Tracy option for the aquifer influence functions has been 
selected and if the infinite aquifer approximation is 
desired, the influence coefficients are set up in this 
subroutine. 

The subroutines VISL and VISLI are invoked from 
READ1 to set up the viscosity parameters. 
INIT 

Pressures and concentrations in the aquifer blocks, and 
temperatures in the aquifer blocks and overburden-underburden 
blocks are initialized in this subroutine. Initial 
temperature gradients are permitted to exist in the vertical 
direction only. The temperature is : *ad in as a function 
of depth and the temperature in each nlock is calculated 
based upon the depth of the grid block. A similar pro
cedure is used for the overburden and the underburden 
blocks. 

You may specify natural flow existing in the aquifer 
either by injection and production wells at the aquifer 
boundaries or through the use of aquifer influence func
tions. Under the first option, you must set the well 
rates and enter the well data in READ2. Under the second 
option, you are permitted to specify the flow velocity 
in the x direction only. The pressures are initialized 
according to the specified flow velocity. 

The initial grid block values are printed in PRINTl. 

lib 
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READ 2 
Subroutine READ2 reads all recurrent data. Any part 

of the data entered in this subroutine can be altered at 
any subsequent time specified. This permits the user to 
change well rates, well specifications, time steps, 
weighting factor for finite-difference approximations 
and the method of solution. If the direct solution is 
selected as the method of solution, and if the grid system 
is not one-dimensional, the subroutine ORDER is invoiced 
from READ2 to evaluate the optimum ordering scheme for 
the direct solution. 

Before the first time step, all the data read in 
this subroutine must be entered. Subsequently, only the 
data changes need to be entered, 
COEFF 

Velocities and transmissibilities at time level n 
are calculated in this subroutine. Also, heat loss 
calculations are performed, and the time step is evaluated 
if automatic time step control is desired. The residual 
terms are formed from the convection and diffusion terms 
at time level n. 

For illustration, the evaluation of the residual 
for the concentration equation is shown below. The net 
rate of convection in a block i can be written as: 

Ci-l/2 Si-l/2 " Ci+l/2 Si+l/2 ( 2' 1 ) 

where S = the mass flow rate across the grid block boundary, 
and the subscripts (i-1/2) and (i+1/2) denote the grid 
block boundaries. The concentration at a block boundary 
is obtained by weighted averaging between the concentrations 
at two block centers. For example 

Ci-l/2 = a Ci-l + ( 1" a ) C i ( 2' 2 ) 

For a central difference approximation, a = 0.5. For a 
backward difference approximation, a = 1.0 if u. . n i 0, 
and a= 0 if u ^ i ^ < 0. ' 

Diffusion transmissibility is obtained from the "total 
dispersivity." Total dispersivity is the sum of the hydro-
dynamic dispersivity and the molecular diffusivity. The net 
rate of diffusion into a block can be written as: 

1.0 
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2 _ 1 . A x i - 1 
T lx. ,+Ax. T 

fii-l/2 1 - 1 x E i - 1 

he residuals for the flow and 

T (C. ,-C,) - T (C,--C,,.) (2-3) 
Ei-l/2 x * X Ei+l/2 l 1 + 1 

The cispersivity at the block boundary is approximated as 
the harmonic average of the dispersivity at the two block 
centers. For example, the reciprocal of dispersivity at 
a block edge is expressed as: 

Ax 
~ ] (2-4) 

E i 

le temperature equation 
are evaluated similarly. 

The heat loss calculations consist of evaluation of 
overburden and underburden temperatures, and a coefficient 
to be added to the diagonal of the temperature equation 
matrix representing the heat loss (or gain) to the imper
meable strata. These calculations are always performed 
implicit in time. A constant temperature boundary condition 
is assumed at the top of the overburden and bottom of the 
underburden. These boundary temperatures are calculated 
from the initial geothermal temperature profile. 

Automatic time step control is activated if the 
time step is read in as zero. The user can specify 
maximum allowable values of pressure, temperature and 
concentration changes over a time step. A new value of 
the time step is calculated based upon the changes during 
the previous time step. Three values of the time step 
are calculated based upon the maximum changes in pressure, 
temperature and concentration over the previous time step. 
A damping factor of 0.8 is used to account for the non-
linearities in the linear extrapolation of the time step. 
The lowest value of the calculated time step obtained 
from the three changes is used. If the pressure, tempera
ture and concentration changes are smaller than the 
specified values, the time step is increased. The 
automatic time step feature is an efficient way to reduce 
the computation time. 
PROP 

This subroutine calculates the rates of injection 
(or production) into each layer for each well. The 
residual terms representing the convection and diffusion 
rates at time level n are incremented by the injection 
rates. 
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The model offers different options to specify the 
bottom-hole or the surface temperature and pressure 
conditions, allocation on the basis of mobilities or 
mobilities and pressure drop, and the rate terra being 
expressed as explicit or semi-implicit in the reservoir 
model. The mobilities are proportional to the alloca
tion factors which are user specified for each layer. 
These should be in proportion to permeability times 
thickness and formation damage or improvement for each 
layer. Only the relative values of these factors are 
important. 

The injectivity for a layer k is expressed as follows: 
(WD (KHL ) 

i£ i K H L k 

where WI = we'.l index 
KHL = allocation factor for layer k. 

In problems with more than one vertical layer, use 
of a large injectivity or productivity index can cause 
computational difficulty if the allocation is (INDW1=2,3) 
explicit and based upon mobilities and pressure drop. 
The rate into each layer is computed from a specified or 
calculated bottom-hole pressure, layer mobilities and 
pressure drop between the well and the grid block, A large 
value of mobility will result in a large allocation into 
that layer, and because of'the large injection rate, the 
grid block pressure can become very close to the well 
pressure. This leads to a very small allocation into the 
layer during the next time step, and oscillation may develop 
from time step to time step in the allocation. This problem 
can be minir'zed or eliminated either by using a smaller 
time step or by simply using a smaller well index. 

This problem can also be minimized by using a semi-
implicit option. Under this option, the well rate is 
explicitly allocated on pressure at the start of the time 
step but an implicit pressure coefficient is retained. That 
is, 

q = qn + Sj2 6p (2-6) 

where q n is the explicit portion of production rate and 
5p is the change in pressure over the time step. Use of 
this coefficient renders the production more implicit in / 
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pressure and stability is improved. As is obvious from 
the above equation, a change in pressure will result in 
decreasing the injection or production rate. For an 
injection well, the grid block pressure may increase during the 
time step, and the total rate of injection may drop. To 
overcome this problem, an iterative procedure has been set 
up in ITER to increase the explicit allocation such that 
the specified rate is achieved implicitly. 

If surface conditions are specified, then the temper
ature and pressure changes occurring in the wellbore will 
also be calculated. The wellbore calculations are performed 
in WELLB. For an injection well, the enthalpy of injection 
is calculated from the temperature and pressure at the 
bottom of the well. The enthalpy of production is always 
taken as the grid block enthalpy. 
WELLE 

This subroutine calculates the pressure and tempera
ture changes in the wellborss. WELLB is invoked only 
if you desire the wellbore calculations to be performed. 
The user may specify the injection or production rate, a 
limiting surface pressure and the surface temperature 
for an injection well. The surface temperature for a 
production well will depend upon the grid block temperature 
in which the well is located and the heat loss from the 
wellbore. 

The fluid properties are permitted to vary in the 
wellbore. The calculations are performed over an incre
mental value of pressure specified by the user. The 
wellbore length over which the pressure cha.ige occurs 
and the change in temperature are calculated by an itera
tive procedure. The net pressure drop consists of the change 
in gravity head and the viscous pressure drop. For single 
phase flow, the frictional pressure drop is usually small. 
Over each increment, the first law of thermodynamics "enthalpy 
in-enthalpy out * change in internal energy" is applied. 
The temperature at any depth is calculated from the fluid 
enthalpy and pressure. The last increment may not be equal 
to the other increments.and a linear extrapolation of 
pressure and enthalpy over the previous increment is used 

For an injection well, the temperature of injection 
must always be specified. If the injection rate is speci
fied, the bottom'hole pressure is determined from the grid 
block pressure and the rate of injection. The surface 
pressure is obtained by an iterative method from the rate 
and the bottom-hole pressure. You may specify a limiting // > 
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surface pressure; and if the rate is determined by the 
limitirg pressure condition, it is calculated from the 
surface pressure and the grid block pressure by the 
iterative procedure. 

For a production well, if the rate is specified, 
-he surface pressure can be obtained directly since the 
bottom-hole pressure and temperature are known, and the 
wellbore calculations have no unknown quantity proceeding 
froir. the sand face to the surface. However, if the 
rate is determined by a Uniting surface pressure condi
tion, an iterative procedure is required. 
ITER 

The numerical solution for the difference equations 
is obtained in this subroutine. 

In a cne-dinensional system, the difference equation 
fcr the dependent variable can be expressed in vector notation 
as: 

A X = R (2-7) 

where X is the dependent variable vector. The solution 
for the above equation consists of setting up the matrix 
A, the vector R, inverting the matrix A and operating on 
vector R to obtain the solution. The dependent variables 
in the disposal model are the changes in pressure, tempera
ture and concentration over the time step. For a c .-
dimensional system, the matrix A is a tridiagonal • trix. 
The elements in the matrix A and the vector R are :t 
up in subroutine ITER. Subroutine GAUSlD, GAUS3r r 
L2S0R can be called to obtain the solution, and ;heck on 
density is made over the iteration. An iteratir consists 
of solving pressure, temperature and concentrat n equation 
in that order. If the maximum change in densi - over a grid 
block is below a tolerance limit, the solution s said to 
have converged. 

The aquifer influence function calcuL- cions are per
formed by expressing the rate of water influx across the 
external boundary of the aquifer as follows: 

e w = a-b6p (2-8) 
where the coefficients 'a' and 'b' are calculated for 
each peripheral block according to the aquifer influence 
function representation you specify. The influx rate 
e w is treated as a well with semi-impli. !.t specification. 
The coefficient 'a' is the explicit part of the injection 
rate and is added to the right-hand side of the equation, 
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and 'b' is added to the diagonal element in the matrix. 
Heat and contaminant influx rates are calculated explicitly, 
and are added on to the right-hand sides of the energy 
and component balance equations. 

If the injection (or production) rate is allocated 
implicitly in a well, you may not achieve the desired 
rate if the pressure in the grid block changes. Vie have 
included an iterative procedure in ITER for updating 
the explicit parts of the well rates to achieve the 
specified rates. After the pressure equation has been 
solved during the first outer iteration, the achieved 
rates are compared against the specified rates. If the 
achieved rate is not within 5% of the specified rate, 
the explicit part of the rate in each layer is updated 
by the ratio of the specified to the achieved rate. 
After the explicit parts of the rates are updated, the 
pressure equation is solved again. A maximum of three 
iterations are allowed to adjust che rates. 

Since the velocities may change signs with changes 
in the grid block pressures, it is necessary to reevaluate 
the weighting functions after the pressure solution. 
The weighting functions are used to calculate the values 
of the dependent variables at the grid block boundaries 
from the grid center values. The weighting functions are 
evaluated in the subroutine WTFNC. Since the pressures 
do not change significantly from one iteration to the 
next, it is assumed that the velocities do not change 
signs after the first iteration. Therefore, the weighting 
functions are not reevaluated after the first iteration. 

Other subroutines called from ITER to set up the 
matrices and the right-hand side vectors are SCOEF, SRHA and 
SRHS. The coefficients C.., *;-_...etc. (see Appendix A) 
are evaluated in SCOEF, trie rigftt-hand side for the pressure 
equation is set in SRHA and the right-hand side for the 
energy and contaminant balance equations are set in SRHS. 
The off-diagonal dispersion terms are calculated at the old 
iterate level and added on to the right-hand sides of 
the temperature and concentration equations. This is 
done in the subroutine CRSS. A flow diagram illustrating 
the execution of the subroutine ITER and calling other 
subroutines is shown in Figure 3. 

The equations are solved for changes in pressure, 
temperature and concentration over the time step. The 
total quantities are not updated until the convergence \*. 
is achieved. A convergence test is made after each ' ' 
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Conditions for Figure 3 are as follows: 

(1) Is this the first iteration? 

(2) Are the cross-derivative dispersion terras 
to be included? 

(3) la the grid block system one-dimensional? 

(4) Is a direct solution desired? 

(5) Has convergence been achieved? 
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iteration. In general, one iteration consists of solu
tion of pressure, temperature and concentration equation 
in that order. However, it is not always necessary to 
solve all three equations. An option is provided to 
omit the solution of temperature and/or concentration 
equations. The pressure equation is always solved. 
The convergence criterion is the change in fluid der•ity 
ever an iteration. Therefore, if the maximum change 
in density due to a change in temperature is small, but 
the change in density due to a change in concentration is 
large enough to perform another iteration, then the energy 
equation is not solved during the next iteration. This 
procedure is carried on until convergence is reached. 
A similar procedure is used if the density change due 
to concentration change is small, but that due to temp
erature is large. 

GAUS1D 
This subroutine calculates the direct solution for 

one-dimensional problems. The left-hand side or the 
coefficient matrix is a tridiagonal matrix for one-
dimensional systems. Since there is no diffusion or 
convection at the boundaries, a known point is available 
which serves as the starting point for the solution. 
GAUS3P 

An optimum ordering scheme developed by Price and 
Coats' is used to obtain the direct solution for 
two- and three-dimensional problems. This ordering 
scheme reduces the computer time and storage by factors 
as large as six and three when compared to more standard 
orderings and, therefore, compares favorably with two-
line overrelaxation method for problems with the minimum 
product of two dimensions less than 50-75. 

L2SOR 
The two-line successive overrelaxation method is 

similar to a single line overrelaxaiion method. Instead 
of three diagonal terms for a singxe line solution, five 
diagonal terms are present in a double line solution. 
This method is generally found to be more efficient and 
is, therefore, included in this model. Depending upon 
the orientation of the optimum line, one of LSORX, LSORY 
or LSORZ subroutines is invoked. The program calculates 
optimum parameters for each equation (pressure, temperature 
and concentration); and therefore, a different subroutine 
"may" be invoked for each of the equations. 

M 
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PLOT 
This subroutine enables the user to plot (1) calculated 

pressure, temperature, or concentration versus tine for any 
specified well or (2) plot comparative values of observed 
(measured) pressure, temperature or concentration with 
calculated values of the same variables as a function of 
time. Since the wellbore is made an integral part of 
the calculation, the user can compare these variables 
at surface and bottom-hole conditions. 

This feature is especially useful during well test 
phases of a disposal operation. When pump tests or tracer 
tests are being conducted, it is particularly helpful 
to present a plot comparing the measured values versus 
the calculated values as a function of time. Then a 
change in permeability, porosity, dispersivity, or another 
variable can be made to evaluate the effect on the cal
culated p, T, and C. 

The plotting program presents basically an x,y plot 
with the exception that two ordinates (observed and cal
culated dependent variables) are plotted versus the abscissa 
value (time). Two different characters are used to identify 
the two different ordinate values with a third character 
specifying coincident values. Variable spacing along 
the time axis is used in the plot. 
MAP 2D 

To make the visualization of multidimensional results 
more comprehensible, contour maps can be prepared on the 
printer of pressure, temperature or concentration. These 
maps can be presented at any time during the calculation 
of the results. Since both rectangular cartesian (x,y,z) 
and cylindrical (r,z) coordinates can be used, maps of 
a cross-section or an areal plane (x,y) can be selected. 

The mapping program presents a contour diagram of 
the dependent variable, p, T, or C, at a specified ti-ne. 
Up to 20 contour intervals (ranges) of the dependent 
variable can be described with different characters. 
The specific character to be mapped at each x,y point 
is evaluated by bilinear interpolation between the four 
nearest grid point values. 

Arbitrary dimensions of the map width and scale can 
be chosen. Often it is convenient to map areal planes 
to scale, e.g. 1" = 100 feet in each direction. However, 
cross-sectional planes generally are better displayed 
by a distorted scale, e.g. 1" = 200 feet vertical. If it 
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dimensions larger than a single page width or length are 
chosen, multiple printer pages are used with grid points 
specified so that superposition and alignment of the 
various pages is straightforward. 
2.3 RESTART CAPABILITY 

The program includes an optional restart feature which 
in many studies will reduce the total computing time and 
expense. By retaining intermediate results and data on 
magnetic tape, a problem may be interrupted and restarted 
at specified convenient times in the simulation run. This 
feature provides the ability to break a long simulation 
into several shorter runs and reduce the risk of wasting 
a large amount of computer tijne on a run that would be 
useless due to data errors or other reasons. Also, it 
removes the necessity of repeating the calculations for 
the history period for every prediction run. 

The invocation of this feature is at the user's 
option. During history matching or for short runs it 
is usually more advantageous not to have to mount the 
restart tape. However, for the final history match run 
or for long simulation runs the restart feature should 
be used. 

The procedure is set up to use two restart tapes. 
The unit A is assumed to contain the restart record, and 
unit 8 is written during the run to produce new restart 
records. The advantage of a two-tape restart is greater 
security. There is less chance of losing all the results 
of a complete run due to program, data, machine or operator 
error. 

EXAMPLE: 
Two tape restart - Assume that the input is on tape 

4 and contains records from a previous run with data 
from time steps 5, 10, 15, 20, 25, and 30. We want to 
restart at time step 20 because some data were erroneously 
changed at the end of that step, thereby invalidating 
subsequent results. We want to write new restart records 
every 10th time step and want to continue with the data 
that were in effect at time step 20 (200 days) until the 
simulation time is 850 days. 

The program will read tape 4 until it finds the record 
for the time step 20 on it, then will copy this one record 
to tape 8. Calculations resume and subsequent restart records 
are written on tape 8. At the end of this run, a restart 
record is written at time step 60. Tapes 4 and 8 contain 
restart records for the following time steps: 
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(4) 5 10 15 20 25 30 
(3) 20 60 

The length of a restart racord is the total length 
of the clank common area. At the user's option, tha total 
length can be printed out. 
2.4. E2DIME3JSICSI3G TKS Pr.CG^.M 

The maximum number of variables that can be transferee 
as arguments between different programs is limited on Control 
Data machines to 63. This necessitates fi;iad dimensioning 
on certain variables. The maximum numbar of walla, ever-
burden and underburder. layers, user specified aquifer 
influence functions for Carter-Tracy method, ar.d t.-.a 
entries in the viscosity and temperature tailss sra limited 
only by tns dimensions of the arrays vith fi:;ed dimensions. 
For problems that exceed the current crtgran capacities 
the program must be redLr-ensionec and recompiled. 

In the current version of the cecal, the simulations 
are subject to the following problem si^a limitations: 

Sober of wells 20 
Number of overburden and undarburdar. 

vertical layers 7 
Number of aquifer influence functions 50 
rumber of entries in each c: the 

viscosity and temperature tables 11 

If you need to increase the dimensions, you should 
redLxension the common block arrays in the following 
manner: 

array Sumber of 
tores Arrays Dimension them as: 
SC, VCC 2 Kumber of entries in the 

concar.tration-visccsitv 
table 

n , VIS3 2 dumber cf entries in the 
temperature-viscosity 
table for the resident 
fl-.ii 

T-. Vi;:: 2 Number of entries in the 
temperature-viscosity 
-.able for the injection 
fluid 
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ZT, TD 2 

PTD, TTD 2 

CCOB, C03, DZCB, 5 
UOB, CUOS 

CCUB, CUB, DZUB, 5 
UUB, UUUB 

TZOB 1 

TZUB 1 

EU 1 

Number of entries in 
the depth-temperature table 
Number of aquifer influence 
functions 

Number of overburden layers 

Number of underburden layers 

Number of overburden 
layers +1 
Number of underburden 
layers +1 
Larger of the number of 
overburden and underburden 
layers +1 

BHP through WI 31 Number of wells 

If you are increasing the number of overburden or 
underburden blocks or the number of wells, you mat also 
make the following changes in the main program: 

Change NOBMX = 7 to number of overburden blocks 
or layers. 

NUBMX = 7 to number of underburden blocks 
or layers. 

NWMAX = 20 to number of wells or layer. 
In actual practice, the only limitation on problem 

size is the core size of the machine used. 

AJ / 
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SECTION 3 
APPLICATION OF THE MODEL 

3.1 INPUT D M A REQUIREMENTS 
This section describes the data needed to obtain 

as input information for using the deep well disposal 
model. The accuracy of simulation results depends upon 
the accuracy of the input data. General guidelines are 
presented to judge the relative importance of different 
parameters, minimize the numerical truncation error, and 
specify the numerical grid block system. 

The model describes a two-component, single phase 
system in the absence of any chemical reactions. The two 
fluid components are referred to as the "resident fluid" 
and the "injection fluid." The two fluids may consist 
of entirely different chemical composition, or may 
represent different contaminant concentrations of the 
same fluid. The resident fluid refers to zero concen
tration and the injection fluid refers to a concentration 
of 1.0 (fractional). For example, the resident fluid 
may be "arbitrarily" taken as 21 brine solution, and 
the injection fluid as 20% brine solution. A ccncantra • 
tion of 0.5 then represents 11% brine solution. 
3.1.1 FLUID AND AQUIFER PROPERTIES 

The physical and transport properties, in general, 
are expressed as functions of pressure, temperature and 
concentration. However, certain properties can either be 
assumed constant or expressed in terms of other constant 
properties and explicit functions of pressure, concentration 
and temperature. The numerical model requires, as input 
data, the following physical and transport properties. 

(1) Compressibilities 
-

The fluid compressibility is required in the density 
model to express the fluid density as a function of pressure. 
The fluid density is expressed as: 

P(P,T,C) = P ( V T o, 0) + i | ) p o , T o , 0 (P-P0) 
a„ 3* {3-D 
3T P o/T o,0 o aC P o.T o,0 

The partial derivative of density with respect to pressure 
is obtained from the compressibility as follows: / 
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( ^ p ,1 ,0 " cw ̂ o'V°> <3"2> 
0 0 

Therefore, the compressibility should be entered at the 
reference condition p and T . The reference pressure 
p is taken as the initial pressure at the top of the 
sSnd face. The reference temperature T is user specified 
and this temperature is used to calculate the fluid density 
and internal energy. 

The model solves the equation of conservation of 
mass. The total mass of fluid in a grid block is simply 
pore volume x fluid density. The pressure effect on fluid 
density is included through the compressibility as discussed 
above. The pressure effect on pore volume is included 
through the rode compressibility. The dimensionless change 
in pore volume per unit change in pressure is the rock 
compressibility. The value of the rock compressibility 
entered should be an average value over the expected range 
of pressure and temperature. Units = 1/psi. 

(2) Thermal Expansion Factor 
This parameter is also used to calculate the fluid 

density (see Eq. (1)). The partial derivative of density 
with respect to temperature is obtained from the thermal 
expansion factor as follows: 

Qp,T,0 = CT^o'V°>- (3~3) 

r0 0 
In general, the coefficient of thermal expansion, C , 
varie£ considerably with changes in pressure and temperature. 
If possible, the user should obtain C T at p and T . If 
you expect the fluid temperature to change significantly 
with time, the thermal expansion factor becomes relatively 
more important (than compressibility) in determining the 
fluid density accurately. Units = 1/°F. 

(3) Heat Capacities 
The "total" heat capacity of the porous medium is 

the heat required to raise the fluid and the rock tempera
ture per degree Fahrenheit. The total heat capacity of 
the porous medium per unit volume can be written as: 

«(pC p) v + (l-*)(pc p) r (3-4) 10 
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Where 0 is the fractional porosity, the subscripts w and 
r refer to the water and rock heat capacities respectively. 
Heat capacity, in general, is a function of temperature 
and pressure, but it is assumed to be constant in the 
aquifer model calculations. The fluid heat capacity is 
permitted to vary with temperature and pressure in the 
wellbore model calculations. The enthalpy of pure water 
is programmed in over the temperature range 32 - 705°F, 
and over the pressure range 1 - 5500 psi; and the enthalpy 
of the fluid in the wellbore is assumed to be proportional 
to the enthalpy of water. Units = Btu/lb-°F. 

(4) Resident and Injection Fluid Densities 
The resident and injection fluid densities must be 

entered at the same pressure and temperature conditions. 
The pressure and temperature at which the densities are 
available need not be the same as the aquifer conditions. 
Units = lb/ft 3. 

(5) Resident and Injection Fluid Viscosities 
The fluid viscosity is programmed as a function of 

fluid composition and temperature. The pressure effects 
are neglected. You should enter as much viscosity data 
as is available. You may enter the resident and injection 
fluid viscosities as functions of temperature, and the 
viscosity as a function of concentration at a reference 
temperature. The fluid viscosity as a function of temperature 
and concentration is expressed as: 

y(T,c) = u(T„,C) exp {3(C) • (k - J-)} (3-5) 
R 

The reference viscosity u(TR,C) is obtained from the 
viscosity-concentration data at T R. The parameter B 
is obtained by linear interpolation between the B values 
of the resident and the injection fluid. The B values 
for the two fluids are obtained by a least square curve 
fit of Eq. (5). 

If the viscosity behavior with concentration is not 
available, viscosity is assumed to v^ry with concentration 
as follows: 

u(T,C) = [u(T,l)]C [y(T,r)] 1 _ C (3-6) 

If the viscosity dependence on temperature is not r J 

available for any fluid, generalized chart of Lewis and ,3 
Squires2 is used to extrapolate the fluid viscosity /'̂  
at other temperatures. 
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If you desire the fluid viscosity to be independent 
of temperature, you must enter the same value of viscosity 
at two different temperatures. Units = centipoise (cp) 

= 1 0 " g/cm-sec 
= 6.72 x 10~ 4 lb/ft-sec. 

(6) Disper3ivities 
The mass and thermal dispersivities are the sums of 

hydrodynainic dispersivities and molecular diffusivity or 
conductivity. It is required ,to enter the hydrodynamic 
dispersivity factors (longitudinal and transverse) to 
calculate nine dispersion coefficients in the dispersivity 
tensor. These dispersion coefficients are evaluated at 
the old time level. The concentration and temperature 
gradients are evaluated at the new time level for all 
three diagonal terms. The gradients for the off-diagonal 
terms in the horizontal plane (E and E ) are evaluated 
at the old iteration level. If convergence is reached 
in one iteration, and minimum iterations is one, there is no 
old iterate level to evaluate these terras. To offer the 
user an option for going back and iterating one more time to 
include the cross-derivative terms, we have included the 
off-diagonal terms in the following manner: 

(a) If it is desired to include the cross-derivative 
terms in the horizontal plane in the simulation, 
the minimum number of iterations must be specified 
as 2 or greater. 

(b) If the minimum number of iterations is entered 
as one, the cross-derivative terms are never 
calculated; but their effect is lumped together 
into the diagonal terms. The quantity E eval
uated at the old time level is added to E y . 
Similarly, E is added to E . x x 

(c) The off-diagonal terms in the vertical planes 
( E , E , E , and E ) are always lumped 
together witn the diagonal terms to give the 
effective values of the dispersion terms. 

The thermal conductivities should be entered for 
the porous media, and tne molecular diffusivity should 
represent the net value including the effects of porosity 
and tortuosity. Units: Dispersivity factors = ft, 
Molecular diffusivity = ft2/day. 

J 
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(7) Transmission Coefficients 
The velocities in the aquifer model are expressed 

in terms of spatial pressure gradients through tne U3e 
of Darcy's law for flow in a porous medium. 

u » - jf V(p-pgh) (3-7) 
where k = the permeability. The quantity p represents 
the resistance to flow, and h »= depth from a datum. 
The absolute pressure p can be expressed as the fluid 
head and, therefore, 

u - - jf Vfpgh 1 - Pgh) (3-fl) 

where 

or 
pgh 1 (3-9) 

(3-11) 

u = - SSI 7{hl-h) (3-10) 

The transmission coefficient or hydraulic conductivity 
is defined as 

ft * £ £ 2 
v 

The conductivity enables the expression of Darcy's law in 
terms of the fluid head. The permeability k is assumed to 
be a constant in the aquifer model, but p and \t ate functions 
of temperature, concentration and pressure. Therefore, it 
is required to enter the conductivity at the reference 
conditions, viz. T = T , C=0 and P=P 0. The temperature T is 
a user specified reference temperature and p is the initial 
pressure in the grid block (1,1,1). Units = ft/day. 

The units on permeability are darcies (1 millidarcy 
(md) = 1.0624 x 1 0 " I X ft 2). Permeability can be converted ' 
to hydraulic conductivity units as fallows: 

fe(ft/day) = k ( C T d ) p c a b / f t 3 ) x 4.4 x 10-5(ft4-cp/lb-md-day) 
U(cp) , 

tit 
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3.1.2 WELL DATA 
If the wellbore calculations are not to be performed, 

the bottom-hole conditions must be specified. If the wellbore 
calculations are to be performed, specify the well head 
conditions and the well specifications. The user must enter 
the well depth, internal diameter of the tubing inside the 
well, outer diameter of the casing, the inner tubing roughness, 
and the overall heat transfer coefficient between the fluid 
inside the tubing and the outside surface of the casing. 

The reciprocal of the overall heat transfer coefficient 
can be obtained by adding the individual thermal resistances. 
Let us consider a general case of fluid flowing ir.3ide a 
tubing with a static fluid in the annulus between the tubing 
and the casing. 

-CASING 

TUBING I 

R| R 2 R3 "4 

The overall heat transfer coefficient U based on R, can 
be evaluated from the following expression: 

1 2 Rj I n W y f y R : ln(R3/R2) Rj ln(R4/R3) _ = K + +. r + _ 

(3-12) 
where h = heat transfer coefficient between the injection 

fluid and the tubing. 
K = thermal conductivity. 

The subscripts t, s, and c refer to the tubing, the 
static fluid and the casing, respectively. 

The heat transfer coefficient, h, can be calculated 
according to the following relation3: 

^ = 0.023 R 0 - 8

 P V 3 0.023 R"*" P 7 J , . , (3-13) 
K e T 

w /•') ; / 
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where K w = thermal conductivity of water (fluid) 
R = Reynolds number 

Cu P„ = Prandtl number s (J2~; 
r K w 

Two options are available for allocating the 
rate between different layers: 

(1) The injection (or production) rate is allocated 
between different layers baaed on mobilities 
alone. 

(2) The rate is allocated on the basis of mobilities 
and the pressure drop between the wellbore and 
the grid block. 

When the rate is allocated according to option (2) 
above, the user may elect to specify a bottom-hole or surface 
pressure limitation. 

The mobility includes the effects of the layer thick
ness, permeability (or transraissivity) and skin factor. 
The user is required to enter the well index for each well. 
The well index is used to calculate the pressure drop 
between the wellbore and the grid block center. Using 
Darcy's law, we can write: 

q = - jp (p - p w) (3-14) 

where p is the wellbore pressure and p is the grid block 
pressure. Therefore, in radial coordinates, the overall 
well index can be approximated by 

2irEkA2. 
m - ^1^7 

and in rectangular Cartesian coordinates by 
F " r w 1 WI = 2rrZk2. (-=-=) I = ] (3-16) 

k r w l-r/rw(l-ln F/rJ 

with r ' IT 

Units = f t 2 / d a y . 
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3.1.3 SOLUTION TECHNIQUES 
The general finite-difference equations are outlined 

in Appendix A. These equations outline a semi-implicit 
finite-difference approximation in that the dependent 
variables, p r T, and C, appearing in the space deriva
tives are expressed at the new time level. If the equations 
were linear, this results in a totally stable difference 
approximation. The equations are, however, nonlinear 
because in general the fluid properties are functions of 
the dependent variables. Additionally, the well-known 
problem of artificial numerical diffusion in finite 
differencing the first order convective terms requires 
special treatment. 

Both the component and energy balances include at 
user option two choices for the finite-difference approxi
mation to the convective terms (first order space deriva
tives) . These choices are upstream weighting (a backward 
difference) or central weighting (a central difference). 
The option is provided to provide flexibility in reducing 
space truncation error. Similarly, you have an option 
to select the backward or central difference approximation 
in time. The truncation errors associated with these 
finite-difference approximations, and the restrictions 
on block size and time step are discussed in Section 3.1.5. 

An iterative procedure is used for the solution. One 
iteration consists of a solution of the pressure, temperature 
and concentration equation in that order. The equations are 
solved for the change in the dependent variables over the 
time step (5p, ST, and <5C). The values of the concentration 
and temperature used in the solution of Sp during U + l ) 5 * 
iteration are the concentration and temperature values 
available after i iterations. For the solution of the 
temperature equation, the current pressure after (Z+l) iterations is 
used along with concentration at i. Finally, in the con
centration update, pressure and temperature values obtained 
after (£+1) iterations are used. However, all the trans-
missibilities are evaluated using the fluid properties at the 
old time level n. The dispersion of heat and mass due to 
the off-diagonal terms are evaluated at the old "iterate" 
level. Thus, if the off-diagonal terms are desired to be 
included in the calculations, specify the minimum number of 
iterations as 2 or greater. If the minimum number of iterations 
have been specified as one, an approximation is used to 
enhance the diagonal terms (see Section 3.1.1). 

The concentration and temperature equations are coupled 
through the fluid density. The velocities calculated 
from the pressure solution are used in the solution of ... f • 
the concentration and temperature equations. If the iA v/ 
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fluid density is constant, and if the approximations 
for the cross-diagonal dispersion terms are considered 
satisfactory, there is obviously no need to iterate. 
Therefore, the convergence criterion is the change in 
density over the iteration. 

A tolerance of 0.001 (fractional) is used on the 
change in density during an iteration. During the first 
iteration, all three equations are solved, and the change 
in density is calculated. The solution is said to have 
converged if the following condition is satisfied: 

(1) AP_i.Ap° < Q > Q 0 1 ( 3. 1 7 ) 

po 
T where Ap = the maximum change in density in any 

grid block due to the change in temperature 
over an iteration. 

C Ap = the maximum change in density in any grid 
block due to the change in concentration 
over an iteration. 

However, if condition (1) is not satisfied, the following 
two individual convergence tests are made: 

T 
(2) M _ < 0.0005 

p o " 
(3-1B) 

(3) £2_ < 0.0005 
p o 

If neither of the two above written conditions are 
satisfied, all three equations are resolved during the 
next iteration and a similar set of convergence tests 
are made. If condition (2) is satisfied, but not (3), 
the next iteration includes the pressure and concentration 
solutions only. These iterations are carried out until 
condition (3) is satisfied. After convergence is obtained, 
the temperature equation is solved. A similar procedure 
is used if condition (3) is satisfied, but not (2). 

Two methods of solution have been included in the 
model to offer the user an option to select the most 
efficient method depending upon the problem. These 
methods are a reduced band width direct solution method , ^ 
(ADGAUSS) and a two line successive overrelaxation itera- I(jf (J 
tive method (L2SOR). 
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The model includes, on the direct solution option, 
an optimum ordering scheme of the alternating diagonal 
type. This ordering scheme was developed by trice and 
Coats (1973), and it reduces computing time and storage 
requirements by factors as large as six and three respec
tively when compared to more standard orderings. 

A successive overrelaxation method involves solving 
one or more number of points explicitly and moving in 
space by over-correcting the values of the dependent 
variable at the points already solved. This procedure 
is carried on until the convergence is achieved. In 
single line successive overrelaxation, the iterative 
method results in solving a tridiagonal system of equations 
directly. In the two line method, a renumbering of the 
points makes this computationally more efficient. In 
this case, the matrix to be worked each iterate has five 
diagonals. Higher multiple methods could be defined, 
but the gain in convergence rate is usually lost by in
creased work per iteration and the L2SOR technique is 
generally the best. 

You should select the method of solution depending 
upon the problem si:?e. For one dimensional systems, the 
program internally selects the direct solution since the 
system of equations is only tridiagonal. For two and three 
dimensional systems, the nominal band width (the minimum 
multiple of two dimensions) should be the selection cri-
terion. For nominal band widths of roughly 40, the ADGAUSS 
is equivalent to about 44 L2SOR iterations. Thus, if more 
than 44 iterations were required, the direct solution would 
be faster. Generally speaking, equivalent time is required 
for nominal band widths up,to about 80, 

If you select the L2SOR method of solution, you 
are required to enter the number of time steps after 
which a new set of iteration parameters are evaluated 
every time. For highly transient problems, reducing 
the number of these time steps could reduce the computa
tion time, and it could be specified relatively large 
for conditions nearing steady-state. 

3.1.4 BOUNDARY CONDITIONS 
Specification of boundary conditions are the primary 

importance at 
(1) injection or production wells, 
(2) external periphery of the finite-difference 

grid definition, and 
(3) at the juncture between the aquifer and the 

confining overburden and underburden. 



The boundary conditions at the wells are described 
by specifying the well option. The user may specify injection 
or production wells at the peripheral boundaries to describe 
the desired boundary conditions. The user nay also specify 
aquifer influence functions at the peripheral boundaries to 
simulate an aquifer larger than the finite grid system or to 
account for the heterogeneities existing at the aquifer 
boundaries. Large edge blocks can lead to error in high 
permeability aquifers where pressurization reaches the edge 
blocks. Such aquifers can be simulated by specifying a 
"pot" or a pseudo steady-state representation. 

If it is desired to simulate an infinite or a large 
finite aquifer, it may not be feasible to cover the complete 
aquifer in the numerical grid block system. However, only 
a small portion of the aquifer may be needed to simulate 
the larger aquifer. We can estimate from Eq. (19) how 
far the grid system must extend to avoid exterior boundary 
effects: 

r e = 2 /kt*/39u*cT (3-19) 

where k » aquifer permeability, md 
$ « porosity 
c„ =• total compressibility = c + c , 1/psi 
(j • viscosity, cp 
t* • time span of interest, days 
A grid for r feet external radius would act as an 

infinite aquifer over t* days. If you select the grid 
smaller than re, aquifer influence function calculations 
for an infinite aquifer should be performed for each 
peripheral grid block. A rigorous superposition principle 
was described by Van Everdingen and Hurst'*; but it requires 
considerable computer storage and the approximate method 
of Carter and Tracy5 is programmed in this model. Van 
Everdingen and Hurst tabulate terminal rate case influence 
function P at dimensionless time tp for infinite and finite 
aquifers. These parameters are required for Carter-Tracy 
calculations. The dimensionless time is defined as follows: 

V » =-y- * (3-20) 
u*Ve 

The usar may enter P versus t D data, if available. The 
data for an infinite aquifer has been programmed in the //. 1 
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model as a default option. The rate of water influx over 
time tfl, t R + 1 is given by: 

B { p V ) - B ( p n + 1 - p n ) - W ^ n P , n + 1 

ew = Kt ^T~ I75+I ' (3-21) 
* - tDn * 

where B = 2irh<j>c_r s 

s • fraction of a circle covered by the aquifer 
exterior boundary 

h = aquifer thickness, feet 
p • initial pressure in the grid block, psi 
p n = grid block pressure at t , psi 
W = cumulative water influx at time t , ft 
P' » dPltjjJ/dtp 
K t 3 V^ 
In addition to the Carter-Tracy method, the following 

options are included in the model: 
Pot Aquifer: In this case, the influx rate during 

a time step is expressed as: 
n n+1 , 

% * ai,j "i ( T t — ] f t w a t e r / d a y < 3- 2 2> 

where the factor a.. is the peripheral area of block i,j 
as a fraction of the^field perimeter and also reflects 
the heterogeneity around the field boundary. The coeffi
cient V. is user specified and may be calculated from 
the measured pressure data in the aquifer, if available. 
It can be calculated as follows: 

h ' Ct Vp < 3 " : 2 3 ) 

where cfc
 B $ctf + (l-<)i)cr (3-24) 

V • total pore volume of the aquifer, ft 
The pressure in the peripheral blocks may be kept J I 

virtually constant by specifying a large value for V.. / 
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Schilthuis Steady-State Aquifer; The rate of water 
influx during a time step for the block i,j is expressed 
as: 

e w = a i j < / 2 < p i ' p n + 1 ) f t 3 w a t e r / d a v < 3 - 2 5 ) 

When the rate of efflux becomes equal to the total rate of 
injection in the aquifer, the pressure distribution in 
the aquifer reaches a steady-state. The pressure at 
the exterior boundary is equal to the initial pressure, p 1. 
The coefficient V. can be calculated by applying Darcy'e 
law at the edge blocks. As an illustration, consider a 
circular aquifer with the external radius of the aquifer 
as r , and the radius of the edge block center as r„. At 
steady-state 

q = *p iE^L (3-26, 
In (-£) 

Since q = -e , we obtain 

\l2 = 2 S | _ f t 3 /ps i -day (3-27) 
Jiln (=£) 

N 

For all three aquifer influx representations, the 
concentration and temperature outside the aquifer are 
assumed to be the initial concentration and temperature 
in the peripheral blocks. An upstream weighting is 
used to calculate the contaminant and heat efflux (or 
influx) rates. In other words, the concentrationtat t 
in the peripheral grid blocic is used for efflux calculation, 
and the initial concentration in the grid block is used 
for influx calculation. 
3,1.5 SELECTION OF GRID SIZE AND TIME STEP 

A backward finite-difference approximation introduces 
numerical diffusion, and central difference space and time 
approximations impose certain limitations on the grid 
size and time step respectively. In general, one desires 
to use large grid sizes and time steps to reduce 
the computer time and storage. Unfortunately, as is , 
the case for desirable grid sizes, the space truncation , j u 
error (numerical diffusion) can overshadow the desired / i f / 

I 

1 
I 
I 
I 
I 
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physical diffusion level. In the one-dimensional case, the 
space truncation error can be simply quantified as: 

(1) concentration, uAx/ 2 

(2) temperature, u(pC ) Ax/ 2. 

These terms should be small compared to the terms E, and 
K, respectively, otherwise, the backward difference opace 
truncation error can dominate the desired physical diffusion. 
In the case of hydrodynamic dispersion being much larger 
than the molecular diffusion or conduction terms, the 
above restriction takes the form of 

Av 
-j <<a for either case above. (3-28) 

Since the value of a might typically be in the range of 
30 to perhaps 100 feet, the above restriction can be a 
severe limitation. It should be noted that the above 
definition for dispersivity factor, a, should be divided 
by porosity to get the value other authors have used for 
the term dispersivity. 

Whp.n a central difference finite-difference approxi
mation is used, the space truncation error is no longer 
of second order (proportional to the second derivative). 
As a consequence, there is no artificial numerical diffusion 
term. There is, however, still a limitation on grid size. 
This particular limitation is caused by the tendency of 
the central difference result to overshoot and undershoot 
the minimum and maximum limits defined by the injection and 
resident sluid parameters. The "oscillation" in space can 
be eliminated if 

^ < E (3-29) 

and u(pCJ Ax/2 £K. p w 

The above restrictions are not a mandatory requirement. Good 
results can be obtained even when uix is somewhat greater 
than E. However, the user may recognize that there may be 
concentrations which slightly exceed the injected concentra
tion and/or slightly below the original resident fluid 
concentration. 

Similarly, ti.cre is a time truncation error associated 
with the finite-difference approximation of the first order 
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time derivative. Because of the convective terms in both 
the energy and constituent equations, the time truncation 
error can introduce a term which has the rame effect as 
physical diffusion, if a backward difference in time 
(implicit) is used, this term c?.n be written ass 

2 
U ) concentration, u At 

2 7 
(2) temperatures, u (PC-),, it 

2[*(pC p) w+{W)(pC p) R] 

We have provided the user with the option to choose the 
central difference in time Crank-Nicholson approximation. 
The Crank-Nicholson approximation is provided for both the 
energy and constituent equation, but not the pressure 
equation. This difference approximation has the advantage 
that it reduces time truncation error; however, it has 
the disadvantage of introducing a time step limitation 
to prevent slight oscillations. The limitation is much 
less severe than the forward in time explicit approximation. 
In fact, it is about one-half the explicit in time first 
order stability criterion. The explicit criteria is: 

uat . 2EAt , , 

Thus, a factor of at least two larger can be used effectively 
with the Crank-Nicholson difference approximation. 

Ilflp 
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3.2 DATA CARDS 
This section defines the order of the input data 

and the units for each parameter. The user is referred 
to Section 3.1 for definitions of different physica1 

parameters, and the execution control parameters are 
defined as they appear in the input statements. Each 
data card {or a group of data cards) is introduced in 
the order in which it must appear in the data deck and 
is assigned a reference number. The reference number 
also indicates the program in which the data is read: 

Reference Program 
M MAIN 
Rl READ1 
I INIT 
R2 READ2 
P MAIN 

The program is organized tc use only the actual amount 
of core storage required. A variable "G" in the main program 
is used to store all the variables that need to be dimen
sioned equal to the number of blocks. These variables will 
be referred to as full size arrays. The array "G" is 
stored in the blank common, and therefore, the only res
triction on the number of blocks is the user specified 
storage on the job control card. The program is subject 
to a total of 20 wells, and seven overburden and underburden 
impermeable blocks. In actual practice, the only limitation 
on problem size is the core size of the machine used. The 
program can be easily redimensioned to the size of the 
actual problem. 

The Fortran format associated with each input (or 
read) group is also noted below. For runs from initial 
conditions, all data described below must be prepared 
according to instructions. For any changes in the well 
rates or specifications, only the recurrent data (reference 
R2) should be entered. Also, the recurreiit data must 
be entered whenever contour maps are desired or a restart 
record is to be written. The plotting data is entered 
after all the recurrent data has been read in. For a restart 
run, no data is read in RBADl and INIT subroutines. If you 
desire a plot for a previous run, all the required data is 
read in the main program. 

A summary rf all the input data cards is listed 
in Table 1. ' U 
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TABLE I 
SUMMARY OF INPUT DATA CARDS 

Reference No. Enter 
M-l Title 
M-2 Control parameters 
M-3 Grid system dimensions 
M-4 Time at which next set of recurrent 

data are to be entered for a restart 
run. 

Rl-1 to Rl-3 Fluid and aquifer properties 
Rl-4 to Rl-5 Wellbore model data 

Rl-6 Number of entries in viscosity and 
temperature tables. 

Rl-7 to RL-10 Viscosity data 
Rl-11 Temperature vs depth table 
Bl-12 Numbers of overburden and underburden 

blocks 
Rl-13 Overburden and underburden properties 

Rl-14 to Rl-15 Overburden and underburden blocks 
dimensions 

Rl-16 Initial pressure at a reference depth 
Rl-17 to Rl-19 Grid block dimensions for a linear 

geometry aquifer 
Rl-20 Transmissivity and porosity data for 

a linear geometry, homogeneous aquifer. 
Rl-21 Heterogeneous aquifer data 
Rl-22 Radial geometry aquifer dimensions 
Rl-23 Radial geometry aquifer properties 

;/ 0 Rl-24 to Rl-25 Data for dividing a radial geometry r () aquifer into regions of constant logr. 
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Rl-26 Aquifer description (transmissibilities, 
pore volume, depth and thickness) 
modification data. 

Rl-27 Selection of aquifer influence function 
representation 

Rl-28 Aquifer influence coefficients for pot 
and steady-state aquifer representations. 

Rl-29 Control parameters for Carter-Tracy 
aquifer representation 

Rl-30 Aquifer influence coefficients for 
Carter-Tracy aquifer representation 

Rl-31 Average or "effective" aquifer pro
perties for Carter-Tracy calculations 

Rl-32 User specified aquifer influence 
functions 

Rl-33 Modification of aquifer influence 
coefficients 

1-1 Control parameters for initializing 
concentrations and natural flow 

1-2 Initial concentrations 
1-3 Resident aquifer fluid velocity 
R2-1 Control parameters for entering 

recurrent data 
R2-2 Solution technique 
R2-3 Wellbore calculation iteration parameters 
R2-4 Number of wells 

-5 ft R2-6 Well rates 
R2-7 Well description 
R2-8 Surface pressures at the wellbores 
R2-9 Numerical solution iteration parameters 
R2-10 Time step data 
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R2-11 Output control parameters 
R2-12 to R2-15 Contour maps data 

P-l Number of wells for which plots are 
desired 

P-2 to P-4 Data for plots 

m 
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READ Ml (20A4/20A4) 
LIST: TITLE 

TITLE Two cards of alphabetic data to serve 
as a title for this run. Any title 
up to 160 characters (80/card) in length 
may be used. 

READ M-2 (815) 
LIST: NCALL, RSTRT, ISURF, IPDIM, IIPRT, NPLP, NPLT, NPLC 

NCALL Control parameter for solving the basic 
partial differential equations. If 
you desire to simulate a solution of 
all three equations, enter zero. The 
pressure equation is always solved. 
The solutions of the temperature and 
concentration equations may be bypassed, 
if desired. 

0 - All three equations will be solved. 
-2 - The concentration equation will 

not be solved. The simulated 
solution will consist of solving 
a set of two coupled equations 
only (pressure and temperature). 

1 - Only the pressure equation will 
be solved. The model is simplified 
to solving one independent partial 
differential equation. 

2 - The temperature equation will not be solved. 
RSTRT The number of the time step at which 

calculations are to resume for a restart 
run. A restart record from a previous 
simulation run corresponding to the 
specified time step must exist on 
the restart tape mounted on Tape Unit 
Number 4. 
For a nonrestart run, i.e., a run 
from initial conditions, read KSTRT 
as zero. 

\1l 
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ISURF Control parameter for wellbore calcula
tions. 
0 - No wellbore calculations will be 

performed. This means only rates 
or bottom-hole pressures may be 
specified. 

1 - Wellbore calculations will be 
performed. 

IPDIM Blank common printing key. The total 
length of the blank common may be 
printed. This is useful in writing 
restart records. The length of the 
blank common is the storage space 
required on the tape every time a 
restart record is written. 
0 - Blank common length is not printed. 
1 - Blank common length is printed. 

IIP.°.T Transmissibilities printing key. 
0 - No transmissibility output is 

activated. 
1 - All transmissibilities calculated 

at old time level n are printed. 
NPLP Control parameter for plotting pressures 

in the wells. 
1 - Bottom-hole and surface pressures 

are plotted if wellbore calculations 
are performed. Only the bottom-hole 
pressures are plotted if no wellbore 
calculations are performed. For 
an observation well, the bottom-hole 
pressure is the grid block pressure. 

0 - If no pressure plots are desired. 
-1 - If pressure plots are desired for 

a previous run. Skip READ M-3 through 
R2-15, and proceed to READ P-l. 

NPLT Control parameter for plotting tempera
tures in the well. 

11^ 
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1 - For an observation well, the grid 
block temperature Is plotted. 
For an injection well, the bottom-
hole temperature is plotted if 
wellbore calculations are performed. 
For a production well, the bottom-
hole temperature is always plotted 
In addition, the surface temperature 
is plotted if the wellbcre calcula
tions are performed. 

0 - If no temperature plots are desired. 
-1 - If temperature plots are desired for 

a previous run. Skip READ M-3 through 
R2-15, and proceed to READ P-l. 

NPLC Control parameter for plotting concen
tration in the well. 
1 - The concentration in the well is 

plotted for observation and pro
duction wells only. 

0 - If no concentration plots are 
desired. 

-1 - If concentration plots are desired 
for a previous run. Skip READ M-3, 
through R2-15 and proceed to READ P-l. 

NOTE: Proceed to READ P-l if any of NPL's are negative. 
READ M-3 (815) 
NOTE: Read this card only if RSTRT is zero. If RSTRT is 

non-zero, skip this card and proceed to READ M-4. 
This data will be used to dimension all full size 

arrays (equal to total number of blocks) for the program 
as well as many other arrays. Because of the use of 
this method, very little dimensioning of input parameters 
and computational arrays is required throughout the 
remainder of the program. 
LIST: NX, NY, NZ, HTG, KOUT, PRT, NABLMX, METHOD 

NX Number of grid cells in the x direction 
(greater than or equal to 2). 

NY Number of grid cells in the y direction 
(greater than or equal to 1). J j 

7<J 
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NZ Number of grid cells in the z direction 
(greater than or equal to 1). 

HTG Control parameter for input of reservoir 
description data. If you desire to 
specify a heterogeneous aquifer, you 
may either enter HTG=2 and enter data 
for each block, or specify a homogeneous 
linear or radial geometry aquifer and 
modify the blocks or regions in which 
heterogeneity is desired. 
1 - Homogeneous aquifer, linear geometry. 
2 - Heterogeneous aquifer, read data 

for each grid block, linear geometry. 
3 - Radial geometry. The aquifer may 

be heterogeneous in the vertical 
direction. 

KOUT Output control. 
0 - All program output activated. 
1 - All program output except initial 

arrays (concentrations, pressures, 
etc.) are activated. 

3 - No program output is activated. 
KOUT is read again in recurrent 
data HEAD R2-11. A value of KOUT 
here of 3 can be used to omit print
ing of all initialization data as 
is sometimes desirable in making 
a sequence of many history matching 
runs. 

PRT Output array orientation control. 
-1 - Print output maps as areal layers 

(x-y). Block numbers in the x-direction 
increase from left to right and decrease 
dovm the computer page in the y-direction. 

+1 - Print out is similar to above except 
that J-block numbers increase down the 
computer page. 

2 - Print output maps as vertical ) " / / / 
sections (x-z). 17 1 
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NABLMX Maximum number of aquifer influence 
function blocks. This data is used for 
dimensioning the aquifer influence 
function arrays. This njfiber is equal 
to the number of peripheral blocks. 

METHOD The method of solution that you will 
use for the current run. The method of 
solution entered here is used to dimen
sion the working arrays in numerical 
solution subroutines (direct solution 
or L2S0R). The method to be used is 
read again in READ R2-2. Since the 
amount of storage required for direct 
solution is always larger than for 
L2S0R, you may specify direct solution 
on this card and may actually use L2S0R, 
but you may not specify L2S0R on this 
card and use""3Trect solution. 

0,±1 ~ Allocate storage for direct solution. 
You may specify direct solution or 
L2S0R in READ R2-2. The dimension 
of a working array "A" is printed 
out at this point. If you specify 
direct solution again in READ R2-2, 
the minimum length required for 
the array "A" will be printed. 
This length must be smaller than 
the dimension of array "A". If 
it is not, you must use the L2SOR 
method. 

±2 - Allocate storage for L2S0R method. 
You may not specify direct solution 
in READ R2-2. 

READ M-4 (F10.0) 
NOTE: This card is read only if the run is a restart, 

i.e. only if the value read for RSTRT is non-zero. 
LIST: TMCHG 

TMC.4G Time in days at which the next set of 
recurrent data is to be read. If 
TMCHG is less than or equal to the 
time corresponding to the restart 
time step number, a set of recurrent 
data will be read immediately to 
resume the previous simulation. / J 
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NOTE: Proceed to READ NO. R2-1 if RSTRT is non-zero. 

READ Rl-1 (5E10.0) 
LIST: CW, CR, CTW, CPW, CPR 

CW 

CR 
CTW 

CPW 
CPR 

Compressibility of the aquifer fluid, 
(psi) . 
Compressibility of rock, (psi)~ . 
Coefficient of thermal expansion of 
the aquifer fluid, {°F) . 
The fluid heat capacity, Btu/lb-°F. 
The rock heat capacity per unit volume, 
Btu/ft -°F. 

READ Rl-2 (7S10.0) 
LIST: UKTX, UKTY, UI'TZ, CONV, ALPHL, ALPHT, DMEFF 

UKTX Thermal conductivity of the porous 
medium in the x direction (Btu/ft-
°F day-see CONV). 

UKTY Thermal conductivity of the porous 
medium in the y direction. 

UKTZ 

CONV 

ALPHL 
ALPHT 
DMEFF 

Thermal conductivity of the porous 
medium in the z direction. 
Conversion factor for the thermal 
conductivities. The entered values 
of the thermal conductivities are 
multiplied by CONV to obtain Btu/ft-
day-°F units. If entered as zero, 
thermal conductivities should be read 
in Btu/ft-day-°F. 
Longitudinal dispersivity factor, ft* 
Transverse dispersivity factor, ft. 
Molecular-diffusivity in the porous 
media, ft /day. 

iH V> 
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RSAD Rl-3 (4E10.0) 
The fluid densities are entered here at concentration = 

0 (natural aquifer fluid) and concentration = 1 (injection 
fluid). Both the densities must be entered at the same 
reference temperature and pressure. 
LIST: PBWR, TBWR, BWRN, BWRI 

PBWR Reference pressure at which the 
densities are to be entered, psi. 

TBWR Reference temperature at which the 
densities are to be entered, *F. 

BWRN The density of the natural aquifer 
fluid (concentration = 0) at PBWR and 
TBWR, li/ft . 

BWRI The density of the injection fluid 
(concentration = 1) at PBWR and TBWR, 
lb/ft \ 

REAP Rl-4 (15) 
NOTE: If If':?.F = 0, omit READ :;l-4 and Rl-5 and proceed 

to Rl-6. 
LIST: NOUT 

SJOUT Output control parameter for wellbore 
calculations. 
0 No output is activated. 
1 Iteration summary (number of outer 

iterations, flow rate and the 
bottom-hole pressure) is printed 
for each well. 

2 The well pressure and temperature 
(at the surface for an injection 
well and at the bottom-hole for 
a production well) and the t'lsw 
rate are printed every time subroutine 
WEILB is called, 

3 The pressure and temperature in 
the well are printed over each 
increment (see DELPW in READ Rl-5). 

//? 
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READ Rl-5 (3E10.0) 
LIST: PBASE, DELPW, TDIS 

PBASE Atmospheric or reference pressure at 
the wellheads, psi. This is used to 
convert absolute pressure to gauge 
pressure. 

DELPW Incremental value of pressure over 
which wellbore calculations are to 
be performed. The pressure and 
temperature calculations in the well-
bores proceed in increments. The 
length increment corresponding to DELPW 
is calculated, and the temperature 
change over each increment is evaluated. 

TDIS Thermal diffusivity of the-rodc sur
rounding the wellbores, ft /hr. 

READ Rl-6 (415) 
The number of entries in the viscosity and temperature 

tables are entered here. You should enter as much viscosity 
data as is available. You are required to enter at least 
one viscosity point for the resident fluid (cone. = 0) and 
one for the injection fluid (cone. = 1). These reference 
viscosity points should preferably be at the middle of the 
expected temperature range; and if possible, both the reference 
viscosities should be entered at the same temperature. If 
only one viscosity point is available, the program obtain? 
viscosity at other temperatures according to Lewis and 
Squires' generalized chart.2 If you desire to enter a 
constant viscosity for any of the two fluids, you must enter 
one more viscosity point in addition to the reference viscosity. 
For example, if you desire to enter constant viscosity of 
0.9 cp for the injection fluid, enter NTVI=1, the reference 
viscosity of the injection fluid VISIR=0.9 and VISI(1)=0.9. 

The temperature table describes the initial tempera
tures existing in the aquifer. 
NOTE: Number of entries in the viscosity tables refer 

to the viscosity values to be entered in addition 
to the reference viscosities. 

LIST: NCV, NTVR, NTVI, NDT 
NCV Number of entries in the concentration-

viscosity table. This table is for > ^ 
viscosities other than at the reference lib 
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temperature TRR. The table should 
contain the viscosities of the fluid 
mixture at concentrations other than 
0 and 1, since these two values are 
entered as reference viscosities. If 
only the two pure fluid viscosities 
are available, enter zero and read in 
the viscosities of the pure fluids 
as reference viscosities. 

NTVR Number of entries in the temperature-
viscosity table for the aquifer resident 
fluid. 

NTVT Number of entries in the temperature-
viscosity table for the injection 
fluid. 

NDT Number of entries in the depth versus 
temperature table. 

READ Rl-7 (4B10.0) 
LIST: TRR, VTSRR, TIR, VISIR 

The reference viscosities of the injection and 
the resident fluids are to be entered here. 

TRR Reference temperature for the resident 
viscosity fluid, °F. 

VISRR Viscosity of the resident fluid at 
the reference temperature TRR, cp. 

TIR Reference temperature for the injection 
fluid viscosity, *F. If possible, 
this temperature should be taken equal 
to TRR. 

VISIR Viscosity of the injection fluid at 
TIR, cp. 

READ Rl-8 (8F10.0) 
NOTE! If UCV-0, omit Rl-8. 
LIST? SC(I), VCC(I), 1*1, NCV 

SC Concentration, fraction. 
VCC Viscosity (cp) of a fluid mixture at 

concentration SC, and temperature TRR. 
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READ Rl-9 (8F10.0) 
NOTE: If NTVR=Q, skip Rl-9 and proceed tc READ Rl-10. 
LIST: TR(I), VISR(I), 1=1, NTVR 

TR Temperature, °F 
VISR Viscosity (cp) of the resident fluid 

at the temperature TR. Do not re-enter 
the reference viscosity at TRR. 

READ Rl-10 (SP10.0) 
NOTE: If NTVT=0, skip Rl-10 and proceed to Rl-ll. 
LIST: IT (I), VISI(I), 1*1, NTVI 

TI Temperature, °F. 
VISI Viscosity (cp) of the injection fluid 

at the temperature TI. Do not enter the 
reference viscosity at TIR. 

RSAD Rl-ll (2F10.0) 
Initial temperatures in the aquifer and the overburden-

underburden blocks are to be entered here. The initial 
temperature is assumed to be a function of depth only. 
LIST: ZT(I), TD(I), 1=1, NDT 

ZT Depth, ft. 
TD Temperature, °F. 

READ Rl-12 (215) 
LIST: NZOB, NZUB 

N20B Number of overburden blocks. If 
NZOB i 2, overburden heat loss calcu
lations are not performed. 

NZUB Number of underburden blocks. If you 
desire the underburden heat loss cal
culations to be performed, a value 
of 3 or greater should be entered. If 
the number of aquifer blocks (NZ) is 
equal to one, the underburden heat Q ,-\ 
loss is assumed to be equal to the l/iU 
overburden heat loss. 
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READ Rl-13 (4E10.0) 
LIST: KOB, CPOB, KUfi, CPUB 

KOB, KTJ3 Vertical thermal conductivities of 
the overburden and the underburden 
blocks, respectively. These conduc
tivities should also be entered in 
the same units as in READ Rl-2. 

CPOB, CPUB Overburden and underburden heat ^ 
capacities per unit volume, Btu/ft -
•P. 

READ Sl-14 (7E10.0) 
NOTE: Skip this READ if NZOB=0. 

DZOB Thickness of each overburden block. 
The first overburden block is at the 
upper edge of the aquifer. The over-
hurden block numbers increase as you 
go away from the aquifer. 

READ Rl-15 (7E10.0) 

NOTE: Skip this READ if NZUB=0. 

LIST: DZUB(k), k*l, NZUB 
DZUB Thickness of each underburden block. 

The block numbers increase as you go 
avay from the aquifer. 

READ Rl-16 (4E10.0) 
LIST: TO, PINIT, HINIT, HDATUM 

TO A standard temperature (°F) for cal
culating fluid density. Fluid density 
at any other temperature is calculated 
as the sum of the density at TO and 
the deviation froai it. 

PINIT Tnitiai pressure at the reference depth 
HINIT, psi. 

HINIT Reference depth for setting up initial 
conditions, ft. HINIT can be any depth 
within the reservoir. 
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HDATUM A datum depth (ft) for printing the 
dynamic pressures (p - pgh). The 
depth h is measured from the datum 
depth HDATUM. 

READ Rl-17 (7E10.0) 
NOTE: If HTG=3 {radial geometry), skip to READ Rl-22. 
LIST: DELX(I), 1=1, NX 

DELX Length of each row of blocks in the 
x direction, ft. 

READ Rl-18 (7E10.0) 
LIST: DELY(o), J-i, NY 

DELY Length of each row of blocks in the 
y direction, ft. 

READ Rl-19 (7E10.0) 
LIST: DELZ(k), k=l, NZ 

DELZ Thickness of each vertical layer, ft. 
If you use the "homogeneous" aquifer option (HTG*1 

in READ M-3) then the reservoir is treated as a rectangular 
parallelepiped and the grid defined by the DELX, DELY, DELZ 
values are the cell dimensions in the parallelepiped. The 
x-y plane of the grid is horizontal only if SINX and SINY 
of READ Rl-20 are both zero. Similarly, the z-axis in 
this case points downward only if SINX and SINY are both 
zero. DELX and DELY are measured along the x-y plane and 
DELZ is perpendicular to the x-y plane. 

If you use the "heterogeneous" aquifer option (H!TG=2 
in READ M-3) then the x-y plane is a horizontal plane 
placed over the aquifer structure. The x-axis should be 
aligned with the longer dimension of the aquifer and should 
be as "parallel" as possible with this longer dimension. 
READ Rl-20 (7E10.0) 
NOTE: These data are read only if HTG=1, and by themselves 

describe a homogeneous reservoir. Heterogeneity 
may be introduced by using either READ Rl-21 instead 
of Rl-20 or by regional modifications in READ Rl-26. l^ 
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LIST: KX, KY, KZ, PHI, SINX, SINY, DEPTH 
KX Hydraulic conductivity in x direction, 

ft/day. This quantity represents the 
fluid velocity obtained by a potential 
gradient of unity (ft. of water/ft) of 
the aquifer fluid at concentration 
zero and temperature, '10. In terms 
of permeability, this quantity is 
(kp g/vi ). The parameters p and 
v are the density and the viscosity 
or the aquifer fluid at concentration 
zero and temperature, TO. 

KY Hydraulic conductivity in y direction, 
ft/day. 

K2 Hydraulic conductivity, ft/day. 
PHI Porosity (fraction). 
SINX Sine of the reservoir dip angle along 

the x-axis. 
SINY Sine of the reservoir dip angle along 

the y-axis. 
DEPTH Depth from arbitrary reference plane 

(e.g. sea level) to top of grid block 
(1,1,1), feet. 

READ Rl-21 (313, IX, 7E10.Q) 
NOTE: These data are read only if HTG=2. 
LIST: I, J, K, KX, KY, KZ, PHI, UH, UTH, UCPR 

I,J,K Grid block indices, 
KX x direction hydraulic conductivity for flow, 

ft/day. 
KY y direction conductivity for flow, 

ft/day. 
KZ z direction conductivity for flow, 

ft/day. 
PHI Porosity, fraction. 'C^)*-

OH Depth (feet) measured positively 
downward from reference plane to top 
of the cell. 
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UTH Grid block thickness in the vertical 
direction, feet. If the layer thickness 
is equal to DELZ(K) read in under 
READ Rl-19, UTH may be entered as zero. 

UCPR Heat capacity of the rock per unit 
volume, Btu/ft -°F. If the rock heat 
capacity is equal to CPR (READ Rl-1), 
UCPR may be entered as zero. 

You must read one card for each non-zero pore volume 
grid block. Cards need not be included for zero pore 
volume blocks within the grid. Follow the last card 
with a blank card. 
READ Rl-22 (7E10.0) 
NOTE: Skip to READ Rl-26 if HTG is not equal to 3. 

These data are read for a radial geometry aquifer 
with cr.iy one well. The well is located at the center 
of the numerical grid block system. The grid blocks are 
divided on an equal filogr basis, i.e. *l/r. , is constant. 
If you desire to use regions of equal ilogr Instead of 
a constant value of Alogr throughout the aquifer, you 
should specify the number of blocks in each region (READ 
Rl-24) and the boundaries between the regions (READ Rl-25). 
LIST: RWW, Rl, RE, DEPTH 

RWW Well radius, feet. 
Rl The first grid block center, feet. 
RE External radius of the aquifer, feet. 

DEPTH Depth from a reference plane to the 
top of the aquifer, feet. 

READ Rl-23 (5E10.0) 
LIST: DELZ(K), KYY(X), KZZ(K), POROS (K) , CPR1(K), k=l, NZ 

DELZ Layer thickness in the vertical direc
tion, feet. 

KYY Horizontal hydraulic conductivity, ft/day. 
KZZ Vertical hydraulic conductivity, ft/day. 
POROS Porosity, fraction. \9 / 
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CPR1 Rock heat capacity, Btu/ftJ~°F. if 
the rock heat capacity in the layer 
is equal to CPR (READ Rl-1), CPR1 may 
be entered as aero. 

You must punch one card for each vertical layer. 
READ Rl-24 (515) 
NOTE: These data are read for obtaining regions of equal 

Alogr. If you desire a constant value of aiogr 
throughout the aquifer, insert a blank card 
and proceed to READ Rl-26. 

LIS?.* NXR(I), 1*1,5 
NXR Number of grid blocks in each constant 

ilogr region. You may specify as many 
as five regions. The total number of 
grid blocks in different regions can 
not exceed NX. The number of blocks 
in the outermost region need not be 
specified. For example, if you desire 
a total of 25 radial grid blocks and 
three regions of 5, 10 and 10-grid 
blocks, then enter NX=25 {READ K-3) 
and NXE's may be entered as 5, 10, 
0, 0, 0 or as 5, 10, 10, 0, 0. 

READ Rl-25 (4E10.0) 
NOTE: If HXR(l) > 0, this -card i s required. 

LIST: RER(I), 1=1,5 

RER • Radii of the boundaries between different 
« regions, feet. As an example, if the 

external radius of the aquifer is 5,000 
ft. and you desire five grid blocks 
in the first 100(1 ft., 10 grid blocks 
from 1,000 to 2,500 ft., and 10 blocks 
from 2,500 to 5,000 ft. and if you 
entered NXR's as 5 and 10 (and the 
rest zeroes), you should enter RER's 
as 1,000 ft. and 2,500 ft. only (the 
rest as zeroes!. Alternatively, if 
NXR's were.specified as 5, 10 and 10, 
then RER's 3hould be entered as 1,000, 
2,500 and 5,000. / 
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READ Rl-26 (LIST 1 - 615, LIST 2 - 6E10.0) 
NOTE: Read as many sets of .hese data as necessary to 

describe all the rf .srvoir description modifications 
desired. Follow t_£ last set with a blank card, 
which the program' recocmizes as thVend of this 
data set. Even if no regional modifications are 
desired, the'"blank" card must nevertheless be 
"included. 

LIST 1: II, 12, Jl, J2, Kl, K2 
LIST 2: FTX, FTY, FTZ, FPV, HADD, THADD 

II, 12 Lower and upper limits inclusive, 
on the I-coordinate of the region to 
be modified. 

Jl, J2 Lower and upper limits inclusive on 
the J-ccordinate of the region to 
be modified. 

Kl, K2 Lower and upper limits inclusive on 
the K-coordinates of the region to 
be modified. 

FTX If positive or zero, this is the factor 
by which the x direction transmissibili-
ties within the defined region are to 
be multiplied. If negative, the absolute 
value of FTX will be used for the x 
direction transmissibilities within 
the region to be modified, replacing 
the values read earlier or determined 
from the permeability data read earlier. 

FTY This has the same function of FTX, but 
applies to the y direction transmissi
bilities. 

FTZ This has the same function FTX, but 
applies to the vertical transmissibilities. 

FPV This has the same function as FTX, 
but applies to the pore volumes. 

HADD This is an increment that will be added 
to the depths within the defined region. 
A positive value repositions the cell 
deeper, and a negative value brings it 
closer to the surface. /t , 
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THAOD This is an increment that will be added 
to the thickness values within the 
defined region. ft positive value makes 
the cell thicker and a negative value 
makes it thinner. 

This data modification feature of the program provides 
the user with an easy way to build in reservoir heterogen
eities or modify the reservoir description data during 
history snatching. These modifications are applicable 
regardless of whether the data were read according to 
READ Rl-20, P.i-21 or Rl-23. 

The modifiers in tISfi 2 above are independent in that 
a change effected by any one of them does not affect 
any of the other properties. For example, an FPV of 1,4 
will increase pore volumes by 40%, but will not result 
in any changes in transmissibilities, depth or thickness. 

The data modifications occur over rectangular regions 
areally as defined by the 11, 12, Jl, and 32 limits. The 
vertical extent of the region is defined by Kl and K2. 
All six of these limits must be within the limits of the 
calculation grid. Successive regions may partially or 
entirely overlap other regions, 

In regions in which wore than one modification has 
been made to a parameter subject to additive modifications, 
the order of the modifications has no effect and the final 
net adjustment is simply the algebraic sum of all the addi
tive factors that apply to the region. For the transmissi-
bility and pore volume modifications, the order of multiple 
changes does not affect the final result if all the modifiers 
are multiplicative (positive). However, if some or all 
of the modifications are replacement values (negative) 
the order of input may affect the final result. For example, 
consider the following two situations in which the same 
modification data are applied in different orders to an 
original value and the final result is different. 

CASE _1 CASE 2 
Original Value 100 100 
Modification and Result ,50(50) -70.(70.) 
Modification and Result -70.(70.) .50(35.] 
Modification and Result .20(14.) .20(7.) 

it* 
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or bottom water drive without the expense that 
would be required to model the aquifer as part 
of the grid system. 

READ Rl-28 (LIST 1 - 615, LIST 2 - E10.0) 
NOTE: These data are read only if IAQ is 1 or 2, meaning 

the pot or steady-state aquifer has been selected. 
If IAQ is 3, omit this READ and proceed to READ 
Rl-30. 

LIST 1: 11, 12, Jl, J2, Kl, K2 
LIST 2: VAB 

II, 12 Lower and upper limits, inclusive, 
on the I-coordinate of the aquifer 
influx region. 

Jl, J2 Lower and upper limits, inclasive, 
on the J-coordinate of the region. 

Kl, K2 Lower and upper limits, inclusive, 
on the K-coordinate of the region. 

VAB Aquifer influence coefficient for 
each block within the region defined 
by II,,12, etc. The units of VAB 
are ft /psi for a,pot aquifer repre
sentation, and ft /psi-day for a 
steady-state representation, 

NOTE: Follow the last VAB card of this data group by_ 
a_ blank carcT 

The READ group consists of two cards or any number 
of sets of two cards, each set defining a rectangular 
region and the value of VAB to be assigned that region. 
Overlapping of regions is permissible. The order of the 
sets is immaterial except that any overlapping will result 
in the VAB of the last set read to be assigned to the 
overlapped subregion. If these data are read, i.e. 
IAQ=1 or 2, then skip READ Rl-29 through Rl-32 and" 
proceed to READ Rl-33. 
READ Rl-29 (315) 
NOTE: If IAQ is not equal to 3, omit these data and 

proceed to READ Rl-33. This section is used to 
enter data for the Carter-Tracy method of 
calculating aquifer influence functions. jc 
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LIST: NCALC, NPT, PRTIP 
NCALC Control parameter for selecting how 

the Carter-Tracy aquifer coefficients 
are to be assigned. 
0 - The Carter-Tracy aquifer coeffi

cients (VAB) will be read in as 
input data. 

1 - The VAB will be calculated by the 
program and assigned to each edge 
(perimeter) block in each areal 
plane, K = 1, 2, ...NZ. 

2 - The VAB will be calculated by the 
program and assigned to each grid 
block in the last areal plane, 
K = NZ only. 

NPT Number of points in the influence 
function versus dimensionless time 
table, (P(tJ versus t j . If NPT 
is zero, the program will select 
the Hurst-Van Everdingen infinite 
aquifer solution internally. 

PRTIF Print control key for the influence 
function table. 
0 - Suppress printing. 
1 - Print the table of P(t_) versus tD< 

READ Rl-30 (LIST 1 - 6 1 5 , LIST 2 - ElO.O) 
NOTE: Enter these data only if NCALC is zero; otherwise, 

skip this READ and proceed to READ Rl-31. 
LIST 1: II, 12, Jl, J2, Kl, K2 
LIST 2: VAB 

II, 12 Lower and upper limits, inclusive, on 
the I-coordinate of the aquifer influence 
region. 

Jl, J2 Lower and upper limits, inclusive, on 
the J-coordinate of the region. , 
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Kl, K2 Lower and upper limits, inclusive, on 
the K-coordinate of the region. 

VAB Aquifer influence coefficient for each 
block within the region defined by II, 
12, etc, The aquifer influence coeffi
cient VAB for the Carter-Tracy method 
is actually the fraction of the total 
aquifer-reservoir boundary that is 
represented by the length of any given 
grid block. For this reason it is 
possible to calculate the VAB from 
input data previously read in and the 
VAB does not have to be calculated 
externally. 

NOTE: Follow the last VAB card of this data group by_ 
a blank cara"! 

The READ group consists of two cards or any number of 
sets of two cards, each set defining a rectangular region 
and the value of VAB To be assigned that region. Overlapping 
of regions is permissible. The order of the sets is immaterial 
except that any overlapping will result in the VAB of the last 
set read to be assigned to the overlapped subregion. 
HEAP Rl-31 (4E10.0) 
LIST: KH, PHIH, RAQ, THETAQ 

KH Conductivity-thickness for aquifer, 
ft /day. An average value of trans-
missivity along the edges should be 
used. 

PKi'H Porosity-thickness for aquifer, ft. 
RAO Equivalent aquifer radius, ft. The 

approximate method of Carter and Tracy 
is valid for circular aquifers. To 
retain the validity of usage of cir
cular reservoir influence functions, 
the numerical grid system should be 
chosen as square as possible. 

THETA Angle of influence, degrees. This 
angle should indicate the portion 
of the aquifer covered by the aquifer 
influence boundary. If mass flow is 
permitted across all the boundaries, . 7 / 
enter 360". / 11 
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READ Rl-32 (2F10.0) 
NOTE: This data is entered if NPT is not equal to zero. 

If NPT is zero, the program will select the aqvifer 
influence functions for an infinite aquifer, and you 
do not have to read in the influence function data. 
Omit this READ and proceed to READ Rl-33. 

LIST: TD(I), PTD(I), 1=1, NPT 
2 TD Dimensionless time, kt/ii$c_r , 

7TD Terminal rate case influence function 
as given by Van Everdingen and Hurst. 

READ Rl-33 (LIST 1 - 615, LIST 2 - E10.0) 
LIST It II, 12, Jl, J2, Kl, K2 
LIST 2: FAB 
NOTE: These data allow the user to modifv the aquifer 

influx coefficient VAB by the relation 
VAB(I,J,K) = VA3(I,J,K)x FAB 

This is useful when a reservoir may experience 
no or limited water influx across one boundary. 
In this case, in the region where influx is limited, 
the FAB may be set to zero or a small number to 
reduce the VAB along the boundary. 

II, 12 Lower and upper limits, inclusive, on 
the I-coordinate of the VAB to be 
modified. 

Jl, J2 Similar definition for the J-coordinate. 
Kl, K2 Similar definition for the K-coordinate. 
FAB Factor by which the VAB will be modified 

in the region l=il, 12, J=J1, J2 and 
K=Kl, K2. 

NOTE: Follow these data with one blank card. If no modi
fications are desired, one blank card is still 
required. 

I l l 
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READ 1-1 (215) 
NOTE: These data are read for initialising concentrations 

and natural flow in the aquifer. If the initial 
concentrations are zero everywhere in the aquifer 
and there is no natural flow, insert a blank card 
and proceed to READ R2-1. 

LIST: ICOMP, INAT 
ICOMP Control parameter for initializing 

the concentrations. 
0 - Initial concentrations in all the 

grid blocks are zero. If you 
enter zero, skip READ 1-2. 

1 - The initial concentrations are 
not zero everywhere. Non-zero 
concentrations will be entered 
in READ 1-2. 

INAT Control parameter for entering natural 
fluid velocity. 
0 - The aquifer fluid is static initially. 

If you enter zero, skip READ 1-3. 
1 - The resident fluid velocity will 

be entered in READ 1-3, 
READ 1-2 (615, F10.0) 
NOTE: Skip this READ if ICOMP is zero. 
LIST: II, 12, Jl, J2, Kl, K2, CINIT 

II, 12 Lower and upper limits, inclusive, 
on the 1-coordinate of the non-zero 
concentration region. 

Jl, J2 lower and upper limits, inclusive, 
on the J-coordinate of the non-zero 
concentration region. 

Kl, K2 Lower and upper limits, inclusive, 
on the K-coordinate of the non-zero 
concentration region, 

CINIT Initial concentration in each of the 
blocks within the region defined by , ,-j ̂  
II, 12, etc., dimensionless. ' /^-J 



2.Aj 

NOTE: Read as many of these cards as necessary to describe 
the concentrations everywhere in the aquifer. You 
need to specify only the non-zero concentrations. 
Follow the last card with a blank card. 

READ 1-3 (F10.0) 
NOTE: If INAT=0, skip this card. 
LIST: V2L 

VEL Initial velocity of the resident 
aquifer fluid in the x direction, ft/ 
day. The initial velocities in the y 
and 2 directions are assumed to be zero. 

RECURRENT DATA 
The data described previously are required to describe 

the aquifer and fluid properties and to establish initial 
conditions. These data are all read before the first 
time step/ and at subsequent time steps when you desire 
to change the well conditions, time step data or mapping 
specifications. Note that any of the data entered up to 
this point cannot be changed. The overburden and under-
burden bloclcs specifications or aquifer influence functions 
cannot be changed in any manner once they have been specified 
at the beginning. 

READ R2-1 (715) 
LIST: INDQ, IWELL, IMETH, ITHRU, IPROD, IOPT, INDT 

INDQ Control parameter for reading well 
rates. 
0 - Do not read well rates. 
1 - Read well rates on one card 

(READ R2-5). The user must enter 
all well rates under this option. 

IWELL 

2 - Read one card for each well rate 
(READ R2-6). 

Control paicjneter for reading well 
definition data. 
0 - Do not read well data. 
1 - Bead new or altered well data. 
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IMETH Control parameter for reading method 
of solution. 
0 - Do not read method of solution. 

If you are entering data before 
the first time step (new run), 
and you enter IMETH=0, the program 
selects direct solution backward 
with time and space finite-difference 
approximations. The solution, 
under these conditions is uncon
ditionally stable. 

1 - Read new or altered method of 
solution. 

ITHRU Run termination control. 
0 - Run is to continue. 
1 - Run is to terminate at this point. 

No more recurrent data will be read 
after this card. If you do 
not desire any plots, i.e. NPLP, 
NPI/F and SPLC are all zero, this 
should be the last card in your 
data deck. 

IPROD Control parameter for reading wellbore 
data. 

10PT 

0 - Do not read wellhead data. 
1 - Read new or altered wellhead data. 
Control parameter for reading wellbore 
iteration data. 
0 - Do not read wellbore iterations 

data. If it is a new run and you 
desire the wellbore calculations 
to be performed, default values of 
the iteration parameters will be 
used for wellbore calculations. 

INDT 

1 - Read new or altered wellbore 
iteration data. 

Control parameter for reading reservoir 
solution iteration data. 0 
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0 - Do not read iteration data. If you 
are entering data before the first 
time step, default values of the 
iteration parameters will be used. 

1 - Read new or altered iteration data. 
READ R2-2 (I5,F10.0) 
NOTE: This data is entered if IMETH is not equal to zero. 

If it is a new run and IMETH is equal to zero, the 
program selects METH0D=1 and WTFAC=1.0 (direct 
solution with backward space and time approximations. 

LIST: METHOD, WTFAC 
METHOD Method of solution. If you enter zero, 

the program selects METH0D=1. You may 
select direct solution only if you 
specified direct solution in READ M-3. 
1 - Reduced band width direct solution 

with backward finite-difference 
approximation in time. 

2 - Two line successive overrelaxation 
(L2SQR) solution with backward 
finite-difference approximation 
in time. 

-1 - Reduced band width direct solution 
with Crank-Nicholson approximation 
in time. 

-2 - Two line successive overrelaxation 
solution with Crank-Nicholson 
approximation in time. 

WTFAC Weight factor for finite-difference 
approximation in space. 
1.0 - Backward difference. 
0.5 - Central difference. 
If you enter WTFAC <. 0, the program 
selects WTFAC =1.0. 

READ R2-3 (15, 4F10.0) 
NOTE: This data is entered if IOPT is greater than zero. 

If you intend to use the default values, insert a 
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Do not read iteration data. If you 
are entering data before the first 
time step, default valuesj3£-the 
iteration i^rametejs-will be used. 

1 - Read ne 
READ R2-2 (I5,F10.0) 

altered iteration data. 

NOTE: This data is entered if IMETH is not equal to zero. 
If it is a new run and IMETH is equal to zero, the 
program selects METH0D=1 and WTFAC=1.0 (direct 
solution with backward space and time approximations. 

LIST: METHOD, WTFAC 
METHOD 

WTFAC 

Method of solution, if you enter zero, 
the program selects METH0D=1. You may 
select direct solution only if you 
specified direct solution in READ M-3. 
1 - Reduced band width direct solution 

with backward finite-difference 
approximation in time, 

2 - Two line successive overrelaxation 
(L2SOR) solution with backward 
finite-difference approximation 
in time. 

-1 - Reduced band width direct solution 
with Crank-Nicholson approximation 
in time. 

-2 - Two line successive overrelaxation 
solution with Crank-Nicholson 
approximation in time. 

Weight factor for finite-difference 
approximation in space. 
1.0 - Backward difference. 
0.5 - Central difference. 
If you enter WTFAC <. 0, the program 
selects WTFAC =1.0. 

READ R2-3 (15, 4F10.0) 
NOTE: This data is entered if IOFf is greater than aero. 

If you intend to use the default values, insert a 
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blank card and proceed to READ R2-4. The default 
values of the parameters are discussed below. 

LIST: NITQ, TOLX, DOLDP, DAMPX, EPS 
NITQ Maximum number of outer iterations 

in the wellhore calculations. For 
example, if the injection rate for a 
well is specified, the wellhead pressure 
is calculated iteratively to obtain the 
bottom-hole pressure necessary to inject 
the specified rate. If entered as zero 
or a negative number, the program selects 
the default value of 20. 

TOLX The tolerance on the fractional change in 
pressure over an iteration. If entered 
as zero or a negative number, the default 
value of 0.001 is selected. 

TOLDP The tolerance on pressure, psi. The 
default value is 1 psi. 

DAMPX Damping factor in estimating the next 
value of the pressure (surface for an 
injection well and bottom-hole for a 
production well). If the frictional 
pressure drop in the well is high, a 
linear extrapolation may lead to 
oscillations around the right value. 
The default value is 2.0. 

EPS The tolerance on calculating temperature 
from given values of enthalpy and pressure. 
The fluid temperatures in the wellbore 
are calculated over each pressure incre
ment as specified in READ Rl-3. The 
default value is 0.001. 

READ R2-4 (15) 
NOTE: If INDQ is equal to zero, skip READ R2-4 through 

R2-6 and proceed to R2-7. 
LIST: NWT 

NWT Total number of wells. 
READ R2-5 (7E10.0) 
NOTE: Enter this data only if INDQ is equal to one. m 
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LIST: Q(I), 1=1, HWT 
Q Production rate, ft /day. If it is 

an injection well, enter the value 
as a negative production rate. You 
must enter all the well rates even if 
all of them have not changed. 

READ R2-6 (15, E10.0) 
NOTE: Enter this data only if INDQ is equal to two. 

Read as many cards as necessary to describe all 
the injection and production well rates. Follow 
the last card with a blank card. 

LIST: I, QWELL 
I Well number. 

3 QWELL Production rate, ft /day. Enter 
negative values for injection rates. 
You need to enter only the altered 
well rates. 

READ R2-7 (LIST 1 - 615, LIST 2 and 4 - 7E10.0, LIST 3 -
SEU.O) 

MOTE: This data is entered for IWELL equal to one. Read 
one set of data for each well and follow the last 
card with a blank card. 

LIST 1: I, IIW, IJW, IIC1, IIC2, IINDW1 
I Well number. 
IIW I-coordinate of grid cell containing 

the well. 
IJW J-coordinate of grid cell containing 

the cell. 
IIC1 Uppermost layer in which the well is 

completed. 
IIC2 Lowermost layer in which the well is 

completed. , , 
/ Ll r{ 

IINDWl Well specification option. [ / 
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1 - Specified rate is allocated between 
layers on the basis of mobilities 
alone. 

±2 - Specified rate is allocated between 
layers on the basis of mobilities 
and the pressure drop between the 
wellbore and the grid block. 

±3 - An injection or production rate is 
calculated from the specified 
bottom-hole or surface pressure. 
The lower of the specified and the 
calculated rate is allocated between 
layers on the basis of mobilities 
and the pressure drop between the 
wellbore and the grid block. 

2,3 - The rate is expressed explicitly 
in the aquifer model equations. 

-2,-3 - The rate is expressed in a semi-
implicit manner in the aquifer 
model equations, e.g. 

n+1 _ n , dq , n+1 „n, 

LIST 2: WI, BHP, TINJ, CINJ 
WI Well index, ft2/day. 
BHP Bottom-hole pressure, psi. This must 

be specified if IINDW1 = ±3. 
TINJ Temperature of the injection fluid, 

8F. If surface conditions are being 
specified, it is the temperature at 
the surface. 

CINJ Contaminant concentration in the 
injection fluid, dimensionless. 

LIST 3: X, DW, ED, 00, TTOPW, TBOTW, UCOEF, THETA 
NOTE; Skip this list if ISURP = 0. 



X Pipe (wellbore) length to top of 
perforations, feet. 

DW 
ED 

OD 
TTOP 

TBOTW 

UCOEP 

THETA 

.LIST 4: KHL(K), 

inside wellbore (pipe) diameter, feet. 
Pipe roughness (inside), feet. Enter 
zero if it is a smooth pipe. 
Outside wellbore (casing) diameter, feet. 
Rock temperature surrounding the wellbore 
at the surface, °F. 
flock temperature surrounding the wellbore 
at the bottom-hole, °F. 
Overall heat transfer coefficient between 

,and outer 
"F-hr. 

the inner surface of the pipe,a 
surface of the casing, Btu/ft -
Angle of the wellbore with the vertical 
plane, degrees. 
K = IC1, IC2 

NOTE: Skip this READ if the well is completed in only 
one layer, i.e. IIC1 = IIC2. 

KHL(K) Layer allocation factors for Well I. 
These should be in proportion to total 
productivity of individual layers, 
taking into account layer kh (absolute 
transmissivity x thickness) and layer 
formation damage or improvement (skin). 
Only the relative values of these 
factors are important. For example, 
if layers 3 through 6 (ICl=3, IC2=6) 
are completed then KH1 valueo of .5, 
2, 2.5, .1 will give the same result 
as values of 5, 20, 25, 1. The abso
lute productivity (injectivity) of 
completion layer k is computed as 

a=ic2-ici+i 
WI X KHL(k+l-ICl)/ I KHL 

4=1 i 
READ R2-8 (7E10.0) 
NOTE: Skip this READ if IPROD is zero. M' 
LIST: THP(I), 1=1, NWT 
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THP Tubing hole or the surface pressure 
for each well, psi. If ISURF is one, 
THP must be specified for the wells 
with well option IINDW1=±3. A produc
tion {or injection) rate is calculated 
from THP, and lower of the calculated 
and specified rate is used for allocation 
between layers. 

READ R2-9 (315) 
NOTE: This data is entered if INDT is not zero. If 

you desire to use the default values for the 
data entered on this card, enter INDT as zero and 
skip this READ, However, if you desire to include 
the off-diagonal(or cross derivative) dispersion 
terms in the x-y plane (E and E ), MINITN must 
be entered greater than oFequal t8 2. If MINITN 
is entered as one, or if '.he default value is 
used, an approximation ii. used to include the 
effect of the off-diagonal dispersion terms by 
enhancing the diagonal terms. 

LIST: MINITN, MAXITN, IMPG 
MINITN Minimum number of outer iterations 

in the subroutine ITER (see Section 
2.2 for explanation). The default 
value has been programmed as one. 

MAXITN Maximum number of outer iterations 
in the,subroutine ITER. The default 
value is 5. 

IMPG Number of time steps after which the 
optimum parameters for the inner 
iterations are recalculated for the 
two line successive overrelaxation 
method. You do not have to enter 
this data if METHOD is not equal to 
±2. The default value for IMPG is 5. 

READ R2-10 (7E10.0) 
LIST! TCHG, DT, DSMX, DPMX, DTPMX, DTMAX, DTMIN 

TCHG Time (days) at which next set of 
recurrent data will be read. The 
restart records can be written at 
TCHG only. Also, the mapping sub
routine can be activated at TCHG 
only. 

1/ ' 
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DT Time step specification. If DT is 
positive it will be the time step 
(days) used from the current time 
to TCHG. If DT is zero, the program 
will select the time step automatically. 
DT must not b£ zero for the first 
time step of a run starting from 
zero time. 

DSMX Maximum (over grid) concentration 
change desired per time step. 

DPMX Maximum (over grid) pressure change 
desired per time step, psi. 

DTPMX Maximum (over grid) temperature change 
desired per time step, °F. 

DTMAX Maximum time step allowed (days). 
DTMIN Minimum time step required (days). 
If any of the five parameters above is entered as zero, 

the default value is used. These values are as follows: 

DSMX =0.25 
DPMX =50.0 psi 
DTPMX = 10.0 °F 
DTMAX = 30.0 days 
DTMIN = 1.0 day 

These parameters are used only if DT equals zero. The time 
step DT must not be read as zero for the first time step. 
If DT is read as zero, the program will automatically 
increase or decrease the time step size every time step 
to seek a value such that the maximum changes in the 
concentration, pressure and temperature are less than 
or equal to the specified values. 

READ R2-11 (915) 
LIST: IOl, 102, 103, 104, 108, RSTWR, MAP, KOUT, MDAT 

The program prints four types of output at the end 
of each time step. The parameters 101, 102, 103 and 104 
control the frequency of the outputs. 
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101 Control parameter for frequency of 
the time step summary output. The 
time step summary (7 linesJ gives 
cumulative field injections and pro
ductions, material and heat balances, 
average aquifer pressure, cumulative 
heat loss to the overburden and the 
underburden, cumulative water, contami
nant and heat influxes across the peri
pheral boundaries, and the maximum 
pressure, concentration and temperature 
changes in any block during the time step. 

102 Control parameter for frequency of the 
well summary output. This summary gives 
water, heat and contaminant fluid production 
and injection rates, cumulative production 
and injection, wellhead and bottom-hole 
pressures, wellhead and bottom-hole temperatures 
and the grid block pressure in which the well 
is located. This summary also gives the 
total production and injection rates and 
cumulative production and injection. 

103 Control parameter for listings of the 
grid block values of concentration, 
temperature and pressure. 

104 Control parameter for injection/production 
rate in each layer for each well. 

The following values apply to all four of the above 
parameters: 

-1 Omit printing for all time steps from 
the current time through to TCHG, inclusive. 

0 Print at the end of each time step through 
to the step ending at TCHG. 

1 Print only at time TCHG. 
n(>l) Print at the end of every n time step 

and at the time TCHG. 
108 Control parameter for listings of the 

grid block values of the dependent variables. 
The listings are printed according to the 
frequency specified (103). This parameter 
gives you the option for not printing the y 

tables you do not desire. -The parameter ' /J 
requires a three digit specification and -*-^v-
tha first digit refers to pressure, the 
second to temperature and the third to 
concentration. 
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0 - The grid block values will be printed. 
1 - The grid block values (pressure at 

datum or temperature or concentration) 
will not be printed. 

2 - Refers to the first digit only. 
Neither the absolute pressure nor the 
pressure at datum will be printed. 

e.g. If you desire only temperature grid 
block values, enter 201. 

RSTWR Restart record control parameter. 
0 - No restart record will be written. 
1 - Restart record will be written 

on Tape 8 at time TCHG. 
MAP Parameter for printing contour maps at 

time TCHG. Only two-dimensional ma^s 
are printed. The maps are printed for 
r-z coordinates in a radial system and 
x-y coordinates (aereal maps) in a 
linear system. This parameter requires 
a three digit specification, the first 
digit referring to mapping pressures, 
the second for mapping temperatures 
and the third for concentrations. 

0 - The variable will not be mapped. 
1 - The variable will be mapped at 

TCHG. 
E.g. If you desire the contour maps 

for pressure and temperature 
only, enter 110. 

KOUT See READ M-3. 
MDAT Control parameter for entering the 

mapping specifications. 
0 - The mapping specifications are 

not to be changed. 
1 - Read new mapping specifications. 

If you are activating the printing 
of contour maps for the first time 
during the current run, MDAT must be 
entered as one. .i . 
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READ R2-12 (15, 2F10.0) 
NOTE: Enter this data only if you desire contour maps 

(MAP is not equal to 000), and if MDAT is equal 
to one. 

LIST: NORIEN, XLGTH, YLGTH 
NORIEN Map orientation factor. 

0 - The map is oriented with x (refers 
to r for radial geometry) increasing 
from left to right and y (z for 
radial geometry) increasing up 
the computer page, i.e. the x=0, y=0 
point is the lower left hand corner, 

1 - The map is oriented with x increasing 
from left to right and y increas
ing down the computer page. 
The origin is the upper left hand 
corner. 

XLGTH 

YLGTH 

The length, in inches, on the computer 
output which is desired in the x (or r) 
direction. 
The length, in inches, on the computer 
output which is desired in the y (or z 
for radial geometry? direction. 

READ R2-13 (615, 2F10.0) 
NOTE: Enter this data only if pressure contour maps are 

desired, and if MDAT equals one. These entries 
refer to pressure mapping only. 

LIST: IP1, 1P2, JP1, JP2, KP1, KP2, AMAXP, AMINP 
IP1, IP2 Lower and upper limits, inclusive, on 

the I-coordinate of the region to be 
mapped. 

JPl, JP2 Lower and upper limits, inclusive, on 
the J-coordinate of the region to be 
mapped. 

KPl, KP2 Lower and upper limits, inclusive, on 
the K-coordinate of the region to be 
mapped. For a linear system, you will 
get (KP2 - KPl +1) aereal maps. 
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AMINP, AMAXP The minimum and maximum value of the 
pressure (psi) used to obtain 20 
contour maps. If the pressure in 
any grid block is higher than AMAXP, 
it will be indicated as AMAXP, and 
similarly a pressure lower than AMINP 
is printed as AMINP. If you enter 
AMAXP as zero or a negative value, 
the program will saarcn for a maxima 
and use the value as AMAXP. If you 
enter AMINP as a large negative 
number (.i -99.0), the program will 
search for a minima and use the 
value as AMINP. 

READ R2-14 (615, 2F10.0) 
NOTE: This READ refers to temperature contour maps. 

Enter this data only if temperature maps are desired, 
and if HDAT equals one. 

LIST: IT1, IT2, JTl, JT2, KT1, XT2, AMAXT, AMINT 
The user is referred to READ R2-13 for definition 

of these parameters. This card refers to temperature 
mapping only as opposed to pressure mapping for R2-13. 
READ R2-15 (615, 2F10.0) 
NOTE: This READ refers to concentration contour maps. 

Enter this data only if concentration maps are 
desired, and if MDAT equals one. 

LIST: IK1, 1X2, JK1, JK2, KK1, KK2, AMAXK, AMINK 
See READ R2-I3 for definition of these parameters. 

This card refers to concentration mapping only as opposed 
to pressure mapping for READ R2-13. 
NOTE: This data entered up to this point is sufficient 

to execute the program until time equal TCHG. The 
recurrent data is read again at that point. If 
you desire to terminate a run, enter ITHRU=1 (READ R2-1) 
after R2-15. If you desire any plots (if NPLP or 
NPLT or NPLC equals one), you 3hould enter the plotting 
data (READ V-2 through P-4). If you do not desire 
any plots, ITHRU=1 will terminate execution at this /, ; point. Jjj fe 
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PLOTTING DATA 

The specifications for the plots and observed data 
are entered here. You may obtain plots even if you do 
not have any observed data available. Do not enter any 
plotting data if you do not desire any plots. Plots can 
be obtained for the values of the dependent variables in 
the veil (at the wellhead and at the bottom-hols). The 
quantities plotted depend upon the "type" of the well. 
The quantities plotted for different wells are as follows: 

Type of Well 
Observation well 

Quantities Plotted 
Bottom-hole pressure, temperature 
and concentration 

Injection well-bottom-
hole conditions 
specified (ISURF=0) 

Bottom-hole pressure 

Injection well-surface 
conditions sprrifled 
(ISURf=l) 

Bottom-hole pressure and 
temperature, surface pressure 

Production well-bottom-
hole conditions 
specified 

Bottom-hole pressure, temperature 
and concentration 

Production well-surface 
conditions specified 

Bottom-hole pressure, temperature 
and concentration, surface 
pressure and temperature 

You should enter READ P-l only if you are obtaining 
plots for a previous run. The plotting data for one well 
consists of the data from READ P-2 through P-4. Enter 
as many sets of these data as the wells for which you 
desire plots, If you desire plots for all the wells, 
enter NWT sets of these data. If you enter less than 
NWT sets, follow these cards with a blank card. 

READ P-l (15) 
NOTE: Enter this data only if NPLP or NPLT or NPLC equals 

-1, i.e. the plots are desired for a previous run. 
LIST: NWT 

NWT Total number of wells u 
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K5AD P-2 (15, 5X, 1DA4) 
LIST: KW, ID 

KW The well number. 
10 A title for the plots for well number KW. 

READ P-3 (7F10.0) 
LIST: TMN, TMX, DT, PWMN, PWMX, PSMN, PSMX, TWMN, 

TWMX, TSMK, TSMX, CMS, CMX 
These variables define the ranges of the coordinate 
axes for plots. 

Lower limit on time. 
Upper limit on time. 
Time step for each row. For example, 
if TMN*=5, TMX=15, and DT=0,5, the time 
coordinate axis will be 20 rows long. 
Lower limits on bottom-hole pressure, 
surface pressure, bottom-hale temperature, 
surface temperature and concentration, 
respectively. 
Upper limits on bottom-hole pressure, 
surface pressure, bottom-hole temperature, 
surface temperature and concentration, 
respectively. 

NOTE: Read as many cards as the observed data points 
(one card for each value of time at which the 
observed values are available). Follow the last 
card with a negative number in the first field 
specification ( H O ) . 

LIST: TOX, POW, POS, TOW, TOS, COS 
TOX Observation time. 
POW Bottom-hole pressure. 
POS Surface pressure. 

TMX 

DT 

FWMN, 
•mwt 

CMN 

PSMN, 
TSMK, 

PWMX, 
TWMX, 
CMX 

PSMX, 
TSMX, 

READ P - 4 { 6 F 1 0 . 0 

TOW Bottom-hole temperature. 
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TOS Surface temperature. 
COS Concentration. 

NOTE i The calculated data are read from tape 12. If you 
desire plots for a previous run, tape 12 should 
be attached. If you entered less than NWT sets 
of the plotting data, follow the last card with 
a blank card. This is the end of your data set. 

MAPS FROM RESTART RECORDS 

Restart records may be edited to obtain maps for the 
dependent variables. The following set of data cards are 
required to obtain maps for a previous run. 

READ M-l Two title cards 
RE'iD M-2 Control parameters. RSTRT must be non-zero. 
READ M-3 This card must be identical to the one used 

for the original run. 

READ M-4 Enter a negative value for TMCHG. 
NOTE: Insert as many sets of mapping data (M-5 and M-6) 

as you desire. Fallow the last set with a blank 
card. 

READ M-5 (15) 
LIST: IMPT 

IMPT The time step number at which the maps 
are desired. A restart record '.siust 
exist corresponding to this time step. 

READ M-6 (215) 
LIST: MAP, MDAT 

MAP Requires a three digit specification 
as in READ R2-11, except that it should 
be negative. 

MDAT See READ R2-11. 
NOTE: If MDAT has been entered as one, you should enter 

the mapping data R2-12 through R2-15 at this point. 
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3.3 ERRO.t DEFINITIONS 
The program checks the input data for a number of 

possible errors to protect the user from running an entire 
problem with an error„ A detected error will prevent execu
tion, but the program will continue to read and check 
remaining data completely through the last recurrent 
data set. 

If the number of elenents in a fixed dimensioned array 
exceed the dimensions, you .-mist redimension the array. This 
requires recompiling the program, The user is referred to 
Section 2.4 for redimensioning the program. 

The errors detected in the data input are printed in a 
box; and if an error has occurred, it's number will appear 
in the box. Positions with zeroes do not have errors. 
Error numbers 1 through 50 represent the following errors: 

(1) This error refers to Read M-3. 
NX is less than or equal to one or 
NY is less than one or 
NZ is less than one. 
The minimum dimensions on the grid block system 
are 2x1x1. The maximum size is limited only 
by the available computer storage. 

(3) This error refers to READ Rl-1. 
One or more of Cw, CR, CPW and CPR is negative. 
Physically, compressibilities and heat capacities 
are always equal to or greater than zero. 

(4) This error refers to READ Rl-2. 
One or more of UKTX, UKTY, UKTZ, ALPHL, ALPHT 
and DMEPF is negative. 

(5) This error refers to READ Rl-3. 
Either one or both the fluid densities (BWRN and 
BWRI) is zero or negative. 

(6) This error refers to READ Rl-7 through Rl-10. 
One or more of the viscosity values is entered 
as .zero or negative. 

Error numbers 7 through 9 refer to READ M-3. 
(7) HTG is not within the permissible range. 

HTG is less than 1 or greater than 3. 
(8) The entered value for KOUT is not permissible. 

KOUT is not equal to 0, 1 or 3. ) i/l 
(9) PRT exceeds permissible range of -1 to +2. 
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(11) This error refers to READ Rl-17 through Rl-19. 
One or wore of grid block sizes (DELX, DELY, 
DELZ) are zero or negative. 

(12) This error refers to aquifer properties for a 
homogeneous aquifer (READ P.l-20). 
One or more of KX, KY and K2 is negative or 
PHI is less than 0.001 or greater than 1.0 or 
S1NX or SINY is less than -1 or greater than +1. 

(13) This error refers to heterogeneous aquifer data, 
READ Rl-21, 
I is greater than NX or 
J is less than 1 or greater than NY or 
K is less than 1 or greater than NZ or 
KX or KY or KZ is negative or 
PHI is less than 0.001 or greater than 1.0. 

(14) This error refers to READ Rl-22. 
The first grid block center (Rl) is less than 
or equal to the well radius (RWW) or Rl is 
greater than or equal to the aquifer boundary 
radius (RE). 

(15) This error refers to READ Rl-23. 
The layer thickness (DELZ) is less than or 
equal to zero or 
KYY or X2Z is negative or 
porosity (POROS) is less than 0.001 or greater 
than 1.0. 

(16) This error refers to READ Rl-24 and Rl-25. 
The sum of NXR's is greater than NX or 
one or more of RER's is greater than RE. 

(17) This error refers to aquifer description modi
fications, READ Rl-26. 
One or more of II, 12, Jl, J2, Kl, K2 are out 
of permissible ranges 1-NX, 1-NY and 
1-NZ respectively, or 
II is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than X2. 

(18) This error refers to READ Rl-27 and Rl-28. 
IAQ is greater than 3 or 
one or more of II, 12, Jl, J2, Kl, K2 are 
out of permissible ranges 1-KX, 1-UY and 
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1-NZ respectively, or 
II is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than K2. 

(19) The number of aquifer influence blocks (NA3L) 
are greater than NABLMX specified in R2AD M-3. 

(21) This error refers to READ 1-2. 
One or more of 11, 12, Jl, J2, Kl, K2 are out 
of permissible ranges 1-NX, 1-NY and 1-NZ 
respectively, or 
11 is greater than 12 or 
Jl is greater than J2 or 
Kl is greater than K2 or 
CINIT is negative. 

(23) Some grid block pore volume is non-zero and 
sum of transmissibilities is zero. 

(24) Some grid block pore volume is negative. 
(25) This error refers to READ R2~4. 

Total number of wells (NWT) is less than 1 or 
exceeds dimension limit NWMAX. 

(26) This error refers to READ R2-6. 
Well number I is less than 1 or greater 
than NWT. 

Error numbers 27 through 39 refer to READ R2-7. 
(27) Well location IIW, IJW is outside aquifer, i.e. 

IIW is less than 1 or greater than NX or 
IJW is less than 1 or greater than NY. 

(28) The well perforations are outside the aquifer, 
i.e. IIC1 or IIC2 is out of the range 1-NZ or 
IIC1 is greater than IIC2 or 
the top block of the completion interval (k=IICl) 
is a zero pore volume block. 

(30) The entered value of IINDW1 is not permisfible. 
The permissible values are +1,±2 and ±3. 

(32) A well indsx of zero is permissible only if 
IIHDWl is equal to one. This error occurs 
if IINDW1 is not equal to one and WI is zero 
or negative. 

(33) IINDWl is ±3 and BHP is 0. The specified value 
of the bottom-hole pressure is a limiting value 
of the well pressure if IIDW1 is ±3. 
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(35) All completion layers of a well are in zero 
pore volume blocks. 

(37) One or mere of KHL values are negative. 
(38) All XHL values are zero for some well. At 

least one KHL value must be non-zero. 
(39) A well number 1 is negative or exceeds NWT. 
(40) This error refers to READ R2-2. 

METHOD is less than -2 or greater than +2 or 
WTFAC is greater than 1.0. 

Error numbers 41 and 42 refer to READ R2-9. 
(41) iMinimun number of outer iterations 

(MINITN") is less than 1 or 
MINIT.N' is greater than maximum number of outer 
iterations'(MAXITN). 

(42) Method cf solution is L2SOR (METHOD = ±2) and 
IMPG is less than or equal to zero. 

Error numbers 43 through 46 refer to READ R2-J0. 
(43) The time at which next set of recurrent data 

are to be entered (TCHG) is less than or equal 
to current TIME. 

(44) DT is zero for the first time step. Automatic 
time step control may not be initiated until 
at least the second time step. 

(45) DTMAX is less than DTMI1I. 
(45) The value entered for MAP is not permissible. 

All three digits must be either 0 or 1. 
Error numbers 47, 48 and 49 refer to READ R2-13, R2-14 
and R2-15, respectively. 
(47) IP2 is greater than NX or 

KP2 is greater than NZ or 
HTG is not equal to 3 and JP2 is 
greater than NY, 

(46) IT2 is greater than NX or 
KT2 is greater than NZ or 
HTG is not equal 3 and JT2 is ^ -
greater than NY. 
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(49) IK2 is greater than NX or 
KK2 is greater than NZ or 
HTG is not equal to 3 and JKZ is 
greater than NY. 

* 

2 4 I 
I 
! 
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SECTION 4 
EXAMPLE PROBLEM 

4.1 INTRODUCTION 
In this section an example problem utilizing the 

well disposal model is presented. The problem was formu
lated to illustrate some general features of the model 
and entering the data. The total number of grid blocks 
was taken as 50 and the method of solution was reduced 
band width direct solution. The total central processing 
time on a CDC 6600 computer was 13.7 seconds. We estimate 
that this run used 0.012 second central processing time 
per grid block per time step for the first iteration and 
0.005 second per grid block per time step for each subse
quent iteration. However, the concentration equation 
was not solved in this run; and if all three equations 
are solved, the central processing time required for 
the model is 0.015 second per grid block per time step for 
the first iteration and 0.006 second for each subsequent 
iteration. 

4.2 DESCRIPTION OF THE PROBLEM 
The problem consists of a single well disposal into 

an infinite aquifer. The injection fluid is the same 
as the resident fluid; and, therefore, there is no need 
to solve the concentration equation. The fluid being 
injected is at a lower temperature than the resident 
fluid. This fluid gains heat from the rock surrounding 
the wellbore and the bottom-hole temperature is higher 
than the surface temperature. The aquifer is at a depth 
of 4000 ft. and is 100 ft. thick and the porous medium 
is heterogeneous in the vertical direction. The total 
aquifer thickness is divided into five layers to describe 
the permeability and the porosity adequately. 

The injection well is located at the center of the 
aquifer, and an observation well is located at a distance 
of 625 feet from the injection well. Since it is a single 
well injection problem, it can be simulated in radial geometry. 
We define the numerical grid block system up to a radius of 
5000 feet, and divide this region into 10 radial blocks. 
The well radius is 4.5 inches and we take the center of the 
first grid block at a distance of two feet from the center. 
The drilling of the injection wellbore has caused damage in 
the aquifer and it is estimated that the horizontal and 
vertical permeabilities around the wellbore have been reduced 
by a factor of 50% up to a radius of approximately 10 feet. 
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The third grid block center is at 10.2 feet. Therefore, we 
can modify the first three transmissibilities in the x and z 
direction by a factor of 0.5. Since the transmissibilities 
are evaluated at the grid block boundaries, the third trans-
missibility value represents a composite value between the 
second and the third grid block centers. The fluid is 
injected at the rate of 10,000 ft /day for two days and then 
the well is shut off. The pressures and temperatures in the 
two wells are observed for a total period of five days. 

Since we are simulating injection into an infinite 
aquifer, we select Carter-Tracy aquifer influence functions 
for an infinite aquifer at the periphery of our grid block 
system. 

The fluid and rock properties and the well data will 
be described in the data input cards. The output will be 
discussed in Section 4.4. 

^I> 



4.3 EXAMPLE PROBLEM DATA INPUT FORMS 

In this section, the preparation of input data form- will be illustrated 
for the example problem. The user is referred to Section 3.2 for the meanings 
of the variables. 

READ M-l (20A4/20A4) 
TST 

A * i * , 
JlUSit^i. iTiflgiTi lE 

liAAiflj&^g. if.: 
aJti_ggjX;Wig,tiet_ 

Trrrnp 
giQi6it-,gi<. I - . , J 
tne,t..x, ji.A),r.g,c[r,r,o,V, S,V7-,p. 

o_. • , I 
F.t.i.1 .Oil,s.P.o.s ^n., iM,ojD,e,i., ,* 

A.M tT,/i>JfiTiV,T,-r)g, .A./j .tfrr.f.g.g, 
» I * I J t I L_ 

READ M-2 ( 8 1 5 ) 

Ticxnrr 
i i i i ! 

1SURP iTPDTfiT" 
J I _ J i i i i u 

_ i _ ± $ 

i M n i j n r 
_ l _ l I L*?L—1 I I 1J 

W i t ' I 'Kt'tCr 

NCALL = - 2 

ISURF = 1 

Solve only pressure and temperature equations. 

Wellbore calculations are to be performed. 

READ M-3 ( 7 1 5 ) 

T O T —r-rtr?—i—uz~ ?—nrc~r 
• i i i_i—i—j—i—i—J—i—i—i—t—J - j - j - ~KOUT~ 

_t l l i.-
. i J t i . 

NABLMX J METHOD 
_i i i i | i ~ ) I — 

HTG = 3 Radial geometry. 

KOUT = 1 All program output except initial arrays is activated. 



PRT = 2 Print output maps as vertical sections (x-z) 

Since RSTWR is 0, we proceed to READ Rl-1. 

READ Rl-1 (5E10.0) 

"cc—n 
• i • ; • • i . .P.O,Q,»lp>3. , • 

~CBT 
i i i. 
•0,p,Oi6 fl.4, t. 

^-trftr~! 1—CPW—r 
.,0,0,0,21 i i . . Ui . I 0 I O I ^ . , I I_I_I_.1.^I&I 

CPR 
_1 I 1—1- 1 - - 1 _ 1 _ 

- U - l _ l - l _ l I 

READ R l - 2 ( 7 E 1 0 . 0 ) 

—DKTJT J-^. 
.L£L 

UKTY , , , , 
2*C\ *i ' * i I i i \3\&i 11 . L_.l—l I — u 

^ z a < - CONTT" JffiFHLj 
_ L _ I I I J , 

_J,tigi Pi • 
I I- ' ' I — I L _ l 

AtPHT -

t .O,., . 
W E T ^ T 

_ l _ . l _ l _ l : L _ l l _ 

• _l t . l - A ^ t i I i i 

CONV = 0 The thermal conductivities are entered in Btu/ft-day-°F. 

READ R l - 3 ( 4 E 1 0 . 0 ) 

_ l I 1 1 [_ , L—I l 

M £ i l i U x . i . Jai luJ i 
B U R N i 

- L _ ' _ J — 1 _ 1-1 L_l L_f I I i I 
-i_jia.- . i^ii . i_ 

-1 I L 1 i 1_J_J L -

READ R l - 4 ( 1 5 ) 

tf NOUT 
J—J—i—i i i . i 

NOUT = 0 No wellbore calculation output is activated. 

^ 



READ Rl-5 (3E10.0) 
r^BASE ; 1 DEIJ'W r 

|—J—i i - i - i r- i i i P J J i i . i 
i-L-iliSl.l i i j.i .1 J lii-Tft.. 
DELPW = 250 psi 

TDTS " ' • • 
i i J t i i i 

Since the wellbore is 4,000 ft. deep, and the fluid density 
is 70.51, the total gravity head at 4,000 ft. depth is 
approximately 1960 psi. Therefore, the wellbore calculations 
will be performed over 8 increments. 

READ Rl-6 (415) 
HTVI~ NCV i 

• i i i ? _j i i_ NDT 
_,£. -̂̂ o tO 

NTVR = 0 

NDT = 2 

The fluid viscosity is available at only one temperature. 

The initial temperature in the aquifer and the overburden-
underburden blocks will be obtained by linear interpolation 
between the two data points. 

READ Rl-7 (4E10.0) 

•i.3.q..:gj jaaa-J-L-i-x-iJ-isa-
_ 1 _ J 1 L_ 

VISIR 
-J_! L_J. 

Since MCV, NTVR and NTVl are zero, we proceed to READ Rl—11, 

READ Rl-11 (2F10.0) 

._AJL 
J,7X-



READ R l - 1 2 ( 2 X 5 ) 

I HZDTT • N2UB 

I 1 ! 1 — I - i 

READ R l - 1 3 ( 4 E 1 0 . 0 ) 

I KOH~!"l r_PO_~ 
I—1 i : i }_: ! i I I I I I ; .a,*,- **!'! 

______ 
•x<, . , 

.qppq 
• * g — 

READ R l - 1 4 ( 7 E 1 0 . 0 ) 
! , .DzgBjqpT.K -

<3-Q-- I I 
J _ W ! 1 , 
_J._»l_._ ..S__i_ 

_ ) l — 4 — l L -

READ R l - 1 5 ( 7 E 1 0 . 0 ) 

.pzygft), ,K, 
________LL_-

* .wp»r-. _______ 
1 I I L_j I I I L_ 
iKIOI * | 

READ R l - 1 6 ( 4 E 1 0 . 0 ) 
TO ! 

- J — 1 — _ i _ - i _ l F___.L, 
._*|̂ l!___Oi__>_-_L_.U !_ _.___AO|. - i . 

I - i . I . 

L . . 1 . . 1 . . _ _ . _ _ _ _ . . ! _ ] 

^ S i n c e HTG = 3 , we p r o c e e d t o READ R l - 2 2 . 

_ 
READ R l - 2 2 ( 4 E 1 0 . 0 ) 

m*TW|..L.. i . 
____\«_5._ _.. __.__. 

, ^ , , i , , , , , ,R"VM , , , , ^ , , i , , , , _j_E5_.ui._i_ i _ L j _ w ? . ; , , , , 
,n. .3,7 iS; , , , • « l * > ^ » 1 1 1 r,f,o,o,o! ,4,0,0,0:., , , , 

http://_j_E5_.ui._i_


READ Rl-23 (5E1Q.0) 
t DELZCK), , KYV<K^,, KZZfK . ) , PORJSCK^^ C P R 1 ( K ) , 1 K = 1 , N ? , 

i -* ,0, . , | | . . . A - i ^ l . , i<?,. , i .2j , . . . ..A?,?: , , , , 
L-Lfl-J M . I . . ^ .A fH i . . ,0...0,9-7. . , . i. . M . 7 i , , , , _ i £ i i i _ i _ J ^_j 
,Z>4, . M ' I : ,«9..,3,3/0, , i a . . / . j j . . , . ^-U-tZJ>l2LjL 1_L_-1_. ,4., , 1 , 
A f l . . M , , , . « . , • « { « , . ,0,. ,.*,£.; , . , . ,..J.«,?i , . , a j _ ,#., , ! , 
,3,0,. , j i , , , ..AM<V?IS.. , ,O,.,0,3\3, , , , . i - r d f ^ . r . _i_ i \0\' U I .' 1 

CPR1 = 0 The rock heat, capacity in all the layers is 28 Btu/ft-day-°F. 

READ Kl-24 (515) 

. . . . & ' . . • I • • • I I 1 1 _ 1 i l l . -1 L 

NXR(l) = 0 The grid block system will be divided into NX(=10) radial blocks 
on an equal Alogr basis. 

Since HXR{1) is zero, we skip READ Rl-25. 

READ Rl-26 (LIST 1-615, List 2-6E10.0) 

. tt ,.j H , -^zr , -72, , . H • i , > ? ; 
-i r^, . | > i | ,-ipr, | i F ^ 2 . i J i . . , jfpy. i , . , , . H r f U ^ ; PW>Q ? , 
. . . . i | . . . ,3 ̂ ^A- U L U i l , 

j .. ^ , i , • . J....Q ! I I I . ,0,. fS", i , , , , 0,.,,,! &i* i i i i i 

!.. . . fil i 1 1 P . i .1,-1. .] i _ 1 1 1 l _ I ! . j 1 1 1 1 .] i 1 i 1 i i I . . I _ . . i i i i 1 1 1 . ! 
i 

• ' i i • i i i 



HEAD R l - 2 7 ( 2 1 5 ) 

1 , IAB ~r["~pyi.'Afl 
i • • • i 3 U • • -o l 

XAQ = 3 The Carter-Tracy aquifer influence function representation will 
be used. 

Since IAQ is 3, we omit READ Rl-28. 

READ Rl-2 9 (315) 
qcAi,c. i j m ?*,?m i 

. i i i ,1 i • i i 1 0 , , . ,a 
NCALC = 1 The aquifer influence function coefficients will be calculated ro 

by the program and assigned to each edge block in each areal 
plane. 

NPT = 0 The program will select Hurst Van Everdingen infinite aquifer 
solution internally. 

Since NCALC is not equal to zero, we omit READ Rl-30. 

READ Rl-31 (4E10.0) 
"KIT j j PHIH | BAn : Tfl^Tfl^ { . 

i i i , * , . . 2 i 8 ! , , . J,6>.,lil, , , , tS-aCG., . , , ,3,6.0..i , . , . 



KH = 29.28 

PHIH = 10.11 

Summation of trans.-nissivity x thickness of all five layers in the 
edge blocks = 20;c0.36+10x0.291+20x0.33+20x0.48+30x0.099 = 29.28. 

Sum of porosity x thickness = 20x0.099+10x0.097+20x0.107+20x0.107 
+30x0.096 = 10.11. 

Since NPT is equal to zero, we omit READ Rl-32. 

READ Rl-33 (615) 
=, ; i , , rr T 2 , , , J * , , -72, , 1 , n , , * 2 i 

i , , . X>\ l 1 1 1 1 1 1 1 1 J 1 * f i i i i 1 1 1 1 

READ 1-1 (215) 
r rgore j ( T^A? 

JL 
Since XCOMP and INAT are zero, we skip READ 1-2 and T-3. 

READ R2-1 (715) 
T¥D,q, 
, , , ,_ 

INDQ = 1 

ITHRU = 0 

INDT 

<u 

i—i—i—iZJ—j—i—i _L-;—i—J— i— JL 
.iIHfflL 
.i_i_a.il 

_9___.|._i ipifT, ,I,KP-i j 

Read well rates on one card. 

The run is to continue. 

Do not read iteration data. The default values will be used. 

http://i_i_a.il


HEAD .̂? - .IG,F10.0) 

,li i • •£• 15" 
j_i 

METHOD = 1 Direct solution. Backward difference approximations in time. 

WTFAC = 0.5 Central difference approximation in space. 

READ R2-3 (I5.4P10.0) 
^1,0, j j TQLjC 

_J I l^j j 1 I * \ 1 
I I 1 I ran*, • | »W»i*. 

_J I I—: 1_L Au 
i i i i I P?S, , 

& • i x»-iflfil; i i l 

READ R2-4 (IS) 
NHT 

l i t ' i t I -Xi 

READ R2-5 (7E10.0) 
1 t i i i " r i i i — ' i i i i ; i ; 

\ ,-,1,0,0/V-O,., • I ,0,., , I i . 
Q(l) = -10,000 Negative rate represents injection. 

Since INDQ is equal to one, we skip READ R2-6, 



REAP R 2 - 7 ( L I S T 1 - 6 I 5 , L I S T 2 a n d 4 - 7 E 1 0 . 0 , L.T 
}.. . . 

ST 3 - 8 E 1 0 . 0 ) 

; I ; • I IW 

^iaji,(K)r K,= : 
. • . 1 ' ; 7 - ^ - J j - l - . - - J 

EFT;::. 

i Oi. i i •• 

TTNDW1 
i l : l 

i i . . . : 

- j . i _ ,i _ i _ 

- ^ - J j - l - . - - J 

EFT;::. 

i Oi. i i •• 

_l_- i . J _ l 

. . .A-* - ; | . • . • ' • * • ' • * 

, , , - , i 

//.Ae.flj.j , . • - L * - L * l * l t _ J _ l l_.L_ 

..,z,^r j [ , , , 
- L * - L * l * l t _ J _ l l_.L_ 

. . , ,£ 1 , , , 1 1 1 1 1 1 1 1 _̂ _̂i_ 

- 1 1 - 1. 

Q^. I L . 4 I 

. f i i - i _ u 1-^a i_ L- L 

•*-!•/ 1*C. L-J I I L-. 

- J _ i _ 

_ 1 _ i . L . l -1 I I L_ l „ 

fTPW J . I - ' 

— I--J ! . ^ L . l I. . . . 

-l_J_ I .J_J L.J-. 

L- L. L. 1 - L _JL_1 1. _ 1 _ 

XJ±h?-\ | L u V- I— 

J . • i • , , . 

i - i _ i . - i , i ~; _.; 

apcjnjv 

Z^i3. JXI±JJLX i ' i 

. j i i , A f . i 

- l . - I -J P-

& -

vqor*'.. 

-:- L. . . . J _ L _ I „ 

' f f l ^ _J.J..^- !_J 

, 1- J - . t L . . . . J „ 1 _ J i _ 

( _i l_ J . . I . i _ . .1 

.1 J _L_ 

. . £ \ i - * i - . ] ; _ J _ : , i „ r . f r c i 1 I—L_ 

I - - t - . J t__! 1_ 

-1— i—l 1 L _ i _ 

READ R 2 - 8 ( 7 E 1 0 . O ) 

I—I—I . t-. 

J—I—I—I—, 

Since INDT is equal to zero, we omit READ R2-9. 

REAP R2-10 (7E10.0) 

10..! 
I I 1 . 1 

I V . I 1 . 

.1 I 1 _ L . 

I I * 1 , , i . ! .<?,..! l ! l.l.i . ] it?... I 



TCHG = 0.02 We intend to use automatic time step feature after the first two time 

steps. .At TIME = 0.02, the program will read the recurrent data again. 

DT = 0 . 0 1 A small time step has been selected to atart the simulation. 

READ R2-11 (915) IOi i ; 102 
- J — 1 — I 1 - : • i : .... . .PI i • , .6 

T03 
__!_, .1 

"T03 
a—i—i_-t-

& . i._i _ i_-JE 
—res -nsTwrr 
i I<2LAZI_I-J_X_/ 

"HSP TRDDT" 
-J—l.-J—l_:--J_t_l_ 
1-lOldlg! .U_1_I_.L^ 

~K3HT 
_ L _ 1 . I _ 1 _ 

101 = 0 

102 = 0 

103 = 0 

104 = -1 

108 = 001 

Time step summary will be printed out at the end of each time step. 

Well summary will be printed out at the end of each time step. 

Lists of grid block values of the dependent variables will be printed 
out at the end of each time step. 

We do not desire printing of injection rate for each layer. 

Since we are not simulating the solution of concentration equation, there 
is no need to print the concentration values in every grid block. 

The first set of recurrent data has been entered. Now we enter the data at 
TIME = TCHG = 0.02 day. The recurrent data starts from READ R2-1. We will keep 
the injection rate and the well data the same as before, but will activate the 
automatic time step feature. 



READ R 2 - 1 ( 7 1 5 ) 

ffffLjirqqgi.. iEPw^lJKst, 
-J u i*" ' i • .O, _it';.j_ i_j_j .<a. • i , , o 

All the values are zero because we do not desire to alter any recurrent data. 
The next READ to be entered is R2-10. 

READ R2-10 (7E10.0) 
•'"pg. i ; • • • " ] • w • ! • • • • I w y L r L-LZJ" [ " p ^ g - L j ^ x ^ ^ t o ^ : 

The time step is evaluated based upon the maximum values of pressure, temperature 
and concentration changes over the previous time step. 

DPMX = 50 The maximum pressure change during a time step is permitted to be 50 psi. 

DTPMX = 5 The maximum temperature change during a step is permitted to be 5 ° F . 

DTMAX = 0.5 We desire to limit the maximum value of the time step as 0.5 day. 

DTMIN = 0.05 We limit the minimum value of the time step as 0.05 day. 

READ R 2 - 1 1 ( 9 1 5 ) 

E "^M'TT0,2, Liei^-U^ 
• . • .QM i , ,o i i i <6< i i i i l 

jigs, , iRST^rt, i£L,._u I yyr 
j _ i f i f l 2 L j _ i . i i 0 • •Oi^Qj . i i >Q 

rarer, j 



At two d a y s , we s h u t t h e w e l l o f f ; t h e r e f o r e , we must a l t e r t h e w a l l r a t e d a t a . 
To d o t h a t , we must e n t e r INDQ = 1 or 2 i n READ R2—1. 

READ R2-1 (715 ) 
INDQ [ I : IMpj, IMETH ! rniRU 

t i l l ' T i l l 

TPROO IOflPT 
_i i—i i 

~INDT 
_i i i I -

_ i_ i_ i SL ! . i i 0 

READ R2-4 (15 ) 
• i <0\ , i , i|gL,i_i_i_jgL_x i i \Q _ i _ » * 

- j — i i — L _ ; 

• i . . i j 

£-* S i n c e rNDQ i s e n t e r e d a s 2, we m u s t e n t e r t h e a l t e r e d w e l l r a t e s b y READ R 2 - 6 . 

READ R2-6 ( I 5 , E 1 0 . 0 ) 

,i_iJ2wt:i<i«.,...-J 
.a., I , i . t . . . ! 

READ R 2 - 1 0 (7ExO.O) 

' • _ l I L • — l 1 1 1 — 1 ~ , 1 J 1— 

i > | g i 3 - i • i i i i • f t * ' • j i i i lasLix^.^ • A . , i i jgagu.,,,, p m I j A -
pg-ra | . . . . 
_l f l i i_ l_ 

S i n c e t h e w e l l r a t e s h a v e b e e n a l t e r e d , we w i l l a c t i v a t e t h e a u t o m a t i c t i m e s t e p 
f e a t u r e a f t e r two s m a l l t i m e s t e p s h a v e b e e n t a k e n . 

READ R 2 - 1 1 <9I5) 
IQ1, , ! | J 0 2 I , IQ3,"T ,1,0,1 , I jpq", j RS.TVJR I , frlAP, \ gquy , 1 .MpAT j 

. -L • • .01! i i iQ| . i . |0| i . i - i l | . .0,fll; , , , , 0 . .aaoi , , , , d ; , , <?| 



READ R 2 - 1 ( 7 1 5 ) 

I • ' ' • ; i i 1 - 1 _ 

• , , />: ; , • ,0 

T M H t t t "! T1TO5D—I-TPIOT1 ;~roTT ' | TCNDT 
X - J _ J - _ L . r - ! - L - l _ L -

READ R 2 - 1 0 ( 7 E 1 0 . 0 ) 

. 1_ 1. J : ; j i I i - j J . I i 1 . 

.**& i i • • 3 3 ® X . _ L 1 _ L J _ I - oZ*®L_ 
LUii^rtEl ^ 

, 1 — 1 — 1 . 1 

- 1 - 1 1 I 

READ R 2 - 1 1 ( 9 1 5 ) 
| . 1 0 1 , i j • I Q 2 | , SQ3, j , i p g , I , -tQ8, 

i i i.itfj.i .5i£.oLi J._J_IOI _i_.i_ j-t£» 

READ R 2 - 1 ( 7 1 5 ) 

^559i_Ui2©Ei 
, | , ,0j • I I ,Q 

J S S S L L H S L 
I , < * , , 

J?Z?S. .J9PL. 
_i i i — i i 

j — 1 _ L a 
INPT 

ITHRU = 1 We desire the run to terminate at TIME = 5 days. 

Since we entered NPLP as 1, we must now enter the plotting data. Since the 
plots are desired for the current run (NPLP is greater than zero), we skip 
READ P-l. 

The total number of wells is two. Therefore, we should read two sets of 
plotting data (P-2 through P-4). 



READ P - 2 ( I S , 5X, 10A4) 

KW ] i i ' u _ _! i l l ; _ l i—L J—1 i . 

READ T - 3 ( 7 F 1 0 . 0 ) 

•1MN , W , ! . . , , , o p , , I , , i • , 1 ? * * * j , , , , , W , ! . , , , P £ W , ! , . , , ?sro , ; . 
_ > _ N , ! ! . . . •JVMK i i . , . . —sift . i , , , , l 

A., , j ______ 
TJT!. , : : , , , y i * ^ . i i i i i I V I 11 i ' i i i i i A . i i ; i i i i A . i i i i • . i * ? i . i i ' i i i i ; < 1 1 : i 1 i 1 

BEAD P - 4 ( 6 F 1 0 . 0 ) 

__.i i,. r pw , ; , ___£. i • i I . y q s 
j i I_J 1 1 . i _ i _ 

i | i i • • <v^fli , I I I I i T p g i j i i i i i Q Q C i i i i 
L_ ; i i i i l . I . 1 . 1 i i i i 1 i i i i ' i i i i i i i i i i > 

READ P - 2 ( 1 5 , 5X, 10A4) 

W M I 
__-

, ff. j . . . • 
|F_rfiM__E JPBQBIEM,: -i (nwram/nrn-nMi vtet.Ti , , j i • , , • • i i i i i i 

READ P - 3 ( 7 F 1 0 . 0 ) 
i~)", . LI-_-i-_-. 

T Y M i • i I i i '-
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___L__i 
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j _ _ _ _ i _ j . - i . i —I— J-

D\ • i < i i . 1 . 1 . 1 

_3f$L 
TSMX i i i i 

. .___„_.j . ._____. . 
JMU—i—i—i i i-

__ ._ !_ -* [ . -_ J - I - I -
. l_/ l i 1..1 _ : _J . L—L_ 1. 

______ £&&. 
i rwxt | ' ' ' ' I ' j - - 1 — • 

READ P - 4 ( 6 F 1 0 . 0 ) 
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Since we do not have any observed data available, we have entered TOX as -1. for 
both the wells. At 5 days, both the wells are acting as observation wells; and therefore, 
only bottom-hole quantities are plotted. There is no need to enter the ranges of the 
surface pressure and temperature. 



•} . 4 OUTPUT 

The output consists of six parts: 

(1) Time step summary. 

(2) Well summary. 

(3) Grid block values of the dependent variables. 

(4) Production or injection rate for each layer in which a well is completed. 

(5> Contour maps. 

(6) Dependent variables plots. 

The printing of the firBt four outputs is controlled by 101, 102, 103 and 104. 
Since we entered KOUT, 101, 102 and 103 as zero, we obtain the first three outputs at 
every time step. The three equations solved by the model are the differential balances 
on total fluid, contaminant and energy. The program calculates the cumulative integral 
balances over the complete aquifer up to the current time step. The different quantities 
calculated to evaluate the integral balances are printed in the summary. Also, the 
maximum pressure, concentration and temperature changes in a grid block, and the 
average pressure calculated at the datum depth (HDEPTH) are printed. The time step 
summary at the end of the first time step is shown in Figure 4a. 

^ 



FIGURE 4a - Hell Summary at the end of the first time step 

T[M£ = .0 n/lYS ITIMF = 
TOTHP = n. MM LP*' 
TOTwI = 7.101^-03 MH Lfl» 
TVTP = 1.'5*)l3F*Ott MM LBM 

IJMMAX f 1, 1, 1) = 150..7 
CUM WATF.P INFLUX = )»11HE>07 "M.LRH 
CH" COMP. INFLUX = 0. MH.L3M 

1 ITNS = ;> MHW = 1.0000 
TOTCP = n. MM LBM 
TOTCI = 0, MM LPM 
TCIP = O. MM LPM 
PAVG = 19S0, PSI« 

DrMaxriT). r . ^ =s u .onon HTFMPMAX( T« l . «> ±-
CUM HFflT I N F l . l M = 1 . P 7 0 F - 0 5 MMRTU 

MHCOMP = 1 . 0 0 0 0 HF/JTBL = 1 . 0 0 0 0 
T O T H P = O HHBTU 
TOTHI = 3 . 9 9 B E - 0 ] MMpTU 
T H I P = 6.?X>BE*VF, MMPTII 

HFAT LO«lS = 2 . 0 2 2 E - 0 ? MMBTU 
6.3S 

where TIME Current time (0.01 day for the current tun) 

ITIME " Number of tine steps 

ITHS = Number of outer iterations in ITER 

MBW " Material balance on water. This is the integral balance on the 
mass of aquifer fluid t-

v 
= Fluid In aquifer at fche current time+Fluid produced-Initlal fluid in aquifer 

Fluid injected + Fluid influx across the aquifer boundaries 

MBCOMP = Material balance on component. It is calculated in a similar 
manner as MBW. 

HEATBL = Heat balance. It is also calculated in a similar manner as MBW 
and MBCOMP (includes heat loss). 

TOTWP 
TOTCP 

Us 

Total water, component and heat produced up to the current 
time. These quantities are printed in m.lbm, m.lbm and m.btu. 



TOTHP respectively. You should multiply them by 10 to obtain Ibm. or 
btu figures. 

TOTWI 
TOTCI 
TOTHI 

Total water, component and heat injected. These quantities 
are also printed in m.lbm, m.lbm and m.btu, respectively. 

PAVG = The pore volume weighted average pressure calculated 
at the datum depth. The grid block pressures are adjusted 
by p gh to obtain the pressure at datum, where o is the 
resident fluid density at PINIT and TO, and h is the depth 
measured from the grid block depth to the datum. 

HEAT LOSS = Cumulative heat loss to the impermeable strata above and below 
the aquifer, m.btu. 

DPMAX = Maximum grid block pressure change over the time step, psi. The 
numbers in parenthesis are the grid block indices (I, J and K) 
in which the maximum pressure change occurred. 

DCMAX = Maximum concentration and temperature changes respectively 
DTEMPMAX in any grid block over the time step. 

CUM WATER INFLUX = 
CUM COMP. INFLUX 
CUM HEAT INFLUX 

Cumulative water, component and heat influx respectively 
through the peripheral boundaries. If the aquifer influence 
functions are taken as zero, these quantities are always 
zero. A negative value represents efflux. 



I'IGURH 4 b - W e l l summary f o r t h e c u r r e n t r u n a t Time = 0 . 0 1 d a y 

THE TIME t s . 0 1 0 P A Y S 

U F L L i n c t i m u 
piromiLi I U N P A I L S 

WATER HEAT COMP 
—crmuciTTvi- wH'imnrnc 

WATER HFAT COHP 
nWuUTTTVr " INJEUTTDN— 

UATEP HEAT COMP 
Tiff in- FLVR"_Fl-WG HH HH— 

HLOCK RHP WHOP TEMP TEMP 
m 1— J—"* L-B/UAT-- — w n j / n i r * CW7UKT— L H H HTO LHM LHH MIIJ — —CBH W i S S 0 5 T < - PS I A Otj^T— UB.F 
1 fc 1 I - s 
? H i 1 - •: 

- T . | 0 E » W 
0 . 

- fc .0UE*U7 
D. 

- u.t iuuii 
o .oooo 

11. 
n . 

U. 
0 . 0 . 

/ . l l ) f + UJ fi."U0E»Ub U. P I O I . ?IB«5. 
0 , 0 . 0 . 1 4 S 0 . 19S0. a . 1 4 0 . 

• 7 5 . 
0 . 

T O T » L < - ppnn o . 0 . 0 . 0 . 0 . 0 . 

a . 1 4 0 . 

The printout of the well summary is self-explanatory. A few parameters need soma 
clarification. The production and injection rates are printed in the same column 
where the injection rates are denoted by a minus sign. The component injection or 
production rate for well is not printed, but instead concentration of the component 
in the production or injection stream is printed. The total injection and production 
rates are printed separately, and the total rates of production or injection of the 
component are also printed. The cumulative production and injection rates aro 
printed for each well. 

^ 

U 



The well temperatures and pressures are printed explicitly (at the end of the 
previous time step) or implicitly (at the current time) depending upon whether 
the well rate was specified explicitly or implicitly. These quantities for an 
observation well are always printed at the current *- ime Since we entered 
1INDW1 = —2 (implicit specification), these values are printed at the current 
time. The quantities printed on the output are as follows: 

GRID = Grid block pressure in psi. This grid block represents the 
BLOCK uppermost layer in which a well is open. In our case, the 
PRESS well is open in layers 1 through 5. Therefore, this pressure 

is the grid block pressure in block (1,1,1). 

FLWG 
BHP 

= Plowing bottoin-hole pressure, psi. 

FIAJG = Plowing wellhead pressure, psi. 
WHDP 

u-\ M BH = Bottom-hole temperature, °F. 
TEMP 

WII 
TEMP 

= Wellhead temperature, °F. 

For an observation well and for the other wells if the wellbore calculations are 
not performed, the wellhead pressure and temperature are not printed. 



The third part of the output consists of listings of the grid block values. 
Since we specified PRT as 2 (READ M-3), the listings are printed as vertical 
sections. The pressure listings s.t 5 days are shown in Figure 4c. 

FIGURE 4 c 
PRESSURE *T FLrv iT lON H (PSJA! 

i<JS4. f f 
» ? J *. 'S 

T"»56TT 
r H 

i<JS4. f f 

10 
1 19Sfc» l I S S f c . l 

196S.«» 1<JA5!<> 
T"»56TT 

1 0 6 5 . " » 1 9 f . f i . 7 
i<JS4. f f 

u I O d O . 6 1 9 B 0 . f i 1 9 B 0 . 6 i s * / i t . a 

— T W I N 
P ' l U . H 

t m t r ; i , — 
i v r u . a I ' Jb 'J .S 

1<5H">.1 
1 9 B 0 . f i 1 9 B 0 . 6 i s * / i t . a 

— T W I N 
P ' l U . H 

t m t r ; i , — 
i v r u . a I ' Jb 'J .S 

1<5H">.1 1 9 8 4 . 8 

The numbers at the top are the "I" values of the grid blocks, and the column at the left 
are "K" values of the grid blocks. The listings for the pressure at datum, temperature 
and concentration are similar and need no explanation. 

The pressure plots for the run are shown in Figures 5 through 8. The plots 
are very useful in well tests and history matching runs. 

A.. 

http://19f.fi
http://19B0.fi
http://19B0.fi
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Figure 5 - Line Printer Plot of the Bottom-hole Pressure in the 
Injection Well for the Example Problem 
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Pigure 6 - Line Printer Plot of the Bottom-hole Pressure in the 
Observation Well for the Example Problem 

http://nrair.tr


5.1 
SECTION 5 

NOMENCLATURE 

a,b = Aquifer influence function coefficients (Eq. 2-8) 
a,,a,,a = Partial derivatives of density with respect 

1 to pressure, temperature and concentration, 
respectively. 

A = Area to flow—either AxAy, AxA2 or AyAz. 
8 = Parameter in the viscosity model 
B = Parameter in the Carter-Tracy aquifer influx 

rate expression = 2iriZ4scTr^s. 
c = Compressibility 
C = Concentration, mass fraction 
C^ = Specific heat 
? 

D = Diffusion coefficient 
E = Dispersion coefficient 
et = Rate of influx across the peripheral boundaries 

of the aquifer. 
f = Friction factor for flow down well. 
? (z) - Transient heat conduction tine function for 

heat loss from the wellbore. 
5 = Acceleration due to gravity 
ĝ _ = Gravitational conversion factor 
h = Depth 
h = Heat transfer coefficient 
H = Enthalpy 
I = Injectivity for layer k 
J = Mechanical equivalent of heat 
k = Permeability 
K = Thermal conductivity 
:<t = k/u«c Tr2 
KHL = Allocation factor 

3 40 



5.2 

Distance between grid block centers 
Numbers of grid blocks in reservoir x , y, 
and z directions respectively. 
Pressure 
Terminal rats case influence function at 
dimensionless time t = K. t . D t n 
Prandtl number 
Heat transferred from wellbore to surrounding 
earth. 
Mass rate of production or injection of liquid 
for a grid block. 
Rate of heat loss from grid block 
Radial space coordinate 
Reynolds number 
Wellbore radius 
Inner tubing radius and outer casino radius, 
respectively. 
Fraction of a circle covered by reservoir-
aquifer circular boundary. 
Mass flow rate across a grid block boundary 
Time 
Temperature 
Superficial (Darcy) fluid velocity in the 
porous rock. 
Internal energy 
Overall heat transfer coefficient 
Grid block volume 
Pore volume 
Aquifer influence function coefficients for 
pot and steady-state, respectively. 

') 4 •'' Cumulative water influx at time t . / < n 
Work done by fluid in wellbore flow. 
Well index 



X a Cartesian space coordinate 

z at Elevation above a reference plane 

Subscripts: 

av SI Average over depth increment 

h a Time level t n 
0 St Reference level 

bh * Bottom-hole 

ob * Overburden 

R = Reck 

i,j,Jt s Grid block indices 

V a Liquid 

I.t =a longitudinal and tranaverse, respectively 

a,'A » Molecular properties in porous media and 
open channel, respectively 

Superscripts: 

n a Time level c n 

Greek: 

? a Porosity 

0 = Density 

u = Viscosity 
2 « Weighting factor 

Y = Thermal diffusivity of rock surrounding 
wellbore 

St * Time increment 

ix,iy,Aa • Grid block dimensions 
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APPENDIX A 
AQUIFER MODEL EQUATIONS 

The finite-difference aquifer model solves three 
coupled partial differential equations describing the 
behavior of a liquid phase injected into an aquifer system. 
The finite-difference equations solved by the model are 
developed in this appendix. 

Suppose x,y,z to be a Cartesian coordinate sy3tem 
and lot z(x,y,z) be the height of a point above a hori
zontal reference plane. Then the basic equation describ
ing single-phase flow in a porous media results from a 
combination of the continuity equation 

V-pu + q = - |^ (jp)* (A-l) 

£r,J Darcv's lav in thre'̂  dimensions. 

£(7p - pgVZ). (A-2) 

The result is the basic flow equation 

^(7p - pg7Z! - q = j^Up). (A-3) 

A material balance for the solute results in the solute 
cr concentration eauation 

V-{pC £ (Vp - pg?Z)) + 7»(pE!-?C- qC = j£ (p*C) . (A-4) 

The energy balance defined as [enthalpy in-enthalpy out * 
change in internal energy] is described by the energy 
equation 

y.f£iiH(7p - pgn)) +V.R.7T - q T - qC T 
u p (A-5) 

" ^[*PU + {1 - *){pCp)RT] 
^Detailed definitions of all terms are given in ths Nomenclature. 



A.2 

The systems of Equations (A-3), (A-4), and (A-^) along 
with the fluid property dependence on pressure, temperature, 
and concentration describe the reservoir flow due to 
injection of wastes into an aquifer. This is a nonlinear 
system of coupled partial differential equations which 
must he solved numerically using high speed digital 
computers. 

The finite-difference approximations for Equations 
(A-3), (A-4), and (A-5) are as follows: 

Basic Flow Eouation 

A[Ttf(Ap - ogAZ)] - q = j ~ - 6(*p) (A-6) 

Solute or Concentration Equation 

A[TtfC(Ap - pgAZ)] + AfTgAC) - Cq = ^<5(o*C) (A-7) 

Energy Equation 

A[TwH(Ap - pgAZ}] + td^V - q L - qC T 

~ &ICPV + (l-*)(pC )RT] 

with 
Ax ( TwV ) = Tw,i +l/2,j,k 'PlS,j.k " ptj,k J 

m / nn+l n+1 , 
" Vi-l/2,j,k <Pi,j,k " pi-l,j,k' 

and 

(A-8) 

where the difference operators are defined by 

A(T W Ap) = i x ( V x p ) + A y(T wA yp) + A z(T wA zp) (A-9) 

(A-10) 

6X = X n + 1 - X n- (A-U) 

J ^ 



A.3 

The terms 

T C = ̂  (a-12) 

T E = pfS. (A-14) 

have been introduced for notational convenience. Since all 
of the terms in Equations (A-12) through (A-14) are position 
dependent, a further expansion is illustrated as 

2AVjAzk k x 

Vi+1/2,j,k = (A X i + 4x i + 1) ^ i + l ^ ^ k ( A _ i 5 ) 

The constituent dispersion tensor, E, and the effec
tive heat conductivity tensor, K, in terms of the molecular 
properties as well as hydrodynamic dispersivity can be 
written as: 

E = $> au/* + D m (A-16) 

and 
K E $ (au/*)(pCJ„ + i< (A-17) 

p w m 
where the dispersivity factor, a, is either longitudinal 
or transverse for calculating the dispersivity in the 
direction oc flow or perpendicular to it. The dispersivity 
along the coordinate axes must be calculated from these 
expressions. 

For expanding the right-hand sides of Equations (A-6) 
through (A-8), we make the following assumptions: 

(1) * HQ [1 + cr(p-pQ)] (A-18) 

(2) U = U + C (T-T ) (A-19) 
\J }J \J 

IZ) The rock density and heat capacity are essentially 
constant and that the liquid density p is a t / 
V^neral function of pressure, temperature, and ,' V 'j 
concentration which can te expressed as: 
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«P(P,T,C) -jgj 6p + J$) «* + # ) 6C 
h T,C p,C p,T 

(A-20) 
The right-hand sides of the three equations are expanded 
in a consistent manner. As an example, we can illustrate 
using Equation (A-ll) that: 

Slab) * a n + 1 5b + br«Sa (A-21) 

is consistent or exact in the sense that it satisfied the 
identity 

6 fab) = (ab) n + 1 - (ab) n 

The three equations then become: 
d q i CniC • C32<ST + C33fip - AT w4p + q A + aji 

&q„ (A-22) 
"o ar 

C 2 1 i C + C 2 2 6 T + C 2 3 6 p = A H V P + i T c i T 

dqi dq 
• <*L + H i ^ i + ar fip) - H ( * o + ar 6 p ) 

C U «C + C 1 2 6T + C13<Sp = 6CTw Ap + ATgAC 

dq, dq 
+ C i ( ^ i + 3 p i i P ) " C ( q o + 3 T i p ) 

(A-23) 

(A-24) 

where the dynamic pressure p is defined as: 

p = p - pg2 (A-25) 

A partial list of the definitions of the coefficients c.. 
and residuals R. is as follows: 3 



A.5 

r _ , in..n 
C21 - -3* L 

C 2 2 = a 2 $ V + t n + 1 o n + 1 C p + (DC p) R(l-* n) 

C„ - ax*V + P n +V rU n " ̂ R W 
P.2 = q iH i - q QK n + AT wH nAp n + AT AT n 

where ̂  = || 

s 2 ST 

** a 3 = M 
Equations (A-22) through (A-24) are three equations 

with three ur.knowns. These equations are salved by the 
r.iiT.srical model after Gaussian elimination. 

An iterative procedure is used for the solution. 
One iteration consists of a solution of op, 5T and £C 
in that order. The values of the concentration and 
temperature used in the solution of 6p during the (l+l) s 

iteration are the concentration and temperature values 
available after i iterations. For the solution of the 
tenperature equation, the current pressure after U+l) 
is used along with concentration at 1. Finally, in tiiG 
concentration update, pressure and temperature values 
obtained after (2+1) iterations are used. 

As an illustration, the temperature equation in the 
final form (programmed) is shewn below. 

C' 6 T U 1 = -C-, 50 + A H H 1 T A p Z + 1 + A* A„AT l + 1 + q,-K. n a w r c ii 

I i d q i d q o 1 
+ i V c + Vi - %c + ar *Pci - sr 6 p C ] 

(A-26) 
r 

y/o 
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where 

6p = p - p 

C M 
C12 C21 

" 22 C 

<; 3 

r
 C13 C21 
2 3 Cll 

C24 
C21 

~ " C U 
and 

4H* + 1T An 1" 1 1 = AHnT Ap" + AH"? A5p £ + 1 

+ 4 ( c p ) w « l + 1 T w A p B + A(C p ) w «T U 1 T w A6p U 1 

(A-27) 

(A-28) 

(A-29) 

(A-30) 

(A-31) 

The pressure, temperature and concentration equations 
are solved for <5p*+1i 6Hi+1 and <5C Z + 1, respectively, by a 
reduced band width direct solution or a two line successive 
overrelaxation method. The convergence criterion is based 
upon the change in density over an iteration. If the solution 
has converged 

p n + 1 = p n + dp (A-32J 

and similarly for T n + 1 and C n + 1 . 



B.l 

APPENDIX B 
WELLBORE MODEL EQUATIONS 

If the user elects to specify surface conditions 
instead of bottom-hole values, the pressure and tempera
ture changes in the wellbore must be computed. This 
is done by solving the equation of energy (total) and 
the equation of mechanical energy simultaneously over 
the wellbore depth. The energy balance over a depth, 
A2, can be written as: 

AW ... , gAZ , wdw ... f IT, i\ 
AH + 2—- + —- = AQ =-. (B-l) 

'c 'c 
Assuming steady-state incompressibjP flow, Eg. (B-l) 
becomes: 

AK + 2£| = AQ (3-2) 

The heat lost to the surroundings over a depth, 
AZ, is lost through two series resistances. These include 
(1) heat lost from the fluid to the outside casing wall, 
ar.c (2) heat lost from the casing wall temperature into 
J...e surrounding formation. The overall heat loss can be 
expressed as: 

2TTR.U AZ(T - TJ 

In Equation (3-3) the heat lost into the surrounding 
rock is represented by the function ?(t). It can be 
derived assuming the wellbore is a ccnstant heat flux 
line source. This overall derivation was first given 
by Ramey". The resulting expression for F(t) is as 
follows: 

- 0.290 (B-4) 
2 yt 

The actual expression involves the exponential integral 
function for which Equation (B-4) is simply an excsllent 
approximation for times greater than a fraction of one 
day. 
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The coefficient U in Equation (B-3) is a combination 
of the overall heat transfer coefficient for the wellbore 
and the conductivity of the rock. It can be expressed as: 

1 1 Rl 
u ~ = wm+ r t3~5) 

c 
For very short times (determined by F(t) in Equation 
(B-4) <0), the function F(t) is taken as zero. This is 
equivalent to assuming that the outside casing wall 
temperature remains at the geothermal gradient until 
the time is sufficiently large to cause F(t) = 0 . Then 
each wellbore increment losses heat as a constant flux 
source. 

Since enthalpy is a function of temperature and 
pressure, the equation of mechanical energy must be 
simultaneously solved to calculate the change in pressure 
over AZ. The change in pressure is the sum of the change 
in the gravity heat and the frictional pressure drop: 

• ? c *9?T 
where D = density of the fluid, and f = friction factor 
for the flow down the well. 

The friction factor is a function of Reynolds number 
and surface roughness. The enthalpy of the fluid is a 
function of both temperature and pressure: 

H * H(p,T) (B-7) 
The enthalpy of an arbitrary injection fluid is assumed 
to be proportional to the enthalpy of pure water at the 
same pressure and temperature according to the following 
relation: 

H = C A JC (B-8) 
p v pw * ' 

where C is the heat capacity of water. 
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APPENDIX C 
FORTRAN FORMATS 

The input data for this program are conventionally 
prepared on standard tabulating cards. These data cards 
are read by the program, which is written in Fortran source 
code. In Fortran, the locations of various items on a 
data card are dictated by means of a FORMAT specification. 
Fortran input commands refer to a FORMAT specification 
in addition to a list of data items to be read, and the 
combination of a data list and FORMAT determines the 
values that the data items are assigned in the computer 
core storage. 

The standard tabulating card is 80 columns in width. 
This data card can be divided into fields, where a field 
is defined as a group of contiguous columns which may 
contain a single item of data. Tho length of a field 
can be as short as one column, or as long as 80. On 
any card, fields of various lengths may appear. The 
field definition is the responsibility of the programmer. 
He defines fields with FORMAT specifications which are a 
part of his program. 

In the well disposal simulation program, five types 
of fields are used and need to be discussed here. 

The first is an "I" type field and is for integers 
only. Here, the definition of an integer is a quantity 
that must be a whole number. Decimal points may not 
appear in an "I" field. The second field type is "F" 
which is used for numbers that may assume fractional 
quantities (called floating point numbers)» Decimal 
points may appear in "F" fields. The third field type 
is "E" which is used for floating point numbers withthe 
option of using an exponent. The fourth field type is 
"X" which is used for skipping spaces on a card. Any 
character may appear in an "X" field because it will 
not be read by the program. The fifth type is "A", which 
is used for reading alphabetic data. 

Alphabetic (A) formats are of the type Ak where k 
is the field length. Any alphabetic, numeric, or conventional 
punctuation character may appear in an A-type field. 

Integer FORMAT specifications are of the type (Ik), 
where k is the field length. Thus, a FORMAT specification 
(15) describes a data field 5 columns in length in which only 
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whole numbeis may appear. Numbers in "I" fields must jss 
right justified. For example/ to punch the quantity 
73 into an 15 field, punch blank-blank-blank-7-3. If 
this quantity had been punched blank-7-3-biank-blank, 
it would have been interpreted as 7300 because Fortran 
treats input blanks as zeros. — 

A floating point FORMAT is of the form (Fk.m), where 
again k is the field length. If a decimal point is not 
punched in the field, the program will assume that one 
exists m places to the left of the right-hand side of 
the field. If the decimal point is punched, it overrides 
the m specification. For. example, assume we are reading 
a variable, A, according to the FORMAT (F5.2). The table 
below shows the value assigned to A for five different 
contents of the field. 

Number punched Value assigned 
on 'data card to A Comments 

763.1 763.1 decimal override 
7.642 7.642 decimal override 
83428 834.28 a. sumed decimal 
bbb64* .64 assumed decimal 
48bbb* 4S0.0O assumed decimal 

The floating point with exponent FOF.MA? is of the 
form (Ek.m), where again k is the field length and m is 
the number of decimal places put in data without a decimal. 
After a floating point number is entered, an E and the 
value of an exponent to the base 10 by which the number 
is to be multiplied may be added. A plus or minus can 
be used instead of an E and when the E is present, the 
absence of a sign indicates plus. Some examples may 
help: 

InDUt Field Ek.m Incut SDecification Converted Value 
+H3T262H33- ' '• " Ell.2 ,»3i6 
-12.437629E+1 E13.6 -124.37629 
8936E-004 E9.10 .003936 
327.625 E7.3 327.625 
4.376 E5 4.376 
-.0003627*5 Ell. 7 -36.27 
-.0003627E5 Ell. 7 -36.27 
blanks Ek.m -0. 
1£1 E3.0 10. 
E+06 E10.6 0. 

The exponent must be no greater than 323 und must also be -] Ai i an integer. J'-'**' 

*b indicates blank {space bar on keypunch, lika a typewriter). 
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X formats are of the type kX, which simply means 
skip k columns on the data card. 

Format specifications usually include multiple fields, 
e.g. (15, 110, P10.S, 5X, F5.0). The fields are contiguous, 
and the first specification starts at column one on the 
card. Thus, this example defines a card: 

col 1 - 5 integer field 
col 6 - 1 5 integer field 
col 16 - 25 floating point field 
col 2 6 - 3 0 skip 
col 3 1 - 3 5 floating point field 

In this example, columns 36 - 80 of the card are not used 
and are ignored by the program; it is the same as if we 
had specified (15, 110, F10.5, SX, F5.0, 45XJ. 

Field repitition can be indicated by prefixing the 
I or F with an integer that indicates the number of times 
that specification is to be repeated. For example, (415) 
means there are four contiguous integer fields of five 
columns each. This specification is the same as (15, 
15, 15, IS). As another examole. (2F5.0, 315) is the 
same as (F5.0, F5.0, 15, 15, 15). 

In Fortran there is a one-to-one correspondence 
between the items in a data list and the data fields 
(exclusive of X-fields). A list corresponding to (15, 
110, F10.5, 5X, F5.0) might be: 

I, J, A, B 
where I and J are program integers and A and 3 are program 
floating point (fractional) variables. 

There are two situations in which the one-to-one 
correspondence between the input list and FORMAT is not 
strictly true—if there are fewer item3 in the list than 
the FORMAT will accomodate, and when the list has more 
items than the FORMAT indicates. To preserve the one-
to-one correspondence in these cases, Fortran adheres 
to the following conventions. 

In the case of a list smaller than the FORMAT, the 
program will ignore the unused (rightmost) specifications. 
For example, the input list 

A I J' 1 A -C 
I, J, A, B -ji-J I 
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read on a FORMAT (214, 2F10.0) could be read according 
to (214, 4P10.0) with no error; the two excessive P10.0 
fields are ignored. 

The second situation, where the input list is longer 
than the FORMAT specifications, is a little more complex. 
Data transmission begins with the first item in the input 
list under control of the first field specification in 
the FORMAT. Data are read according to the field speci
fications until the end of the FORMAT is reached. At 
that point the next data card in the deck is automatically 
read. Transmission of input data continues with the 
next item in the input list being taken from the next 
card according to the first field specification of the 
FORMAT. That is, the scan re-initializes to the beginning 
of the FORMAT. A couple of examples will help clarify 
this. 

(A) Input data list: I, J, A, K, L, B 
FORMAT : (214, F10.0) 
Variables I, J, and A are read from the first 
card, which exhausts the FORMAT field specifi
cations. Then the next card is brought in and 
K, L, and B are read from it according to (214, 
FlO.); that is, on the second card the format 
scan returns to the left-hand side of the 
FORMAT, to the first field specification. 

(B) Input data list: (A(I), I = 1,N)* where N = 100 
FORMAT : (8F10.0) 
The first 8 values for A, i.e. A(l), A(2),..., 
A(8) are read from the first card, the next 
eight from the second, and so on, where the 
FORMAT of each card is (8F10.0). 13 cards 
are required to read this array of 100 numbers. 
The last card will contain only 4 values and 
columns 41 - 80 will not be used. 

A more complete discussion of Fortran FORMAT speci
fications is available in any Fortran text or reference 
manual. 

'This means that A is a subscripted variable (a one-dimensional 
array) and that N values are going to be read into the array 
starting at A(l). The mathematical expression relating to 
the Fortran A(l), I * 1,N) is A., i * 1,2,.,,,N. -* / 

iiNui-tf ei iMiNn " 
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Introduction 

The planning, design, development, and implementation of computer programs and 
automated data systems' represent a considerable investment of human and automated 
resources. To maximize the return on this investment, and to provide for cost-effective 
operation, revision, and maintenance, sufficient documentation is needed at each stage 
of the software development life cycle. This publication haf been prepared in response 
to that need, 

Documentation provides information to support the effective management of ADP 
resources and to facilitate the interchange of information. It serves to: 

—Provide managers with technical documents to review at the significant develop
ment milestones, to determine that requirements have been met and that resources 
should continue to be expended, 

—Record technical information to allow coordination of later development and use,' 
modification of the software. 

—Facilitate understanding among managers, developers, programmers, operators, 
and users by providing information about maintenance, training, changes, and 
operation of the software. 

—Inform othfer potential users of the functions and capabilities of the software, so 
that they can determine whether it will serve their needs. 

The quality and consistency of software documentation depend on management com
mitment and the technical environment. The criteria for evaluating the adequacy of 
documentation will vary directly with the perceived need for documentation. The utility, 
quality, and acceptability of the documents prepared will provide a measure of the man
agement judgment exercised uj implementing the documentation guidelines. 

This publication provides guidelines for the content of software documentation and 
examples of how management might determine when and how to utilize the ten docu
ment types described. Part 1 states the purpose of each document type and its relation
ship to the software life cycle. Part 2 disc usses considerations in using these document
ation guidelines including examples of agency or organization level guidance criteria 
that can be applied to determine the extent of documentation required. Part 3 presents 
the content guidelines for the ten document types.1 

1 Tfirouirbout t]]» FJP5 PUB 3$ "sfffuvwV to tiiwi in Ii>u <jl "«mPM(«r propt&ro and/or tuilnmaied dm* mtctfi," 
s Not* that ttir Software Summary fnr Deecribinir Computer frocriims and Autnm:i:ed Data Systems (FIPS P1*H 30) ii 

niid-rvd n er'mj'nnrnl M drvum^nt.ntion, jn this context. 
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PART 1. DOCUMENTATION WITHIN THE SOFTWARE LIFE CYCLE 

1.1. Scope. Computer programs and automated data systems evolve in phases from the time 
that an idea to create the software occurs through the time that that software produces the re
quired output It is recognized that there are in current usage many different terminologies to 
identify these phases and the stages within these phases. Three phases applicable to the software 
life cycle are: initiation, development, and operation. The development phase is further sub
divided into four stages. 

This publication provides content guidelines for ten document types generally prepared 
during the development phase. Figure 1 relates the preparation of the ten document types to 
the stapes in the development phase. The amount of documentation produced is flexible, and this 
flexibility is discussed in Part 2, Content guidelines for che ten document types is provided in 
Part 3. Each of these document types can stand alone or be combined with others to meet spe
cific documentation requirements. 

FIGURE 1. Documentation within the software life cycle 
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1.2. Phases. While the terminology used to describe the phases is arbitrary, it provides a con
venient framework within which the development of software may be discussed. 

1.2.1. Initiation. During the Initiation Phase, the objectives and general definition <ai the 
requirements for the software are established. Feasibility studies, cost-benefit analyses, and 
the documentation prepared within this phase are determined by agency procedures and 
practices. 

1.2.2. Development. During the Development Phase, the requirements for the software 
are determined and the software is then defined, specified, programmed, and tested. Docu
mentation is prepared within this phase to provide an adequate record of the technical in
formation developed. 

1.2.3. Operation. During the Operation Phase, the software is maintained, evaluated, 
and changed as additional requirements are identified. 

l.S. Stages. While the terminology used to describe the stages is arbitrary, it provides a con
venient framework within which the development of the ten document types may be discussed. 
It is recognized that not all of the document types are required to document software in every 
case and that in some cases the various document types may need to be combined. The flexible 
nature of these guidelines is discussed in Part 2. 

6 
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1.3.1. Definition. During the definition stage, the requirements for the software and docu
mentation are determined. The Functional Requirements Document and the Data Require
ments Document may be prepared. 

1.3.2. Design. During the design stage, the design alternatives, specific requirements, and 
functions to be performed are analyzed and a design is specified. Documents which may be 
prepared include the System,Subsystem Specification, Program Specification, Data Base 
Specif, ation, and Test Plan, 

1.2.3. Programming. During the programming stage, the software is coded and debugged. 
Documents which may be prepared during this stage include the Users Manual, Operations 
Manual, Program Maintenance Manual, and Test Plan. 

1.3.4. Test. During the test stage, the software is tested and related documentation re
viewed. The software and documentation are evaluated in terms of readiness for implementa
tion. The Test Analysis Report may be prepared, 

1.4 Document Types. The purpose of each of the ten document types, described in further detail 
in ptrt 3. is defined in the following paragraphs. 

1.4.1. Functional Requirements Document. The purpose of the Functional Requirements 
Document, is to provide a basis for vhe mutual understanding between users and designers 
of the initial definition of the softwaie, including the requirements, operating environment, 
and development plan. 

1.4.2. Data Requirements Document. The purpose of the Data Requirements Document is 
to provide, during the definition stage of software development, a data description and tech
nical information about data collection requirements. 

1.4.3. System/Subsystem Specification. The purpose of the System/Subsystem Specifica
tion is to specify for analysts and programmers the requirements, operating environment, 
design characteristics-, and program specifications (if desired) for a system or subsystem. 

1.4.-1. Program Specification. The purpose of the Program Specification is to specify for 
programmers the requirements, operating environment, &nd design characteristics of a'com
puter program, 

1.4.5. Data Base Specification. The purpose of the Data Base Specification ; s to specify 
the identification, logical characteristics, and physical characteristics of a particular data base, 

1.4.6. Users Manual. The purpose of the Users Manual is to sufficiently describe the func
tions performed by the software in non-ADP terminology, such that the user organization can 
determine its applicability and when and how to use it. It jhould serve as a reference docu
ment for preparation of input data and parameters and for interpretation of results, 

1.4.7. Operations Manual. The purpose of the Operations Manual is to provide computer 
operation personnel with a description of the software and of the operationf.i environment 
so that the software can be run. 

1.4.8. Program Maintenance Manual, The purpose of the Program Maintenance Manual is 
to provide the maintenance programmer with the information necessary to understand the 
programs, their operating environment, and their maintenance procedures. 

1.4.9. Test Plan. The purpose of the Test Plan is to provide a plan for the testing of 
software; detailed specifications, descriptions, and procedures for all tests: and test data re
duction and evaluation criteria. 

1.4.10. Test Analysis Report, The purpose of the Test Analysis Report is to document the 
test analysis results and findings, present the demonstrated capabilities and deficiencies for 
review, and provide a basis for preparing a statement of software readiness for implementa
tion. 

7 
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PART 2. DOCUMENTATION CONSIDERATIONS 

Documentation preparation should be treated as a continuing: effort, evolving from prelimin
ary drafts, through changes and reviews, to the documentation and software delivered. The ex-
teni of documentation to be prepared is a function of agency management practices and the size, 
complexity and risk of the project. 

2.1. Responsibilities. Separable responsibilities which are inherent in the flexible nature of these 
guidelines are: 

a. Definition of agency guidance to project managers as to what documentation should be 
prepared under various conditions and, perhaps, to what levels of extent, detail, and formality. 
See Examples A and B in paragraph 2.5. 

b. Determination by a project manager of the documentation plan for a specific project, in
cluding: 

(1) What document types apply and should be prepared. 
(2) The formality, extent, and detail of the documentation. 
(3) Responsibilities and a schedule of preparation for the documentation. 
(4) Procedures and schedule of review, approval, and distribution and the distribution list. 
(5) Responsibilities for documentation maintenance and change control through the develop

ment phase. 

The formality, extent, and level of detail, and other determinations by the project manager in 
specific cases will be more consistent if agency guidance and criteria are established. In general, 
as the size, complexity, and risk of a project increase, so does the need for formality, extent, and 
level of detail of the documentation. The Users, Operations, and Program Maintenance Manuals 
should be formal since they support the use of the software, particularly if the software will be 
used outside of the developing organization or if extensive changes are expected during the life 
of the software. 

2.2 Document Audiences. Each document type is written for a particular "audience." The au
dience may be an individual or a group of individuals who are expected to use the document con
tents to perform a function, e.g., operation, maintenance, design, programming. The information 
should be presented using the terminology and level of detail appropriate to the audience. 

2.3. Redundancy. The ten document types in this guideline have some apparent redundancy. 
Tin's apparent redundancy is of two tvpes, Introductory material has been included in each docu
ment type to provide the render with a frame of reference. This information has been included 
to provide the "stand alone" approach, and understanding of the document with a minimum need 
for cross-referencing to parts of other documents that may have been produced. A second type 
of apparent redundancy is that most document types specify, for example, descriptions of inputs, 
outputs, and equipment to be included. The information that should be included in each of the 
document types, differs in context and. perhaps, in terminology and level of detail, since the in
formation is intended to be read by different audiences and at different points in the software 
life cycle. 

2.4. Flexibility, Flexibility in the use of the document content guidelines is provided by the ba
sic organization of contents. An attempt has been made to provide an internally consistent orga
nization scheme. The following paragraphs describe various options which should be considered. 

2.4.1. "Sizing" of Document Types. Each document type outline may be used to prepare 
documents that range from a few to several hundred pages in length. The size depends on 
the size and complexity of the project and the judgment of the project manager as to the 
level of detail necessary for the environment in which the software will be developed or run. 

2.12. Combining and Expanding Document Types. It is occasionally necessary to combine 
several document types under one cover or to produce several volumes of the same document 
type. Document types that can be combined into one are, for example, the Users. Operations, 
and Program Maintenance Manuals. When this is done, the substance of the contents covered 
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by each document type should he presented using the outline of that document typi-. for exam
ple, Part I-Users, Part II-Operatinns. and Part Ill-Program Maintenance. 

When a system is extremely large or is to be documented in a modular fashion, a docu
ment may be prepared for each module. In some cases, the size of a document may necessi
tate that*it be issued in multiple volumes to allow case of user reference. In such "cases, the 
document should be separated at a section division. The contents of the Test Plan document 
type, for example, may beseparated between the sections of plan, specifications and evalua
tion, and specific test descriptions, 

2.4.3. Formal, The content guidelines in Part 3 have been prepared using a g> nerally con
sistent format. Vse of this particular format is encouraged hut is not essential. It is a tested 
and accepted format. 

2.4.4. Sequencing of Contents, h general, the order of the sections and paragraphs in a 
particular document type should be the same as shown in the content guidelines in Part 3. The 
order may he changed if it significantly enhances the presentation. 

2.4.5. Documenting Multiple Programs or Multiple Files. Many of the document type con
tent outlines anticipate and are adaptable to documenting a system and its subsystems, multi
ple programs, or multiple files. All of these outlines can, of course, be used for a single sys
tem, subsystem, program, data base, or file. 

2.4.6. Section/Paragraph Titles. In general, the titles of sections and paragraphs should 
be the same as shown in the content guidelines, The titles may be modified to reflect ter
minology unique to the software being documented if the change significantly enhances the 
presentation. Sections or paragraphs may be added or deleted as local requirements dictate. 

2,4-7. Expansion of Paragraphs. Many of the document types have paragraphs with a gen
eral title and a list of factors that might be discussed within tint paragraph. The intent of 
the content guidelines is not to prescribe a discussion of each of these items, but to suggest 
that these items be considered in writing that paragraph. These and all other paragraphs 
may be expanded and further subdivided to enhance the presentation. 

2.4.8. Flowcharts/Decision Tables. The graphic representations of some problem solutions 
are treated best in the form of flowcharts, others in the form of decision tables. Either may 
be included in or appended to the documents produced. 

2.4.9. Forms. The use of specific forms is dependent on practices in an agency. Some of the 
information specified in a paragraph in the content guidelines may be recorded on such forms. 
If so, the form can be referenced from the appropriate paragraph, The use of standard forms 
is encouraged. 

2.5. Examples of Documentation Guidance and Criteria. The formality, extent, and level of de
tail of documentation to be prepared is a function of agency ADP management practices and the 
size, complexity, and risk of a project. The following examples were taken from two Federal 
agency directives, but are amended to conform to the naming of document types in this publica
tion. The examples illustrate how criteria could be established to aid project managers in deter
mining the extent and level of detail of documentation required. 

Example A presents a scheme using development cost and document audience as two criteria 
to establish thresholds for documentation requirements. See the following pages and Figure 

Example B presents a scheme using twelve criteria with weighting factors and a scale of the 
total weighted criteria to establish formal documentation requirements. Figure 3 illustrates 
the application of the weighted criteria shown in Figure 4. The procedure to use these tables 
is: 

1. Weight the software by each of the twelve criteria in Figure 4. 
2. Sum the weights assigned. (Total weighted criteria.) 
3. Find the row in Figure 3 that lists the document types to be prepared. 
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FIGURE 2. EXAMPLE A. Coil and/or lttagc threshold criteria ior txirnl ami formality 

Level If PROJECT COST: Or USAGE 
Then DOCUMENTATION 

ELEMENTS And EXTENT OF EFFORT 

1 Less than $1000 
Or 

One Man-month 

One Shot 
(Single Use) 

Software Summary plus any 
incidentally produced docu
mentation. 

No special effort, normal good prac
tice. 

O S1000 to 55000 Special or 
Limited 
Purpose or 
Application 

Level 1 plus Users Manual 
and Operations Manual. 

Minima! documentation effort, spent 
on informal documentation. No for
mal documentation effort 

3 Over S5000 Multipurposed, 
or Multiuser 

Level 2 plus Functional Re
quirements Document, Pro
gram Specification. Pro-
Cram Maintenance Manual, 
Test Plan, Test Analysis 
Report, and System/Sub
system Specification. 

All basic elements of documentation 
should be typewritten, but need not 
be prepared in finished format for 
publication or require external edit 
or review. 

4 Over 55000 Publicly 
Announced, or 

Critical to 
Operations 

Level 3 produced in s form 
suitable for publication. 

At a minimum, all basic elements pre
pared for formal publication, in
cluding externa! review and edit. 

EXAMPLE A. LEVELS OF DOCUMENTATION 

DEFINITIONS OF LEVELS 

To protect against both over and under documentation, computer program documentation 
has been divided into four levels, From lowest to highest these levels of documentation are: (1) 
minimal level, (2) internal level, (3) working document •' level, ard (4) formal publication level. 
The criteria determining these levels of documentation are described in the following paragraphs, 
and summarized in Figure 2. Additional criteria peculiar to an installation and/or judgment rela
tive to program sharing potential, life expectancy, and usage frequency are also appropriate fac
tors to be considered in the determination of documentation levels. 

MINIMAL LEVEL (LEVEL 1) 

Level 1 documentation guidelines are applicable to single use programs, or one-shot jobs, of 
minimal complexity. Although no significant documentation cost should be added, there exists the 
requirement to show what type of work is being produced and what a given program really does. 
Hence, it is desirable to keep on file for a minimum period of time the documentation which re
sults from the development of the programs, i.e., program abstract, compile listing, test cases, etc. 
The criteria for categorizing a program as Level 1 can be its expected usage or the resource ex
pended in its generation, in man-hours or dollars, and may be modified for the peculiar require
ments of the installations. Suggested resource expenditure criteria are programs requiring less 
than one man-month effort or less than S1.000 (these are not assumed to be equal). 

INTERNAL LEVEL (LEVEL 2) 

Level 2 documentation applies to special purpose programs which, after careful considera
tion of the possible interest of others, appear to have no sharing potential and to be designed 
for use only by the requesting scientist or manager in an environment over which he has cog
nizance. Large programs which have a short life expectancy also fall into this level. The docu
mentation required (other than Level 1) is that necessary for deck setup and modifications. This 
requirement can be satisfied by the inclusion of detail input/output formats, setup instructions, 
and the liberal use of comment cards in the source deck to provide clarification in the compile 
listing. In summary, the effort spent toward formal documentation for Level 2 programs should 
be minimal. 

J T h e term "»'flrfc:nK document" or "worWnc pe.p«r" M used in thi* jruiddiTin refer to tyj>ewri',ien documents, net rrci*jiri]> prev**«i 
in finiibed tormtl suitable (or pulilifntion nor mbjen to eMeniwt i-Iiiorml review. 
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WORKING DOCUMENT LEVEL (LEVEL 3) 

This level applies to programs which are expected to be used by a number of people in the 
same installation or which may be transmitted on request to other installations or to contractors 
or grantees. The format of the documentation at this level should include, as a minimum, all ele
ments of documentation. All basic elements of documentation should be prepared in typewritten 
form, but not necessarily in a finished format suitable for publication, Normally, it will not be 
formally reviewed or edited above the review required for a working paper. However, if there 
are certain program; important to the activities of the installations, but not considered appro
priate for publication, then local more stringent documentation review standards should be ap
plied. 

FORMAL PUBLICATION LEVEL (LEVEL 4) 
This level applies to programs which are of sufficient general interest and value to he an-

ounced outside the originating installation. This level of documentation is also desirable if the 
program is to be referenced by a scientific publication or paper. The format of the documenta
tion at this level should comply with the guidelines on elements of documentation suitable for in
clusion in one of the scientific and technical publication series with the attendant review and 
editing procedures. 

Also considered to be within this level are those programs which are critical to the activi
ties of the installation. These programs should be documented in a formal, rigorous manner, witn 
in-depth review and special configuration control procedures enforced. Recurring management 
applications, such as payroll, should be considered for inclusion in this category so as to main
tain an accurate history of conformation to changing laws, rules, and regulations. 

FicVRS 3. EXAMPLE B. Total weighted documentation criteria vs required document types 

(See Figure 4 to determine total weighted criteria.) 

I 

£• I ! 

s 
Re i I ! , 

3 F J TOTAL 
WEIGHTED II ll f] 1 # li 51 

at il if II J 
CRITERIA •>. = 0 £ h £ EC i- t = a 

0-12' 

12-15' 
J 2-26 X X X •• . . . • • « 

21-38 A X X X X •* . . . . . . 
86-50 X X X X X X • ** ... 
48-60 X X X X X X X »** • ** 

NOTES: "Additional document types may be required at lower weighted criteria totals to satisfy local 
requirements. 
"* The Test AnalyEis Report ! .,-ieally should be prepared, but may be informal. 
* " Preparation of the Data Jit.,..irenients Document and Data Easo Specification is situationally 
dependent. 
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FicfRE J. EXAMPLE B. -4« crampfc of infighting far twelve documentation criteria (See Figure ,1 for appli-
enlinii ol Mill weighted criteria to determination of required ttoaimmtution types.) 

WEIGHTS 

Criteria 1 J 3 4 5 

1. Orisinility 
required 

None-™rflffrffrani 
on different 
tfiuiiimetu 

Minimum—mn re 
sinnctni 
requirements 

Limited—flew 
inierlacei 

Car.^iikraWe— ftpply 
t.xijrtiair^.iteof art 
to environment 

Erfenjii*— rwuirw 
ad'-anfeln state of 
the sin 

?. PTt-rf-of 
generality 

Highly restricted. 
Sinfrli' purtwe 

Restricted—parameter-
iietl for 1 rahpe vl" 
capacities 

Limited flexibility. 
Allies someelianpe 
m format 

Mutli'Purr'1**. n^tii iV 
formal fiartf* <r.r 
*ui-jeete 

Very flexible—able to 
pftHfile .1 broad 
ranpp of ?aVi;«! 
siaiu-ror ''iffi-rent 
iif-ipmen: 

3. Sfian of pWTStinn Local or utility Cnnn'onvtit command Pintle ci/nmand .^ulii.fornntitfid n*(*n*e Dpi'ar:men:. 
World wide. 

4- Chaiitf* in scopf 
and objective 

No (it Infrequent Occasional Frwuent Continuoui, 

5. Etfuipment 
{•t>m;-l~yity 

Sinclf machine. 
Jtoutinr 
jirnceisinC 

Kind" machine. Rnutinr 
praccuinc. Extended 
peripheral system 

Mtiiti-fonlrmtcr, 
Standard peri|>l7erai 
system 

Multiw •impute?- Ad-
*'3 rtcftJ proBramm/ne. 
Complex peripheral 
system 

Marter control syMem. 
Wu!ti*fOrnputfrnuto 
input''output Mil 
display eijuinmjnt. 

6, Personnel 
aniimcd 

1-2 3-5 5-10 10-JS 1} and over 

7, Qeve.Iopnn.ntal 
ros; 

1-J0k ]0-50k 50-2001; -OO-SoDk Over 500k 

S. Critiettity Patfl pmffijinc Rnutint operations' Perjarmetiaffty Unit survival National defense 

P. Av«rnire response 1! nf more weeks 1-2 weeks ?.- T city* 1-3 day* 1 *1 hours 

10. Av<racc rejimnse 
limp (0 data 
i n p w 

2 or more iveeits !-Z weeks 1-7 days 1-21 bouts n-1(i minutes 

J], ftvfmmmlnt: I f . c h ^ e l 
tanitiHiKe 

Hitrh level and limited 
iiAM-rtibly lancune* 

Hieh levej and ex
tensile a/sen)bly 

Assembly hnjruaee Machine laneuaire 

\Z, Concurrent 
software 
development 

None Limited Moderate Exunsive Kvhaiislive 

I 
I 
1 
I 
i 
1 
1 
i 
i 

T 
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PART 3. CONTENT GUIDELINES FOR DOCUMENT TYPES 

Part 3 provides content guidelines for the foili.'ivinjr ten uncumer.c types discussed 
in Parts > and 2. 

3.1 Functional Requirements Documtr.: 
3.2 Data Requirements Document 
3.3 System,'Subsystem Specification 
%A Program Specification 
3.5 Data Base Specification 
3.6 Users Manual 
3.7 Operations Manual 
3.8 Program Maintenance Manual 
3.P Test Plan 
3.10 Test Analysis Pieport 

The document types are presented in the order of development within the software 
life cycle. Included for each document type are a table of contents and a description of 
the contents of that document type. The page number.- (riven in the table of contents for 
each document type are those within the boxes. 
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3.1 Functional Requirements Document F i r s " l B 

The purpose of the Functional Requirement? Document is to provide a basis for the 
mutual understanding between users and designers of the initial definition of the soft
ware, including the requirements, operating environment, and development plan. 

Contents 

tint 
SECTION 1, GENERAL INFORMATION 2 

1.1. Summary -
1.2. Environment 2 
1.3. References - - 2 

SECTION 2. OVERVIEW 2 

2.1. Background 2 
2.2. Objectives 2 
2.5. Existing Methods and Procedures 2 
2.4. Proposed Methods and Procedures 2 
2.5. Summary of Improvements 3 
2.6. Summary of Impacts 3 

2.6.1. Equipment Impacts 3 
2.6.2. Software Impacts - 3 
2.6.3. Organizational Impacts - 3 
2.6.-I. Operational Impacts 3 
2.6.5. Development Impacts 3 

2.7. Cost Considerations 3 
2.8. Alternative Proposals - 3 

SECTION 3. REQUIREMENTS 4 

3.1. Functions 4 
3.2. Performance 4 

3.2.1. Accuracy 4 
3.2.2. Validation 4 
3.2.3. Timing 4 
3.2.4. Flexibility 4 

3.3. Inputs-Outputs • 4 
8.4. Data Characteristics 4 
3.5. Failure Contingencies - 4 

SECTION 4. OPERATING ENVIRONMENT 5 

4.1. Equipment 5 
4.2. Support Software 5 
4.3. Interfaces 5 
4.4. Security and Privacy 5 
4.5. Controls 5 

SECTION 5. DEVELOPMENT PLAN 5 

1 
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Functional Requirements Document 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the genera! nature of the software to be developed, 

1.2. Envjjiinment. Identify the project sponsor, developer, user, and comjiuter cen
ter or network where the software is to be implemented. 

1.3. References. List applicable references, such as: 

a. Project request (authorizations). 
b. Previously published documents on the project. 
c. Documentation concerning related projects. 
d. FIPS publications and other reference documents. 

2. OVERVIEW 

2.1. Background. Present the purpose and scope of the software, and any back
ground information that would orient the reader. Explain relationships with 
other software. 

2.2. Objectives. Stale the major performance objectives of the software, includ
ing examples. Identify anticipated or.jrational changes that will affect the 
software and its use. 

2.3. Existing Methods and Procedures. Describe the current methods and proce
dures that satisfy the existing objectives. Include information on: 

a. Organizational and personnel responsibilities. 
b. Equipment available and required. 
c. Volume and frequency of inputs and outputs. 
d. Deficiencies and limitations. 
e. Pertinent cost considerations. 

Illustrate the existing data flow from data acquisition through its processing 
and eventual output. Explain the sequence in which operational functions are 
performed by the user. 

2.4. Proposed Methods and Procedures. Describe the proposed software and its ca
pabilities, Identify techniques and procedures from other software that will be 
used or that will become part of the proposed software. Identify the require
ments that will be satisfied by the proposed software. Include information on: 

a. Organizational and personnel responsibilities. 
b. Equipment available and required. 
c. Volume and frequency of inputs and outputs. 
d. Deficiencies and limitations, 
e. Pertinent cost considerations (developmental as well as operational). 

Illustrate the proposed data flow to present an overall view of the planned ca
pabilities. Describe any capabilities in the existing software that may be 
changed by the proposed software. State the reasons for these changes! Ex
plain the sequence in which operational functions are to be performed by the 
user. 

2 
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2.5. Summary of Improvements. Itemize improvements to be obtained from the 
proposed software, such as: 

a. New capabilities, 
b. Upgraded existing capabilities. 
c. Elimination of existing deficiencies. 
d. Improved timeliness, e.g., decreased response time or processing time. 
e. Elimination or reduction of existing capabilities that are no longer needed. 

2.6, Summary of Impacts. Summarize the anticipated impacts of the proposed soft
ware on the present system, in the following categories: 

2.6.1. Equipment Impacts. Summarize changes to currently available equip
ment, as well as new equipment requirements and building modifica

tions. 

2.6.2. Software Impacts. Summarize any additions or modifications needed 
to existing applications and support software in order to adapt them to 
the proposed software 

2.6.3. Organizational Impacts. Summarize organizational impacts, such as: 

a. Functional reorganization. 
b. Increase/decrease in staff level. 
c Upgrade/downgrade of staff skills, 

2.5.4. Operational Impacts. Summarize operational impacts, such as modifica
tions to: 

a. Staff and operational procedures. 
b. Relationships between the operating center and the users. 
c. Procedures of the operating center. 
d. Data (sources, volume, medium, timeliness). 
e. Data retention and retrieval procedures. 
t. Reporting methods. 
g. System failure consequences and recovery procedures. 
h. Data input procedures. 
i. Computer processing time requirements. 

2.6.5. Developmental Impacts. Summarize developmental impacts, such as: 

a. Specific activities to be performed by the user in support of develop
ment of the proposed software. 

b. Resources required to develop the data base. 
c. Computer processing resources required to develop and test the new 

software. 

2.7. Cost Considerations. Describe resource and cost factors that may influence the 
development, design, and continued operation of the proposed software. Discuss 
other factors which may determine requirements, such as interfaces with other 
automated systems and telecommunication facilities. 

2.8. Alternative Proposals. If alternative software has been proposed to satisfy the 
requirements, describe each alternative. Compare and contrast the alternatives. 
Explain the selection reasoning. 

'MOD 0 - 7 6 - 3 
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3. REQUIREMENTS 

3.1. Functions. State the functions required of the software in quantitative and 
qualitative terms, and how these functions will satisfy the performance objec
tives. 

3.2. Performance. Specify the performance requirements, 

3.2.1. Accuracy. Describe the data accuracy requirements imposed on the 
software, such as: 

a. Mathematical. 
b. Logical. 
c. Legal. 
d. Transmission. 

3.2.2. Validation. Describe the data validation requirements imposed on the 
software. 

3.2.3. Timing, Describe the timing requirements imposed on the software, 
such as, under varying conditions: 

a. Response time. 
b. Update processing time. 
c. Data transfer and transmission time. 
d. Throughput time. 

3.2.4. Flexibility. Describe Ihe capability for adapting ;o changes in require
ments, such as: 

a. Changes in modes of operation. 
b. Operating environment. 
c. Interfaces with other software. 
d. Accuracy and validation timing. 
e. Planned changes or improvements. 

Identify the software components which are specifically designed to pro
vide this flexibility, 

3.3. Inputs-Outputs. Explain and show examples of the various data inputs. Speci
fy the medium (disk, cards, magnetic tape), format, range of values, accuracy, 
etc, Provide examples and explanation of the data outputs required of the soft
ware, and any quality control outputs that have been identified. Include de
scriptions or examples of hard copy reports (routine, situational and excep
tion) as well as graphic or display reports. 

3.4. Data Characteristics. Describe individual and composite data elements by name, 
their related coded representations, as well as relevant dictionaries, tables, and 
reference files. Estimate total storage requirements for the data and related 
components based on expected growth. 

3.5. Failure Contingencies. Specify the possible failures of the hardware or soft
ware, the consequences (in terms of performance), and the alternative courses 
of action that may be taken to satisfy the information requirements. Include: 
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a. Back-up. Specify back-up techniques, i.e., the redundancy available in the 
event the primary system element goes down. For example, a back-up tech
nique for a disk medium would be to record periodically the contents of the 
disk to a tape. 

b. Fallback. Explain the fallback techniques, i.e., the use of another system 
or other means to accomplish some portion of requirements. For example, 
the fallback technique for an automated system might be manual manipu
lation and recording of data. 

c. Recovery and Restart. Discuss the recovery and restart techniques, i.e., the 
capability to resume execution of software from a point in the software sub
sequent to which a hardware or software problem occurred, or the re-run
ning of the software from the beginning. 

A. OPERATING ENVIRONMENT 

4.1. Equipment, Identify the equipment required for the operation of the software-
Identify any new equipment required and relate it to specific functions and re
quirements to be supported, Include information such as: 

a. Processor and size of internal storage. 
b. Storage, online and offline, media, form, and devices. 
c. Input/output devices, online and offline. 
d. Data transmission devices. 

4.2. Support Software, Identify the support software and describe any test soft
ware. If the operation of the software depends on changes to support soft
ware, identify the nature and planned date of these changes. 

4.3. Interfaces. Describe the interfaces with other software. 

4.4. Security and Privacy. Describe tae overall security and privacy requirements 
imposed on the software. If no specific requirements are imposed, state this 
fact. 

4.5. Controls, Describe the operational controls imposed on the software. Identify 
the sources of these controls. 

5. DEVELOPMENT PLAN 

Discuss in this section the overall management approach to the development and im
plementation of the proposed software. Include a list of the documentation to be 
produced, time frames and milestones for the development of the software, and 
necessary participation by other organizations to assure successful development. 

19 
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The purpose of the Data Requirements Document is to provide, during the defini
tion stage of software development, a data description and teciinical information about 
data collection requirements. 

Contents 

SECTION 1. GENERAL INFORMATION.... „ 2 

1.1. Summary _ _ _ 2 
1.2. Environment 2 
1.3. References _ 2 
1.4. Modification of Data Requirements 2 

SECTION 2. DATA DESCRIPTION 2 

3.1. Static Data 2 
2.2. Dynamic Input Data 2 
2.3. Dynamic Output Data 2 
2.4. Internally Generated Data 2 
2.5. Data Constraints 2 

SECTION 3, DATA COLLECTION 3 

3.1. Requirements and Scope 3 
3.2. Input Responsibilities „ , „.,.„. 3 
3.3. Procedures 3 
3.4. Impacts : 3 

1 
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Data Requirements Document 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the general nature of the software for which these data 
requirements are being defined. 

1.2. Environment. Identify the project sponsor, developer, user organization, and 
computer center where the software is to be installed. Show the relationships 
of these data requirements and those of other software. 

1.3. References. List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project. 
c. Documentation concerning related projects. 
d. FIPS publications and other reference documents. 

1.4. Modification of Data Requirements. Describe or reference procedures for im
plementing and documenting changes to these data requirements, 

2. DATA DESCRIPTION 

Separate the data description into two categories, static data and dynamic data. 
Static data is defined as that data which is used mainly for reference during opera
tion and is usually generated or updated in widely separated time frames independ
ent of norma] runs. Dynamic data includes all data which is intended to be updated 
and which is input during a normal run or is output. Arrange the data elements in 
each category in logical groupings, such as functions, subjects, or other groupings 
which are most relevant to their use. 

2.1. Static Data. List the static data elements used for either control or refer
ence purposes. 

2.2. Dynamic Input Data. List the dynamic input data elements which constitute 
the data intended to be changed by a normal run or during online operation. 

2.3. Dynamic Output Data. List the dynamic output data elements which consti
tute the data intended to be changed by a normal run or during online op
eration. 

2.4. Internally Generated Data. List the internally generated data of informational 
value to the user or developer. 

2.5. Data Contraints. State the constraints on the data requirements. Indicate the 
limits of the data requirements with regard to further expansion or utilization, 
such as the maximum size and number of files, records, and data elements. Em
phasize the constraints that could prove critical during design and develop
ment. 
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3. DATA COLLECTION 

3.1. Requirements and Scope, Describe the type of information required to docu
ment the characteristics of each data element. Specify information to be col
lected by the user and that to be collected by the developer. It should be log
ical]}- grouped and presented. Include: 

a. Source of Input. Identify the source from which the data will be entered. 
e.g., an operator, station, organizational unit, or its component group. 

b. Input Medium and Device. Identify the medium and hardware device in
tended for entering the data into the system. In those cases where only cer
tain special stations are to be legitimate entry points, they should be speci
fied. 

c. Recipients. Identify the intended recipients of the output data. 
d. Output Medium and Device. Identify the medium and hardware device in

tended for presenting output data to the recipient Specify whether the re
cipient is to receive the data as part of a hard copy printout, a symbol in a 
CRT display, a line on a drawing, a colored light, an alarm bell. etc. If the 
output is to be passed to some other automated system, the medium should 
be described, such as magnetic tape, punched cards, or an electronic signal 
to a solenoid switch. 

e. Critic;!] Value. One value from a range of values, of data may have particu
lar significance to a recipient. 

f. Scales of Measurement. Specify for numeric scales, units of measurement, 
increments, scale zero-point, and range of values. For non-numeric scales, 
any relationships indicated by the legal values should be stated. 

g. Conversion Factors. Specify the conversion factors of measured quantities 
that must go through analog or digital conversion processes. 

h. Frequency of Update and Processing. Specify the expected frequency of 
data change and the expected frequency of processing input data. If the in
put arrives in a random or in an "as occurred" manner, both the average 
frequency and some measure of the variance must be specified. 

3.2. Input Responsibilities. Provide recommendations as to responsibilities for pre
paring specific data inputs. Include any recommendations regarding; the estab
lishment of a data input group. Specify by source those data inputs depend
ent on interfacing software or unrelated organizations. 

3.3. Procedures. Provide specific instructions for data collection procedures. In
clude detailed formats where applicable, and identify expected data communi
cations media and timing of inputs. 

3.4. Impacts. Describe the impacts of these data requirements on equipment, soft
ware and the user and developer organizations. 

3 

23 



3.3 System/Subsystem Specification F I p s pn> 3s 

The purpose of the System /Subsystem Specification is to specify for Analysts and 
Programmers the requirements, operating1 environment, design characteristics, and pro
gram specifications (if desired) for a system or subsystem, 

i 

Contents 

SECTION 1. GENERAL INFORMATION 2 

1.1. Summary 2 
1.2 Environment 2 
1.3. References.- 2 

SECTION 2. REQUIREMENTS _ 2 

2.1. Description 2 
2.2. Functions 2 
2.3. Performance - 2 

2.3.1. Accuracy. 2 
2.3.2. Validation., _ _ „.„ 2 
2.3.3. Timing. _ _ 2 
2.3.4. Flexibility..- .. '•• ~ -

SECTION 3. OPERATING ENVIRONMENT 3 

3.1. Equipment _ _ _ _ „ 3 
3.2. Support Software- _ _ —• 3 
3.3. Interfaces „ - - - — - 3 

3.4. Security and Privacy — - - 3 
3.5. Controls....- „- - 3 

SECTION 4. DESIGN CHARACTERISTICS 3 

4.1. Operations 3 

4.2. System/Subsystem Logic 3 

SECTION 5. PROGRAM SPECIFICATIONS 3 

5.1. Program (Identify) Specification 3 
5.N. Program (Identify) Specification 3 

1 

25 

!*>..*« o • » - 4 



Fll'S 1TB 38 

System/Subsystem Specification 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the specifications and functions of the system/subsys
tem to be developed. 

1.2. Environment. Identify the project sponsor, developer, user, p.nd computer 
center or netwprk on which the system is to be implemented. 

1.3. References. List applicable references, such as: 

a. Project request (authorizations). 
b. Previously published documents on the subject. 
c. Documentation concerning related projects. 
d. F1PS publications and other reference documents. 

2. REQUIREMENTS 

2.1. Description. Provide a general description of the system/subsystem to estab
lish a frame of reference for the remainder of the document. Include a sum
mary of functional requirements to be satisfied by this system/subsystem. 
Show the general interrelationship of the system/subsystem components, 

2.2. Functions. Specify the system/subsystem functions in quantitative and qual
itative terms and how the functions will satisfy the functional requirements. 

2.3. Performance. Specify the performance requirements. 

2.3.1. Accuracy. Describe the data accuracy requirements imposed on the sys
tem or subsystem, such as: 

a. Mathematical. 
b. Logical 
c Legal. 
<L Transmission. 

2.3.2. Validation. Describe the data validation requirements imposed on the 
system/subsystem. 

2.3.3. Timing. Describe the timing requirements imposed on the software, 
such as, under varying conditions: 

a. Response time. 
b. Update processing time. 
c. Data transfer and transmission time. 
d. Throughput time. 

2.3.4. Flexibility. Describe the capability for adapting the program to changes 
in requirements, such as; 

The ortfinieeticn of the content! of Sections S. H, 4, «nd S mwy sary Hceerdinp, to the imrlifae of the daeumtniation. See 
Example following this content guideline, pine 28. 
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a. Changes in modes of operation, 
b. Operating environment. 
c. Interfaces with other software. 
d. Accuracy and validation and timing. 
e. Planned changes or improvements. 

Identify the system/subsystem components which are specifically de
signed to provide this flexibility. 

3. OPERATING ENVIRONMENT 

3.1. Equipment. Identify the equipment required for the operation of the system/ 
subsystem. Identify any new equipment required and relate it to specific func
tional requirements to be supported. Include information, such as: 

a. Processor and size of internal storage. 
b. Storage, online and offline, media, forni, and devices. 
c. Input/output devices, online and offline. 
d. Data transmission devices. 

3.2. Support Software. Identify \]\e support software and describe any test soft
ware. If the operation of the system/subsystems depends on changes to sup
port software, identify the nature and planned date of these changes. 

3.3. Interfaces. Describe the interfaces with other software. 

3.4. Security and Privacy. Describe the overall security and privacy requirements 
imposed on the system/subsystem. If no specific requirements are imposed, 
state this fact. 

3.5. Controls. Describe the operational controls imposed on the system/subsystem. 
Identify the sources of these controls. 

i. DESIGN CHARACTERISTICS 

4.1. Operations. Describe the operating characteristics of the user and computer 
centers where the software will be operational, 

4.2. System/Subsystem Logic. Describe the logic flow of the entire system 'sub
system in the form of a flowchart. The flow should provide an integrated pre
sentation of the system/subsystem dynamics, of entrances and exits, com
puter programs, support software, controls, and data flow. 

5. PROGRAM SPECIFICATIONS 

5.1. Program (Identify) Specification. Specify the system.'subsystem functions to 
be satisfied by the computer program. 

a. Describe the program requirements. 
b. Describe the operating environment. 
c. Describe the design characteristics of the program including inputs, program 

logic, outputs, and data base. 

5.X. Program (Identify) Specification. Describe the remaining computer programs 
in a manner similar to the paragraph above. 

3 
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EXAMPLES OF ALTERNATIVE SECTION OUTLINES 

Sections 2, 3, and 4 of this specification may follow one of several alternative out
lines depending on the purpose to which the documentation is directed. Examples of 
alternative purposes and the corresponding outline are shown below. 

Example A: When this document is directed to the documentation of a given sys
tem and is not to specifically include the documentation of any subsys
tem, the appropriate title would be "System Specification." The outline 
for the specification would be: 

EEQUIREMENTS 
Description 
Functions 
Performance 

\ OPERATING ENVIRONMENT 
\ v Equipment 

Support Software 
Interlaces 
Security and Privacy 

. Controls 
• 'DESIGN CHARACTERISTICS 

Operations 
Logic 

s \ . 

Example B; When this documents is directed to the documentation of a given subsys
tem, the appropriate title would be "Subsystem Specification." The out
line for the specification would be the same as Example A above. 

Example C: When this document is directed to the documentation of a system and ™ 
its subsystems, the appropriate title would be "System and Subsystem 
Specifications." The outline, in brief, for the specification would be: 

System REQUIREMENTS 
System OPERATING ENVIRONMENT 
System DESIGN CHARACTERISTICS 
Subsystem 1 (Identify) 

REQUIREMENTS 
OPERATING ENVIRONMENT 
DESIGN CHARACTERISTICS 
PROGRAM SPECIFICATIONS 

Subsystem V (Identify) 

Example D: In any of the above examples, the program specifications may be docu
mented within as a separate section; as subsections to each subsystem 
section; or may be documented in a separate document, "ProgTam 
Specification." 

28 
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The purpose of the Program Specification is to spec' .y for programmers the require
ments, operating1 environment, and design characteristics of a computer program. 

Contents 

SECTION 1. GENERAL INFORMATION 2 

1.1. Summary - 2 
1.2. Environment - -_ - - -
1.3. References - 2 

SECTION 2. REQUIREMENTS 2 

2.1. Program Description 2 
2.2. Functions _ _ 2 
2.3. Performance .. _ - " 2 

2.3.J. Accuracy. » 2 
2.3.2. Validation - 2 
2.3.3. Timing. „ 2 
2.3.4. Flexibility. 2 

SECTION 3. OPERATING ENVIRONMENT 3 

3.1. Equipment „ 3 
3.2. Support Software. 3 

3.3. Interfaces 3 
3.4. Storage -3 
3.5. Security and Privacy 3 
3.6. Controls 3 

SECTION 4. DESIGN CHARACTERISTICS....- _ 3 

4.1. Operating Procedures 3 
4.2. Inputs „ * 
4.3. Program Logic ~. - ** 
4.4. Outputs _ i 

4.5. Data Base .... 4 

4.5.1 Logical Characteristics * 
4.5.2 Physical CharacteristicB •* 

1 
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Program Specification 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the specifications and functions of the computer pro
gram to be developed. 

1.2. Environment. Identify the project sponsor, developer, user, and computer cen
ter where the computer .program is to be run. 

1.3. References. List applicable references, such as: 

a. Project request (authorization), 
b. Previously published documents on the subject, 
c. Documentation concerning related projects. 
d. F1PS publications and other reference documents. 

2. REQUIREMENTS 

2.1. Program Description. Provide a general description of the program to estab
lish a frame of reference for the remainder of the document, include a sum
mary description of the system/ subsystem functions to be satisfied by this 
program. 

2.2. Functions. Specify the functions of the program to be developed. If the pro
gram in itself does not fully satisfy a system 'subsystem function, show the 
relationship to other programs which in aggregate satisfy that function. 

2.3. Performance. Specify the performance requirements. 

2.3.1. Accuracy. Describe data accuracy requirements imposed on the program, 
such as: 

a. Mathematical, 
b. Logical, 
c. Legal, 
d. Transmission. 

2.3.2. Validation, Describe the data validation requirements imposed on the 
program. 

2.3.3. Timing. Describe the timing requirements imposed on the program, 
such as, under varying conditions: 

a. P.esponse time. 
b. Update processing time. 
c. Data transfer and transmission time. 
d. Throughput and internal processing time. 

2.3.4. Flexibility. Describe the capability for adapting the program to changes 
in requirements, such as: 
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a. Modes of operation. 
b. Operating environment. 
c. Interfaces with other programs. 
d. Accuracy, validation, and timing1. 
e. Planned changes or improvements. 

Identify the components of the program which are designed to provide 
this flexibility. 

3. OPERATING ENVIRONMENT 

3.1. Equipment. Identify the equipment required for the operation of the program. 
Include information 'on equipment required, such as: 

a. Processor and size of internal storage. 
b. Storage, online and offline, media, form, and devices. 
c. Input/Output devices, online and offline, and capacities. 
d. Data transmission devices. 

3.2. Support Software. Identify the support software and describe any test pro
grams. If the operation of the program depends on changes to support soft
ware, identify the nature and planned date of these changes. 

3.3. Interfaces. Describe all interactions with the operator. Describe all interac
tions with other software, including sequence or procedure relationships and 
data interfaces. 

3.4. Storage. Specify the storage requirements and any constraints and conditions. 

a. Internal. Describe and illustrate the use of internal storage areas, includ
ing indexing and working areas. Briefly state the equipment constraints and 
design considerations that affect the use of internal storage. 

b. Device. List by device type all peripheral storage required. Briefly state 
any constraints imposed on storage requirements by each storage device. 
State requirements for permanent and temporary storage, including overlays. 

c. Offline. Describe the form, media and storage requirements of all offline 
storage. 

3.5. Security and Privacy, Describe the security and privacy requirements imposed 
on the program, the inputs, the outputs, and the data bases. If no specific re
quirements are imposed, state this fact. 

3.6. Controls, Describe the program controls such as record counts, accumulated 
counts, and batch controls. Identify the sources of these controls. 

4. DESIGN CHARACTERISTICS 

4.1. Operating Procedures. Describe the operating procedures and any special pro-
gi'jun functions or requirements necessary for its implementation. Describe the 
load, start, stop, recovery, and restart procedures. Describe all other interac
tions of the program with the operator. 
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4.2. Inputs. Provide information about the characteristics of each input to the pro
gram, such as: 

a. Title and tag. 
b. Format and type of data, such as a record layout, 
c. Validation criteria. 
d. Volume and frequency. 
e. Means of entry. 
f. Source document and its disposition, or specific interface source. 
g. Security and privacy conditions, 

4.3. Program Logic. Describe the program logic. The logical flow should be pre
sented in graphic form (flowcharts, decision logic tables) supplemented oy nar
rative explanations. 

4.4. Outputs. Provide information about the ciiaracteristics of each output from 
the program, such as: 

a. Title and tag. 
b. Format specifications, such as a report format. 
c. Selection criteria for display, output, or transfer. 
d. Volume and frequency. 
e. Output media. 
f. Description of graphic displays and symbols. 
g. Security and privacy conditions, 
h. Disposition of products. 
i. Description of sequence of displays, display contents, fixed and variable 

formats, and display of error conditions. 

4.3. Data Base. Describe the logical and physical characteristics of any data base 
used by the program, 

4.5.1. Logical Characteristics. Describe for each unique set, file, record, ele
ment, or item of data, its identification, definition, and relationships. 

4.5.2. Physical Characteristics. Describe in terms of this data base, the stor
age requirements for program data, specific access method, and physi
cal relationships of access (index, device, area), design considerations, 
and access security mechanisms. 
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The purpose of the Data Base Specification is to specify the identification, logical 
characteristics, and physical characteristics of a particular data base. 

Contents 

SECTION 1. GENERAL INFORMATION _... 2 

1.1. Summary - _ - 2 
1.2. Environment _ _ , _ 2 
1.3. References .._ _ _ _ _.-. 2 

SECTION 2. DESCRIPTION „.. _ _ 2 

2.1. Identification „ — _ -. 2 
2.2. Using Software 2 
2.3. Conventions _ - _ _ ..- 2 
2.4. Special Instructions..... _ _ 2 
2.5. Support Software , _ - — 2 

SECTION 3. LOGICAL CHARACTERISTICS _ - 3 

SECTION 4. PHYSICAL CHARACTERISTICS 3 

4.1, Storage _ _ - 3 
4.2, Access — • 3 

4.3, Defign Considerations - - 3 

1 
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Data Base Specification 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the purpose of the data base and general functions of 
the using software. 

1.2. Environment. Identify the project sponsor, developer, user organization, and 
computer center where the software and data base are to be installed, 

1.3. References. List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project. 
c. Documentation concerning related projects. 
d. FIPS publications and other reference documents. 

2. DESCRIPTION 

2.1. Identification. Specify the code name, tag, or label by which the data base is 
to be identified, If the data base is to be experimental, test, or temporary, spe
cify this characteristic ant, effective dates or period. Any additional identifi
cation information should also be given. 

2.2. tiring Software. Identify all software intended to use or access this data base. 
Identify for each: the software name, code name, and any release or version 
number, 

2.3. Conventions. Describe all labeling or tagging conventions essential for a pro
grammer or analyst to use this data base specification. 

2.4. Special Instructions. Provide any special instructions to personnel who will 
contribute to the generation of the data base, or who may use it for testing or 
operational purposes. Such instructions include criteria, procedures, and for
mats for: 

a. Submitting data for entry into the data base and identification of a data con
trol organization. 

b. Entering data into the data base. 

Where these instructions are extensive, reference appropriate sections of other 
documents. 

2.5. Support Software, Describe briefly all support software directly related to the 
data base. Descriptions should include name, function, major operating char
acteristics, and machine run instructions for using the support software. Cite 
the support software documentation by title, number, and appropriate sections. 

Examples of support software are: 

a. Data base management systems. 
b. Storage allocation software. 
c. Data base loading software programs, 
d. File processing programs. 
e. Other generating, modifying, or updating software. 

2 
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3. LOGICAL CHARACTERISTICS 

A data base is a logical arrangement of data. Sets (aggregates), files, records, ele
ments, and items of data may vary in their logical arrangement and relationships. 
The organization of the content of this section should provide a meaningful present
ation of the logical organization of the data base. 

Define each unique set (aggregate), file, record, element, or item of data providing 
information, such as: 

a. Identification. Name and tag, or label. 
b. Definilion, Standard or unique; purpose in data base; using software; media; 

form; format and size; update criteria and conditions; security and privacy re
strictions, limitations, or conditions (update or access); integrity and validity 
characteristics; controlling data elements or items; and graphic representation. 

c. Relationships. Superior and inferior relationships; update and access relation
ships. 

4. PHYSICAL CHARACTERISTICS 

4.1. Storage, Specify the storage requirements for the data base and any con
straints and conditions. 

a. Internal. Describe and illustrate the use of internal storage areas set aside 
for data including indexing and working areas. Briefly state the equipment 
constraints and design considerations that affect the use of internal storage. 

b. Device. List by device type all peripheral storage required for the data 
base. Briefly state any contraints imposed on storage requirements by each 
storage device. State requirements for permanent data sto'rage and tempora-
rary data storage, including overlays. 

c. Offline. Describe the form, media and storage requirements of all offline 
data storage. 

4.2. Access. Describe the access method and specify the physical relationships of 
access (index, device, area). Describe all physical access security mechanisms. 

4.3. Design Considerations. State the design considerations for the handling of 
this data base, such as blocking factors. Emphasize those physical relation
ships important to the efficient utilization of the data base. 

S K Eximplei of Content Onrflnicntioti tor Section 3 on wire 3G. 

3 
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EXAMPLES OF CONTENT ORGANIZATION FOR SECTION 3 

Example A: Simple structure in which the database is composed only of data elements: 

Element 1 (Identification, Definition, Relationships) 
Element 2 (Identification, Definition, Relationships) 
Element N (Identification, Definition, Relationships) 

Example B: Simple hierareliial structure in which the data base is composed of files, rec
ords, and data elements: 

File 1 (Identification, Definition, Relationships) 
Record 1 (Identification, Definition, Relationships) 

Element 1 (Identification, Definition, Relationships) 
Element N (Identification, Definition, Relationships) 

Record N (Identification, Definition, Relationships) 
File N (Identification, Definition, Relationships) 

Example C: A structure in which a data base is composed of data elements and sets 
of data with an organization based on multiple or specific relationships be
tween elements and sets: 

Element 1 (Identification, Definition, Relationships) 
Element N (Identification, Definition. Relationships) 

Set 1 (Identification, Definition, Relationships) 
Set N (Identification, Definition, Relationships) 

Example D: Any of the above structures, but with a substantial number of sets, files, 
records, elements, or items of data. Outline in graph or chart form the 
structure, levels, and relationships with each chart element denoting the 
Identification of the set, etc., portrayed. Supplement the graph or chart 
with a suitably organized listing of all sets, etc, with the appropriate Def
inition and Relationships information. 
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The purpose of the Users Manual is to sufficiently describe the functions performed 
by the software in non-ADP terminology, such that the user organization ean determine 
its applicability and when and how to use it. It should serve as a reference document for 
preparation of input data and parameter, and interpretation of results. 

Contents 

Part 
SECTION 1. GENERAL INFORMATION.. _ „.. 2 

1.1. Summary - - - - - - _ 2 
1.2. Environment - - - — - _ 2 
1.3. References ~ --.. 2 

SECTION 2. APPLICATION 2 

2.1. Description — - — 2 
2.2. Operation — „ 2 

2.4. Structure „ 2 
2.5. Performance 2 
2.6. Data Base ,_ 2 
2.7. Inputs, Processing, and Outputs 2 

SECTION 3. PROCEDURES AND REQUIREMENTS 3 

3.1. Initiation 3 
3.2. Input 3 

3.2.1, Input Formats „ 3 
3.2.2. Sample Inputs 3 

3.3. Output 4 
3.3.1. Output Formats _ 4 
3.3.2. Sample Outputs _ _ 4 

3.-I. Error and P.ecovery 4 
3.5. File Query 4 
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Users Manual 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the application and general functions of the software. 

1.2. Environment. Identify the user organization and computer center where the 
software is installed. 

1.3. References. List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project. 
c. Documentation concerning related projects and software. 
d. FIPS publications and other reference documents. 

2. APPLICATION 

2.1. Description. Descrilf? when and how the software is used and the unique sup
port provided to the user organization. The description should include: 

a. Purpose of the software. 
b. Capabilities and operating improvements provided. 
c. Functions performed. 

2.2. Operation. Show the operating relationships of the functions performed to 
the organization that provides input to and receives output from the software. 
Describe security and privacy considerations. Include general charts and a de
scription of the inputs and outputs shown on the charts. 

2.3. Equipment. Describe the equipment on which the software can be run. 

2.4. Structure. Show the structure of the software and describe the role of each 
component in the operation of the software. 

2.5. Performance. Describe the performance capabilities of the software including 
where appropriate: 

a. Quantitative information on inputs, outputs, response time, processing times, 
and error rates. 

b. Qualitative information about flexibility and reliability. 

2.6. Data Base, Describe all data files in the data base that are referenced, sup
ported, or kept current by the software. The description should include the pur
pose for which each data file is maintained. 

2.7. Inputs, Processing, and Outputs. Describe the inputs, the flow of data through 
the processing cycle, and the resultant outputs. Include any applicable relation
ships among inputs or outputs. 
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3. PROCEDURES AND REQUIREMENTS 

This section should provide information about initiation procedures, and prepara
tion of data and parameter inputs for the software. The scope, quality, and logical 
arrangement of the information should enable the user to prepare required inputs 
and should explain in detail the characteristics and meaning of the outputs. It should 
also describe error, recovery, and file query procedures and requirements. 

3.1. Initiation. Describe step-by-step procedures required to initiate processing. 

3.2, Input. Define the requirements of preparing input data and parameters. Typi
cal considerations are: 

a. Conditions—e.g., personnel transfer, out of stock. 
b. Frequency—e.g., periodically, randomly, as a function of an operational sit

uation. 
c. Origin—e.g., Personnel Section, Inventory Control, 
d. Medium—e.g., keyboard, punched card, magnetic or paper tape, 
e. Restrictions—e.g., priority and security handling, limitations on what files 

may be accessed by this type of transaction. 
f. Quality control—e.g., instructions for checking reasonableness of input data, 

action to be taken when data appears to be in error, documentation of errors. 
g. Disposition—e.g., instructions necessary for retention or release of all data 

files received, other recipients of the inputs. 

3.2.1. Input Formats. Provide the layout forms used in the initial preparation 
program data and parameter inputs. Explain each entry, and reference 
it to the sample form. Include a description of the grammatical rules 
and conventions used to prepare input, such as: 

a. Length—e.g., characters/line, characters /item. 
b. Format—e.g., left justified. 
c. Labels—e.g., tags or identifiers. 
d. Sequence-—e.g., the order and placement of items in the input. 
e. Punctuation—e.g., spacing and use of symbols (virgule, asterisk, 

character combinations, etc.) to denote start and end of input, of lines, 
of data groups, etc. 

f. Combination—e.g., rules forbidding use of groups of particular char
acters, or combinations of parameters in an input. 

g. Vocabulary—e.g., an appendix which lists the allowable character 
combinations or codes that must be used to identify or compose in
put items. 

h. Omissions and Repeats—e.g., indicate those elements of input that 
that are optional or may be repeated. 

i. Controls—e.g., header or trailer control data. 

3.2.2, Sample Inputs. Provide specimens of eacli complete input form. In
clude: 

a. Control or header—e.g., entries that denote the input class or type, 
chte/time, origin, and instruction codes to the software. 

b. Text—e.g., subsections of the input representing data for operation
al files, request parameters for an informatior retrieval program. 
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c. Trailer—e.g., control data denoting the end of input and any addi
tional control data. 

d. Omissions—e.g., indicate those classes or types of input that may 
be omitted or are optional. 

e. Repeats—e.g., indicate those positions of the input that may be re
peated. 

8.3. Output. Describe the requirements relevant to each outpui. Typical considers-
, tions are: 

a. Use—e.g., by whom and for what. 
b. Frequency—e.g.. weekly, periodically, or on demand. 
c. Variations—e.g., modifications that are available to the basic output. 
d. Destination—e.g., computer area, remote terminal. 
e. Medium—e.g., printout, CRT, tape, cards. 
f. Quality control—e.g., instructions for identification, reasonableness checks, 

editing and error correction. 
g. Disposition—e.g., instructions necessary for retention or release, distribution, 

transmission, priority, and security handling. 

3.3.1. Output Formats. Provide a layout of each output. Explanations should 
be keyed to particular parts of the format illustrated. Include: 

a, Header—e.g., title, identification, date, number of output parts. 
b, Body—e.g., information that appears in the bcdy or text of the out

put, columnar headings in tabular displays, and record layouts in ma
chine readable ouputs. Note which items may be omitted or repeated. 

c, Trailer—e.g., summary totals, trailer labels. 

3.3.2. Sample Outputs. Provide a sample of each type of output. For each 
item on a sample, include: 

a. Definition—e.g., the meaning and use of each information variable. 
b. Source—e.g., the item extracted from a specific input, from a data 

base file, or calculated by software. 
c Characteristics—e.g., the presence or absence of the item under cer-

tain conditions of the output generation, range of values, unit of 
measure. 

3.4. Error and Recovery. List error codes or conditions generated by the soft
ware and corrective action to be taken by the user. Indicate procedures to be 
followed by the user to ensure that any restart and recovery capability can 
be used. 

3.5. File Query. Prepare this paragraph for software with a file query retrieval ca
pability. Include detailed instructions necessary for initiation, preparation, and 
processing of a query applicable to the data base. Describe the query capabili
ties, forms, commands used, and control instructions required. . 

If the software is queried through a terminal, provide instructions for termi
nal operators. Describe terminal setup or connect procedures, data or param
eter input procedures, and control instructions. Reference related materials de
scribing query capabilities, languages, installation conventions and procedures, 
program aids, ecc. 

4 
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The purpose of the Operations Manual is to provide computer operations person
nel with a description of the software and of the operational environment ?o that th*"-
software can he run. 

Contents 

SECTION" 1. GENERAL INFORMATION 2 

1.1. Summary 2 
1.8. Environment 2 
1,3. References 2 

SECTION 2. OVERVIEW 2 

2.1. Software Orjraniiation _ _ 2 
2.2. Program Inventory 2 

2.3. File Inventory - 2 

SECTION 3. DESCRIPTION OF RUNS 2 

3.1. Run Inventory 2 
3.2. Run Progression 2 
3.3. Hun Description (Identify) 2 

3.3.1. Control Inputs 2 
3.3.2. Operating Information 2 
3.3.3. Input-Output Files * 
3.3.4. Output Reports 3 
3.3.5. Reproduced Output Reports 3 
3.3.6. Restart/Recovery Procedures 3 

3.4. Run Description (Identify) 3 
SECTION 4. NON-ROUTINE PROCEDURES _ 3 

SECTION 5. REMOTE OPERATIONS 3 
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Operations Manual 

1. GENERAL INFORMATION 

1.1. Summary, Summarize the general functions of the software. 

1.2. Environments. Identify the software sponsor, developer, user organization, and 
the cumputer center where the software is to be installed, 

1.3. References. List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project. 
c. Documentation concerning1 related projects. 
d. FIPS publications and other reference documents. 

2. OVERVIEW 

2.1. Software Organization. Provide a diagram showing the inputs, outputs, data 
files, and sequence of operations of the software. Runs may be grouped by 
periods of time cycles, by organizational level where they will be performed, 
or by other groupings. 

2.2. Program Inventor)-, Identify each program by title, number, anO mnemonic 
reference. 

2.3. File Inventory, Identify each permanent file that is referenced, created, or up
dated by the system, Include the title, mnemonic reference, storage medium, 
and required storage. 

3. DESCRIPTION OF RUNS 

3.1. Run Inventory. List the various runs possible and summarize the purpose 
each run. Show the programs that are executed during each run. 

3.2. Run Progression. Describe the manner in which progression advances from 
one run to another so that the entire run cycle is completed. 

3.3. Run Description (Identify). Organize the information on each run into the 
most useful presentation for the operating center and operations personnel in
volved, 

3.3.1. Control Inputs. List the run stream control statements needed for the 
run. 

3.3.2, Operating Information. Provide information for the operating center 
personnel and management, such as: 

a. Run identification. 
b. Operating requirements. 
c. Initiation method, such as on request, at predetermined time, etc. 
d. Estimated run time and turnaround time. 
e. Operator commands and messages. 
f. Contacts for problems with the run. 
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3.3.3. Input-Output Files. Provide information for files created or updated 
by the run, such as: 

a. File name or label. 
b. Recording medium, 
c. Retention schedule. 
d. Disposition of file. 

3.3.4. Output Reports. For each output report or type of report, provide in
formation such as: 

a. Report identification. 
b. Medium. 
c. Volume of report. 
d. Number of copies. 
e. Distribution. 

3.3.5. Reproduced Output Reports. For those reports that are computer- gen
erated and then reproduced by other means, provide information such as: 

a. Report identification. 
b. Reproduction technique. 
c. Dimensions of paper or other medium. 
d. Binding method. 
e. Distribution. 

3.3.G. Restart/ Recovery Procedures. Describe procedures to restart the run or 
recover from a failure. 

3.4 Run Description (Identify). Present information about the subsequent runs in a 
manner similar to that used in paragraph 3.3. 

4, NON-ROUTINE PROCEDURES 

Provide any information necessary concerning emergency or non-routine operations, 
such as: 

a. Switchover to a back-up system. 
b. Procedures for turnover to maintenance programmers. 

5. REMOTE OPERATIONS 

Describe the procedures for running the programs through remote terminals. 
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Tlie purpose of the Program Maintenance Manual is to provide the maintenance pro-
granimer with the information necessary to understand the programs, their operating 
environment, and their maintenance procedures. 

Contents 
Page 

SECTION 1. GENERAL INFORMATION _ 2 

1.1. Summary „ „ „ 2 
1.2. Environment 2 
1.3. References _ _ 2 

SECTION 2. PROGRAM DESCRIPTION'S _ 2 

2.1. Program (Identify) Description 2 
2.1.1. Problem and Solution Method.. 2 
2.1.2. Input _ 2 
2.1.3. Processing _ 2 
2.1.4. Output „ „ 2 
2.1.5. Interfaces _ _ 2 
2.1.6. Tables. „ _ _ 2 
2.1.7. Run Description _ 3 

2.2. Program (Identify) Description _ 3 

SECTION 3, OPERATING ENVIRONMENT 3 

3.1. Hardware 3 
3.2. Support Software 3 

3.2.1. Operating System 3 
3.2.2. Compiler/Assembler 3 
3.2.3. Other Software 3 

3.3. Data Base 3 

SECTION A. MAINTENANCE PROCEDURES 3 

4.1. Programming Conventions _ 3 
4.2. Verification Procedures 3 
4.3. Error Correction Procedures 3 
4.4. Special Maintenance Procedures 3 
4.5. Listings and Flowcharts 3 
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Program Maintenance Manual 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the general nature of the software to be maintained. 

1.2. Environment. Identify the project sponsor, developer, user and computer cen
ter or network where the software is implemented. 

1.3. References. List applicable references, such as: 

a. Project request (authorizations). 
b. Previously published documents on the project. 
c. Documentation concerning' related projects. 
d. FIPS publications and other reference documents. 

2. PROGRAM DESCRIPTIONS 

Describe the program and programs in the system/subsystem for the maintenance 
programmer. If a complex system is being described, provide a general description 
of that system identifying each program and its functions. 

2.1. Program (Identify) Description. Identify the program by title, tag or label, 
and programming language. 

2.1.1. Problem and Solution Method. Describe the problem to be solved or the 
program function and the solution method used. 

2.1.2. Input Describe the input to the program and provide a layout. Identify 
the medium used. Include information, such as codes, units of measure
ment, format, range of values, or reference a data element directory. 

2.1.3. Processing. Describe processing features and purposes important to the 
maintenance programmer, such as: 

a. Processing logic. 
b. Linkages. 
c. Variables and constants. 
d. Formulas, 
e. Error handling provisions. 
f. Restrictions and limitations, 
g. Locations, settings, internal switches and flags, 
h. Shared storage. 

2.1.4. Output, Describe the output of the program and provide a layout. Iden
tify the medium used. 

2.1.5. Interfaces. Describe the interfaces with other software, such as data 
formats, messages, parameters, conversion requirements, interface pro
cedures, and media. 

2.1.6. Tables, Identify each table and its items. Describe the location, struc
ture, and purpose of each. 
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2.1.7, Run Description. Describe or reference the operating procedures to run 
the program, including loading, operating, terminating, and error han
dling, 

2.2. Program (Identify) Description. Describe the second through nth computer 
program in a manner similar to iha t used in paragraph 2.1. 

3. OPERATING ENVIRONMENT 

5.1. Hardware. Identify the equipment required for the operation of the system. 
Describe any unusual features used. Relate the hardware to each program. 
Include information such as: 

a. Processor and size of interna! storage. 
b. Storage online or offline, media, form, and devices. 
c. Input/output devices, online and offline. 
d. Data transmission devices. 

3.2. Support Software. Identify the support software needed for each computer 
program. 

3.2.1. Operating System. Identify and describe the operating system includ
ing the version or release number and any unusual features used. 

3.2.2. Compiler/Assembler. Identify and describe the compiler or assembler 
including the version or release number and any special features used. 

8.2.3. Other Software. Identify and describe any other software used includ
ing data management systems, report generators, etc. 

3.S. Data Base. Describe or reference documentation on the data base used. In
clude information such as codes, units of measurement, format, range of values, 
or reference a data element directory. 

4. MAINTENANCE PROCEDURES 

4.1. Programming Conventions. Identify and describe the programming conven
tions used. 

*-2. Verification Procedures. Describe the verification procedures to check the per
formance of the programs, either general or following modifications. Include a 
reference to test data and testing procedures. 

4.3. Error Correction Procedures. Describe all error conditions, their sources, and 
procedures for their correction. 

4.4. Special Maintenance Procedures. Describe any special procedures required for 
the maintenance of the programs. Include information such as periodic purges 
of the data base, temporary modifications needed for leap years or century 
changes, etc. 

4.5. Listings and Flowcharts. Reference, append, or describe the method for ob
taining copies of listings of the programs and flowcharts. 

3 
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3.9 Test Plan nremu* 

The purpose of the Test Plan is to provide a plan for the testing of software; detailed 
specifications, descriptions, and procedures for all tests; and test data reduction and evalu
ation criteria. 

Contents 
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2.2. Milestones - 2 
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2.3.1. Schedule— „ _ _ _ 2 
2.3.2. Requirements - 2 
2.3.3. Testing Materials - - _ - 2 

2.4. Testing (Identify Location) - 3 

SECTION 3. SPECIFICATIONS AND EVALUATION 3 

3.1. Specifications.. — -..„ _. „ — 3 
3.1.1. Requirements - - 3 
3.1.2. Software F nctions— _. _ _ 3 
3.1.3. Test/Function Relationships _ „ 3 
3.1.4. Test Progression - 3 

3.2. Methods and Constraints .._ _ 3 
3.2.1. Methodology. „ 3 
3.2.2. Conditions 3 
3.2.3. Extent _ „„....„ „._ 3 
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3.2.5. Constraints.,.. _ — „ 3 

8.3. Evaluation 3 
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SECTION 4, TEST DESCRIPTIONS 3 
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4.1.2. Inputs — 4 
4.1.3. Outputs 4 
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4.2, Test (Identify) 4 
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Test Plan 

1. GENERAL INFORMATION 

1.1. Summary. Summarize the functions of the software and the tests to be per
formed. 

1.2. Environment and Pretest Background. Summarize the history of the project. 
Identify the user organization and computer center where the testing will be 
performed. Describe any prior testing and note results that may affect this 
testing. 

1.3. References. List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project. 
c. Documentation concerning related projects. 
d. FTPS publications and other reference documents. 

2. PLAN 

2.1. Software Description. Provide a. chart and briefly describe the inputs, out
puts, and functions of the software being tested as a frame of reference for 
the test descriptions. 

2.2. Milestones. List the locations, milestones events, and dates for the testing. 

2.3. Testing (Identify Location). Identify the participating organizations and the 
location where the software will be tested. 

2.3.1. Schedule. Show the detailed schedule of dates and events for the test
ing at this location. Such events may include familiarization, training, 
data, as well as the volume and frequency of the input. 

2.3.2. Requirements. State the resource requirements, including; 

a- Equipment. Show the expected period of use, types, and quantities 
of the equipment needed. 

b. Software. List other software that will be needed to support the 
testing that is not part of the software to be tested. 

c. Personnel. List the numbers and skill types of personnel that are 
expcted to be available during the test from both the user and de
velopment groups. Include any special requirements such as muiti-
shift operation or key personnel. 

2.5.3. Testing Materials, List the materials needed for the test, such as: 

a. Documentation, 
b. Software to be tested and its medium. 
c Test inputs and sample outputs. 
d. Test control software and worksheets, 

2.3.4. Test Training. Describe or reference the plan for providing training in 
the use of the software being tested. Specify the types of training, per
sonnel to be trained, and the training staff. 
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2.4. Testing (Identify Location), Describe the plan for the second and subsequent 
locations where the software will be tested in a manner similar to paragraph 
2.3. 

3. SPECIFICATIONS AND EVALUATION' 

3.1. Specifications, 

3.1.1. Requirements. List the functional requirements established by ear
lier documentation. 

3.1.2. Software Functions. List the detailed software functions to be exer
cised during the overall test. 

3.1.3. Test/Function Relationships. List the tests to be performed on the soft
ware and relate them to the functions in paragraph 3.1.2. 

3.1.4. Test Progression. Describe the manner in which progression is made 
from one test to another so that the entire test cycle is completed. 

3.2. Methods and Constraints. 

3.2.1. Methodology. Describe the genera] method or strategy of the testing. 

3.2.2. Conditions. Specify the type of input to be used, such as live or test 
data, as well as the volume and frequency of the input. 

3.2.3. Extent. Indicate the extent of the testing, such as total or partial. In
clude any rationale for partial testing. 

3.2.4. Data Recording. Discuss the method to be used for recording the test 
results and other information about the testing. 

3.2.5. Constraints. Indicate anticipated limitations on the test due to test con
ditions, such as interfaces, equipment, personnel, data bases. 

3.3. Evaluation. 

3.3.1. Criteria. Describe the rules to be used to evaluate test results, such 
as range of data values used, combinations of input types used, maxi
mum number of allowable interrupts or halts. 

3.3.2. Data Reduction. Describe the techniques to be used for manipulating 
the test data into a form suitable for evaluation, such as manual or 
automated methods, to allow comparison of the results that should be 
produced to those that are produced. 

4. TEST DESCRIPTIONS 

4.1. Test (Identify). Describe the test to be performed. 

4.1.1, Control, Describe the test control, such as manual, semi-automatic, or 
automatic insertion of inputs, sequencing of operations, and recording 
of results. 
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3.10 Test Analysis Report Firs P U B * 

The purpose of the Test Analysis Report is to document the test analysis results and 
findings; present the demonstrated capabilities and deficiencies for re -iew; and provide a 
bari, for preparing a statement of software readiness for implementation. 

Contents 

SECTION" 1. GENERAL INFORMATION. 2 

1.1. Sumraary „ _ 2 

1.2. Environment - * 
1.3. References 2 

SECTION 2. TEST RESULTS AND FINDINGS 2 
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2.1.1. Dynamic Data Performance 2 

2.1.2. Static Data Performance 2 

2.N. Test (Identify) 2 

SECTION 3. SOFTWARE FUNCTION FINDINGS.. 

3.1. *" nction (Identify) — _ -
3.1. Performance „ - - — -
3.1.2. Limits „ „ — 2 

3.N. Function (Identify) - 3 

SECTION 4. ANALYSIS SUMMARY - - 3 

4.1. Capabilities — - _ 3 

4.2. Deficiencies 3 

4.3. Recommendations and Estimates " 
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Test Analysis Report 

1. GENERAL INFORMATION 

1.1. Summary. Summarize both the general functions of the software tested and 
the test analysis performed. 

1.2. Environment. Identify the software sponsor, developer, user organization, and 
the computer center where the software is to be installed. Assess the manner 
in which the test environment may be different from the operational environ
ment and the effects of this difference on the tests. 

1.3. References, List applicable references, such as: 

a. Project request (authorization). 
b. Previously published documents on the project, 
e. Documentation concerning related projects. 
d. PIPS publications and other reference documents. 

2. TEST RESULTS AND FINDINGS 

Identify and present the results and findings of each test separately in paragraphs 
2.1 through 2.N. 

2.1. Test (Idenfify). 

2.1.1. Dynamic Data Performance, Compare the dynamic data input and out
put results, including else output of internally generated data, of this 
test with the dynamic data input and output requirements, State the 
findings. 

2.1.2. Static Data Performance. Compare the static data input and output 
results, including the output of internally generated data, of this test 
with the static lata input and output requirements. State the findings. 

2.N. Test (Idenfify). Present the results and findings of the second and succeeding 
tests in a manner similar to that of paragraph 2.1. 

3. SOFTWARE FUNCTION FINDINGS 

Identify and describe the findings on each function separately in paragraphs 3.1 
through S.N. 

3,1. Function (Identify). 

8.1.1. Performance. Describe briefly the function. Describe the software ca
pabilities that were designed to satisfy this function. State the findings 
as to the demonstrated capabilities from one or more tests. 

3.1.2, Limits. Describe the range of data values tested, including both dy
namic and static data. Identify the deficiencies; limitations, and con
straints detected in the software during the testing with respect to this 
function. 
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3.N\ Function (Identify). Present the findings on the second and succeeding func
tions in a manner similar to that of paragraph 3.1. i 

4. ANALYSIS SUMMARY 

4.1. Capabilities. Describe the capabilities of the software as demonstrated by the 
tests. Where tests were to demonstrate fulfillment of one or more specific per
formance requirements, prepare findings showing the comparison of the results 
with these requirements. Assess the effects any differences in the test envir-
ment as compared to the operational environment may have had on this test 
demonstration of capabilities. 

4.2. Deficiencies. Describe the deficiencies of the software as demonstrated by the 
tests. Describe the impact of each deficiency on the performance of the soft
ware, Describe the cumulative or overall impact on performance of all detected 
deficiencies. 

4.3. Recommendations and Estimates. For each deficiency provide any estimates of 
time and effort required for its correction and any recommendations as to: 

a. The urgency of each correction. 
b. Parties responsible for corrections. 
c. How the corrections should be made. 

State the readiness for implementation of the software. 
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