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ABSTRACT

The principles of operation of planar positron camera systems made up of multiwire proportional chambers as detectors and electromagnetic delay lines for coordinate readout are discussed. Gamma converters are coupled to the wire chambers to increase detection efficiency and improve spatial resolution. The conversion efficiencies of these converters are calculated and the results compare favorably to the experimentally measured values.

Two reconstruction algorithms, Fourier deconvolution and matrix inversion, for obtaining the three-dimensional distribution of the radioisotopes from the recorded data are described. Construction of generalized tomograms capable of emphasizing the large-angle events is introduced. The effects of the angular range of data taking in reconstructions using the two algorithms are investigated. It is found that in the absence of any a priori information there are undetermined components in the reconstruction if the point response function of the positron camera does not satisfy certain criteria. However, most of the undetermined components are recovered in the case in which the transverse spacing of the object is discrete, and all of them are
recovered if the fact that the object extent is finite is utilized. An iterative scheme for recovering these undetermined components is developed, which is applicable to other transmission and emission imaging devices.

Experimental and digital methods for suppressing the noise in the data due to Compton scattering are detailed. The propagation of errors in the reconstruction algorithms is formulated, and methods to stabilize their performance in the presence of noise are developed.

Results of reconstructing a real phantom as well as computer-generated phantoms are presented.
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1. INTRODUCTION

The past decade has seen a rapid development in the field of nuclear medicine, the use of radioisotope tracers for diagnosing medical disorders. Such rapid progress is attributed to the availability of many new radiopharmaceuticals on one hand, and the improvement of radioisotope imaging devices and image reconstruction methods on the other. The general procedure is to administer a gamma-emitting radioisotope with appropriate half-life to a patient. The gamma radiation which escapes from the patient's body is detected by a gamma detector, and the data so accumulated are processed to give an estimate of the distribution or localization of the radioisotope, which is a reflection of the condition of the organ under diagnosis.

An imaging system in nuclear medicine is made up of three basic components: (1) the gamma-ray channel, which selects and directs the gamma radiation from the object to the detector; (2) the detector, which is sensitive to the gamma radiation; (3) the data processor, which processes the data acquired by the detector to produce an image of the radioisotope distribution. Depending on whether the detector is in motion or stationary while taking data, and the method of channeling the gamma rays, nuclear medicine imaging device can be classified into two categories: scanners, and gamma cameras.

Single-head scanners [1] were the earliest devices employed in radioisotope imaging: a detector equipped with a collimator scans rectilinearly over the area of interest (Fig. 1.1). At any instant of
Fig. 1.1. Schematic configuration of a scanner.

Fig. 1.2. Schematic configuration of a Gamma camera.
data acquisition the collimator, either in the form of a single cylindrical bore, or a cluster of tapered apertures focused at a fixed point, allows the gamma rays from a single resolution element to fall on the detector while blocking out those from the rest of the organ. Recording the detector signal as a function of the scanning position permits a two-dimensional distribution of the gamma-emitting radioisotope to be mapped out. In recent years multi-head rectilinear scanners [2] have been developed and increasingly used for organ scanning, especially for the larger ones such as lung and liverspleen, and whole body scanning. Their design is fundamentally the same as that of single-head scanners, except that instead of a single scan, two or more scans are obtained from different directions.

In contrast to the scanners, gamma cameras are, in general, stationary devices, though recently some moving cameras are being developed [3]. Through image-producing collimators such as pinhole aperture or multi-channel collimator, their gamma detectors continuously receive radiation emitted from all parts of the object being diagnosed (Fig. 1.2). By recording the interaction sites of the incident gamma rays with the detector, an image of the radioisotope distribution can be obtained. There are a number of position-sensitive instruments which can be used as detectors in gamma cameras: the commercially available Anger camera [4] employs NaI(Tl) crystal viewed by a number of photomultiplier tubes (PMT) around its circumference; spatial resolution is achieved through pulse height division method. Other detectors such as image intensifier [5], spark chamber [6], multiwire proportional chamber [7],
and semiconductor detector \cite{8} have also been used in experimental gamma-ray cameras.

The main advantage of these relatively new imaging devices, the gamma cameras, over the radioisotope scanners is their much faster rate of data acquisition. The reasons are two-fold. Firstly, the gamma-ray cameras collect data in parallel, the radiation from all parts of the object is detected at the same time, resulting in much higher sensitivity than is possible with the scanners which gather data sequentially. Secondly, data acquisition time is not limited by any mechanical motion, which is a determining factor in the case of scanners. The shorter exposure time of the cameras permits the recording of dynamic processes, such as blood flow and heart beat, as well as static distribution, whereas the scanners are restricted to the latter only. However, gamma-ray cameras are limited in their field of view, whereas the scanners are not so restricted. The problems imposed by the limited field of view will be discussed in detail in the next chapter.

One major source of errors in the data taken by the scanners and the cameras is the attenuation of the gamma rays by the quantity of tissue lying between the gamma-ray source and the detector. The amount of attenuation depends on the position of the gamma-ray source, and it is this position dependence which greatly complicates the image reconstruction problem. Furthermore, the septa of the collimators which provide for resolution in gamma scanners and cameras absorb a large fraction of the photons, limiting the imaging efficiency.
The use of positron-emitting radionuclides allows compensation for gamma-ray absorption and eliminates the need of collimators. Some proton-rich elements decay by emitting a positron and a neutrino to achieve stability. The positron produced will annihilate with an electron in the neighborhood, producing two back-to-back gamma rays. The direction and location of these annihilation gamma-ray pairs can be found by detecting them in coincidence without the need of a collimator; therefore positron imaging is capable of much higher sensitivity than that of gamma camera, resulting in lower dose to the patient. Moreover, the resolution is improved, as it is no longer limited by the collimator. Operation in coincidence also results in lower background count rate, and thus improves counting statistics. As for the absorption of the gamma rays, the sum of the distance traversed by the two annihilation gamma rays is roughly constant for a given patient thickness, so the attenuation is more or less independent of the location of the source.

More quantitatively, we assume that the two photons must travel distances $x_1$ and $x_2$, respectively, in the object while the distance $d = x_1 + x_2$ is a slowly varying function of the annihilation point. Suppose that the effective Compton scattering attenuation coefficient for the object is given by a fixed number $\mu$. Then the probability that both of the photons will not undergo Compton scattering is

$$P_1 P_2 = \exp(-\mu x_1) \exp(-\mu x_2) = \exp(-\mu d)$$

approximately independent of the position of the annihilation point. The probability that either photon undergoes Compton scattering is therefore proportional to $\mu\exp(-\mu d)$, also approximately independent of position.
One more advantage of positron imaging is that about one half of all the radionuclides are positron emitters, such as $^{11}\text{C}$, $^{13}\text{N}$, $^{15}\text{O}$, $^{18}\text{F}$, $^{68}\text{Ga}$, $^{64}\text{Cu}$, and $^{82}\text{Ru}$, etc. These biologically important radionuclides have short half-lives and high specific activity, thus it should theoretically be possible to find a positron emitter for almost any imaging problem of interest.

A positron imaging scanner utilizing the time-of-flight principle was introduced by Burnham et al., in 1967 [9]. Positron cameras using arrays of NaI crystals were constructed by Anger in 1967 [10]. There are also positron cameras using two large NaI crystals [11], using multiwire proportional chambers with liquid Xe [12]. The purpose of this thesis is to investigate the problems involved in imaging in positron cameras using multiwire proportional chambers equipped with gamma ray converters [13].
II. THEORY OF POSITRON IMAGING

In typical positron camera imaging, a $\beta^+$ active radioisotope is injected into the patient's blood stream in a carrier which is chosen to be preferentially absorbed by the medical anomaly. The radioisotope assumes a quasi-equilibrium distribution in the tissue. In undergoing $\beta^+$ decay, the nuclei of the radioisotope emit low energy positrons

$$\beta^+ \rightarrow n + e^+ + \nu$$

about 98% of which are rapidly thermalized [14] within a short distance from their point of origin (a 1 MeV $e^+$ has an linear range of 5 mm in tissue). The thermalized positron then combines with a valence electron of some atom in the immediate vicinity to form a positronium, usually in the singlet state; only about 1/3 of 1% of these positroniums are formed in the triplet state, which emit three photons in the subsequent annihilations [15]. Those positroniums in the singlet state annihilate with the production of 2 gammas. By the conservation of energy and momentum, these singlet photons have an energy of approximately 511 keV, and travel very nearly in opposite directions, i.e., back to back. As the momentum of the center of mass of the annihilating pair is of the order $\sim m_\gamma^2/137$, the 2 gammas are collinear to $\sim 1/137$ radian [16]. These annihilation gammas may subsequently escape from the patient's body and be detected by the positron camera in coincidence, with their positions of interaction with the camera recorded.

The data in a positron camera are therefore in the form of straight lines defined by the annihilation gamma pairs, with the positions
of the radioactive nuclei which have undergone $\beta^+$ decay lying somewhere along the lines. The positions of the decays can in principle be determined by the time-of-flight method, but this requires extremely high speed electronics. An alternate way is to inverse the distribution of the annihilation gamma pairs to yield the radioisotope distribution.

Thus the problem of imaging in a positron camera consists of two parts: (1) to detect the annihilation photons efficiently and record their positions accurately, and (2) to reconstruct the distribution of the radioisotope mathematically from the recorded data.

2.1. Detection of Annihilation Gammas

The requirements on the detector in positron camera are high efficiency for stopping the 511 keV photons, and good spatial resolution to define their positions of interaction. Multiwire proportional chamber (MWPC) equipped with gamma converter is a suitable combination for such purposes, besides offering large detection area at relatively low cost.

2.1.1. Multiwire Proportional Chamber

The advent of MWPC marked a great step forward in the field of particle studies. Since its development by Charpak and colleagues in 1968 [17] much work has been done in investigating the properties of the MWPC and in developing various auxiliary devices which greatly extend its scope of application. The use of MWPC in nuclear medicine imaging was first developed at Lawrence Berkeley Laboratory by Perez-Mendez and colleagues [18].
MUTC can be considered as an improved version of proportional chamber. In a MUTC, a plane grid of equally spaced wires lying between and parallel to a pair of plane cathode electrodes takes the place of the anode wire in the proportional chamber. It is equivalent to a series of quasi-independent single-wire chambers side by side, operating in the region of proportionality. The two cathode planes are made up of two planes of parallel wires orthogonal to each other.

The electric potential and field distribution in a MUTC have been calculated by Erskine [19]. For a chamber with geometric configuration as shown in Fig. 2.1, the electric potential and the electric field are given by:

\[
V(x,y) = q \left( \frac{2e}{s} - \ln\left[ 4 \sin^2(\pi x/s) + 4 \sinh^2(\pi y/s) \right] \right)
\]

\[
E_x(x,y) = -\frac{\partial V}{\partial x} = \frac{\pi q \sin(2\pi x/s)}{s[\sin^2(\pi x/s) + \sinh^2(\pi y/s)]}
\]

\[
E_y(x,y) = -\frac{\partial V}{\partial y} = \frac{\pi q \sinh(2\pi y/s)}{s[\sin^2(\pi x/s) + \sinh^2(\pi y/s)]}
\]

where \( l \) is the plane spacing, \( s \) is the anode-wire spacing, and \( q \) is the charge per unit length on an anode wire. Figure 2.2 shows the general shape of the field lines and the equipotentials for such a geometry. At regions close to the anode wires (\( x \ll s, y \ll s \)), the electric field varies as \( 1/r \). The field near the wires is strong enough to enable electrons in that region to acquire sufficient energy between collisions to ionize gas molecules with which they collide.

When an ionizing particle passes through a MUTC, it liberates electrons from the gas molecules in the chamber through photoelectric
Fig. 2.1. Graphic definition of MWPC geometric parameters.
Fig. 2.2. Equipotentials and electric field lines in MWPC.
interaction or Compton scattering. The electrons produced drift toward the anode wire. As soon as they enter the multiplication region they produce secondary electrons by collisions which, in turn, produce more electrons by the same process. Consequently there form an avalanche of electrons which is collected by the anode wire, and a positive-ion sheath which moves toward the cathodes. Detailed consideration shows that the total number of electrons produced $n$ (which is also the total number of positive ions) is proportional to the number of initial electrons $n_0$,

$$n = An_0.$$ 

The proportionality factor $A$ is called the multiplication factor which was found by Rose and Korff [20] to be of the form

$$A = \exp \left(2(aNCr_0V)^{1/2} \left[\frac{V}{\sqrt{V}}\right]^{1/2} - 1\right)$$

where $V$ is the applied potential, $V_s$ is the threshold potential (the potential at which inelastic collisions start at the surface of the wire), $r_0$ is the wire radius, $N$ is the number of gas atoms per cc, $a$ is the rate of increase of the ionization cross section with energy, and $C$ is the chamber capacitance per unit length.

The motion of the electrons and the positive ions induces a negative voltage pulse at the avalanche anode and a positive one at the cathodes, with the major contribution to these voltage pulses coming from the positive ion drift. These signal pulses are readout by the delay line method to be described in the next section.
2.1.2. Delay Line Readout

The use of distributed LC electromagnetic delay line furnishes a suitable way of accomplishing position-to-time conversion. The signals generated on each of the two perpendicular cathode wires are capacitively coupled to a delay line. The time differences between the time of arrival of the prompt anode signal and the delayed signals from the two cathodes give the x and y coordinates of the interaction site. A distinct advantage of this readout method is the inherent ability to interpolate between signal-coupling points for the position of the centroid of the signal. The centroid of a single pulse indicates closely the center of an ionization event even though the signal includes contribution from the adjacent wires.

In its simplest form the delay line is essentially a transmission line with uniformly distributed inductance and capacitance $L$ and $C$ respectively. For an ideal transmission line,

\[
\frac{\partial V}{\partial z} = -L \frac{\partial I}{\partial t},
\]
\[
\frac{\partial I}{\partial z} = -C \frac{\partial V}{\partial t}.
\]

Combining these two equations we get the wave equations,

\[
\frac{\partial^2 V}{\partial z^2} = \frac{1}{LC} \frac{\partial^2 V}{\partial t^2},
\]
\[
\frac{\partial^2 I}{\partial z^2} = \frac{1}{LC} \frac{\partial^2 I}{\partial t^2}.
\]

which have the general solutions [21]

\[
V(z,t) = F_1(z-v_0 t) + F_2(z+v_0 t)
\]
\[
Z_0 I(z,t) = F_1(z-v_0 t) - F_2(z+v_0 t)
\]
where $F_1$, $F_2$ represent waves of arbitrary wave form travelling in opposite directions with velocity $v_0 = 1/\sqrt{LC}$, and $Z_0 = \sqrt{L/C}$ is the characteristic impedance. The time delay per unit length is, therefore, given by $\sqrt{LC}$.

The performance of the delay line deviates from that of an ideal transmission line in two aspects. Firstly, due to the finite resistance of the wire conductors and lossy dielectrics at high frequencies, the amplitude and shape of the signal are distorted. Though such frequency dependent loss mechanisms cannot be eliminated completely, they can be minimized by proper choice of construction materials. Perez-Mendez reported values for attenuation on the order of 1.5 db/sec at 3.6 MHz, with increasing attenuation beyond 5 MHz [22]. Secondly, the diminishing value of distributed inductance at higher frequencies gives rise to unequal phase velocities for different frequency components of a pulse, resulting in phase distortion. Phase distortion can be compensated by the addition of frequency dependent shunt capacity to ground.

The delayed signals from the two cathodes and the prompt anode signals are amplified and then fed into the MWPC timing discriminators to give fast timing pulses. Digitized coordinate readout can be obtained by using the anode timing pulse to initiate two digitizing scalers, which are stopped later by the delay line signals. Details of the electronics will be presented in Sec. 4.1.2.
2.1.3. Gamma Converter

The stopping power of the volume of gas mixture used in MWPC for detecting the 511 keV gammas is too low to be of any practical use. For instance, the probability for the gamma to interact with 2 cm of argon-methane (70-30) mixture is ~ 0.03%. This low efficiency is due to the low atomic number of the elements in the gas mixture and its low density. If a solid plane converter is coupled to the active region of a MWPC, the gammas may interact with the plane converter, yielding conversion electrons. Those conversion electrons which could escape from the converter would be detected as in the case of a conventional MWPC. The yield of such a plane converter is limited by the maximum range of the conversion electrons. A Pb plane converter with thickness greater than the maximum range of the conversion electrons has a conversion efficiency of only about 0.26% [23]. A suitably designed gamma converter with enhanced surface area and high density for interacting with gammas can increase the detection efficiency many-fold.

Pb honeycomb converter has been developed by Perez-Mendez and colleagues [24] for such a purpose. Pb was chosen primarily because of its high atomic number. The matrix detector, with somewhat similar design and ideas, was developed at CERN [25]. Figure 2.3 shows the schematic design of the Pb converter. A positive potential is applied across its wall, and the potential at the top of the converter is negative relative to the cathode planes of the MWPC. When a gamma strikes the converter, it has some probability of interacting with the atoms in the converter, either by photoelectric absorption or by Compton scattering.
Fig. 2.3. Schematic configuration of lead converters; showing the electric drift field lines.
producing a free electron inside the converter in either case. In case these conversion electrons escape from the converter and enter the gas volume of the converter cell, they ionize the gas molecules, producing electrons and positive ions on their paths. These electrons are drifted towards the MWPC by the drift field and detected.

2.1.5.1. Conversion Efficiency

To estimate the detection efficiency of the converter, the geometric form of an unit cell of the converter is simplified as shown in Fig. 2.4; l is the cell size and t is the wall thickness. We make the simplifying assumption that the electrons are generated uniformly within the converter material. This assumption is justified if the walls are quite thin and the height of the converter is relatively small.

Let $Q_{ij}$ be the average number of $i$th kind of conversion electrons generated in the $j$th unit cell of the honeycomb structure by the passage of a gamma-ray photon. By the kind of electron we mean the interaction which the gamma ray undergoes in producing the electron, either photoelectric effect or Compton scattering. The number of $i$th electrons, $d\eta_{ij}$, generated in the volume element at $x$ of thickness $dx$ is then given by

$$d\eta_{ij} = Q_{ij} \frac{4(l+2x)}{(2l+t)t} dx.$$ 

Let $P_{esc}(x,E_i)$ represent the probability that a electron of energy $E_i$ at $x$ will escape from the converter material to the outside. Then the probability $\gamma$ that an incident gamma-ray photon gives rise to an electron that escapes to the outside is
Fig. 2.4. Schematic of a square cross section cell array with unit cell dimension specified.
To evaluate $c$, we need to know $P_{esc}(x, E_i)$ and $Q_{1j}$. $P_{esc}(x, E_i)$ can be decomposed into 2 terms, $P_{esc}(x, E_i) = P(x, E_i) + P(t-x, E_i)$, corresponding to the probability of the electron entering an adjacent cell or to an adjacent cell. Spencer [26] has given an analytic formula for $P(x, E_i)$:

$$P(x, E_i) = \exp(A) \left[ 1 - \frac{x}{R(E_i)} \right]^p \exp \left[ -\frac{A}{R(E_i)} \right]$$

where $R(E_i)$ is the residual range of the electron with energy $E_i$. $A$ is a parameter depending on the energy of the electron and the material of the medium, and $p$ is a constant. The values of $A$ can be obtained from the experimental data in Selig's work [27]. As pointed out by Jeavons [25], $P(x, E_i)$ is relatively insensitive to the value of $p$, and $p = -5$ is chosen to facilitate calculation. The photoelectrons have a well defined energy $E_p$ given by

$$E_p = h\nu - E_k$$

where $h\nu$, $E_k$ represent the energy of the gamma ray and the K shell binding energy of the atom. The Compton electrons have a continuous distribution of energy $E_C(\Theta)$ depending on the scattering angle $\Theta$, $E_C(\Theta) = \frac{h\alpha}{m c^2} \frac{(1 - \cos \Theta)}{(1 + \alpha (1 - \cos \Theta))}$, where $\alpha = \frac{h\nu}{m c^2}$. In our calculation we assume they all have the same average energy $\bar{E}_C$ given by

$$\bar{E}_C = \frac{\int E_C(\Theta) \, d\Theta}{\int d\Theta}$$
where $d\sigma(\theta)$ is the Klein-Nishima differential scattering cross section:

$$
d\sigma(\theta) = r_0^2 d\Omega \left( \frac{1}{1 + \alpha(1 - \cos \theta)} \right)^3 \left( \frac{1 + \cos^2 \theta}{2} \right) \left( 1 + \frac{\alpha^2 (1 - \cos \theta)^2}{(1 + \cos^2 \theta)(1 + \alpha(1 - \cos \theta))} \right),
$$

where $r_0$ represents the classical electron radius.

The quantity $Q_{ij}$ depends on the geometry and composition of the converter as well as on the position of the source. For a photon emitted at an angle $\Omega$, the average number of $i$th kind of electrons generated along its path in the converter is

$$
\int_0^{t_\Omega} \sigma_{ip} e^{-\sigma_T t} \, ds = \frac{\sigma_i}{\sigma_T} (1 - e^{-\sigma_T t_\Omega})
$$

where $t_\Omega$ is the total path length traversed by the photon in the converter material. Thus $Q_i$, the average number of $i$th kind of electrons produced in the converter by the passage of a photon, is given by

$$
Q_i = \sum_j Q_{ij} = \frac{\sigma_i}{\sigma_T} \int (1 - e^{-\sigma_T t_\Omega}) \, d\Omega / \Omega_0
$$

where the integration is extended over the total solid angle $\Omega_0$ subtended by the converter at the source. Substituting $Q_i$ into equation (2.1) gives

$$
\varepsilon_c = \frac{4 \int_{\Omega_0} (1 - e^{-\sigma_T t_\Omega}) \, d\Omega}{\sigma_T (2L + t_\Omega) \Omega_0} \sum_{i=1}^{2} \sigma_i \int_0^{t/2} (L + 2x) P_{esc}(x, E_i) \, dx.
$$

The detailed evaluation of the integral

$$
\int_0^{t/2} (L + 2x) P_{esc}(x, E_i) \, dx
$$

is carried out in Appendix A. The calculated values of $\varepsilon_c$ for a number of converters are presented in Figs. 2.5 and 2.6.
Conversion yield for gamma (511 keV) converter with cell size 2 mm x 2 mm x 15 mm

Conversion yield (%)

Wall thickness (μm)

Pb
Pb glass (80% PbO)
Pb glass (50% PbO)
Pb glass (30% PbO)

Fig. 2.5. Conversion efficiency of Pb-glass converters and Pb converter as a function of wall thickness.
Fig. 2.6. Conversion efficiency of Pb-glass converter as a function of wall thickness for various cell sizes.
2.1.3.2. Extraction Efficiency

The conversion electrons liberated from the converter ionize the gas molecules in the converter cell, producing ionization electrons which are extracted by the electric field applied across the converter. A profile of the drifting electric field for the Pb converter is shown in Fig. 2.3. The profile shows that some electrons are lost in the drifting process due to the termination of the field lines on the walls. The space within a cell can then be approximated by two concentric cylindrical regions (Fig. 2.7), an inner cylinder of average radius $a$ where electric field lines are continuous along the length of the cell, and an outside cylindrical shell of outer radius $b$ where field lines terminate on the wall. The value of $a$ depends on $b/l$, where $l$ is the width of the converter strips (see Sec. 4.1). The variation of $a/b$ with $b/l$ is illustrated in Fig. 2.8.

To estimate the probability that a conversion electron will trigger the MWPC, we need to calculate the track-length distribution $f(v)$ in the inner cylinder produced by a point source on the inner surface of the outer cylinder. The required probability $P_c$ is given by

$$P_c = \int_{t}^{\infty} f(v) \, dv$$

where $t$ is the minimum track length for detection.

Consider a cylindrical shell of infinite length, with inner and outer radii equal to $a$ and $b$ respectively. If we measure the track length $r$ in units of $2a$, and let $c = b/a$, the distribution $f(r)$ of the track length is given by
Fig. 2.7. A cylindrical cell geometry used for the calculation of electric extraction field.
Fig. 2.8. Dependence of the radius of the extraction cylinder on the ratio \( \frac{b}{H} \) of the cylindrical unit cell.
\[ f(r) = \begin{cases} 
\frac{2r}{\pi} \int_0^1 \frac{(1 - w^2)dw}{\sqrt{r^2(1-w^2)} + (c^2-1)\sqrt{1-r^2(1-w^2)}}, & r < 1 \\
\frac{2}{\pi r^3} \int_{\phi_0}^{\pi/2} \frac{c^2 \sin^2 w - (c^2-1)dw}{\sqrt{1 - \frac{c^2 \sin^2 w}{r^2} - (c^2-1)}} & r > 1
\end{cases} \]

where \( \phi_0 = \sin^{-1}\left(\sqrt{c^2-1}/c\right) \). The derivation of these expressions is given in Appendix B. The singularity at \( r = 1 \) is due to the fact that the differential of the track length, \( dr \), is zero there.

For a Pb-glass converter no drifting electric field line ends on the wall. In this case \( a = b \), and the above expressions reduce to

\[ f(r) = \begin{cases} 
\frac{2}{\pi} \int_0^1 \frac{\sqrt{1 - w^2}}{\sqrt{1 - r^2(1-w^2)}} dw = \frac{2}{\pi} \frac{1}{r^2} \left[ F(90^\circ, r) - E(90^\circ, r) \right], & r < 1 \\
\frac{2}{\pi r^3} \int_0^{\pi/2} \frac{\sin^2 w}{\sqrt{1 - \frac{\sin^2 w}{r^2}}} dw = \frac{2}{\pi r} \left[ F(90^\circ, \frac{1}{r}) - E(90^\circ, \frac{1}{r}) \right], & r > 1
\end{cases} \]

where \( F \) and \( E \) are the elliptical functions of the first and second kinds respectively. The distributions for some typical values of \( c (= b/a) \) are plotted in Fig. 2.9.

2.1.4 Event Rate Consideration

In this section we derive the expressions for the singles count rate, the coincidence count rate, and the accidentals rate in a positron camera. From these expressions we develop the criteria for choosing the
Fig. 2.9. Track-length distributions in an infinitely long cylinder of radius $a$. 
appropriate count rate. First of all we define the following list of variables (see Fig. 2.10).

\[ N = \text{detectable activity, } i.e. \text{ the number of annihilation} \]
\[ \text{gamma pairs that fall within the detection cone of the} \]
\[ \text{positron camera in unit time} \]
\[ \varepsilon = \text{efficiency of each detector in detecting the 511 keV} \]
\[ \text{photons} \]
\[ T_d = \text{anticoincidence time or dead time (} i.e. \text{ a event will} \]
\[ \text{be rejected if a detector detects two or more events} \]
\[ \text{within a time } \leq T_d \]
\[ T_r = \text{resolving time (} i.e. \text{ the signal detected in detector} \]
\[ A \text{ and that in } B \text{ are considered in coincidence if they} \]
\[ \text{occur within a time } \leq T_r \].
Fig. 2.10. Schematic figure of planar positron camera.
2.1.1.1. Singles Rate

A typical time distribution of the detected signals in each detector is shown in Fig. 2.11. The number of signals detected in each detector per unit time is \( p_1 = N_t \). The fraction \( p_2 \) of these signals that are validated is equal to the probability that no other detected signal occurs in the same converter within the time interval \( I \) in Fig. 2.11. The mean number of signals within \( I \) is \( 2N_t T_d \), so \( p_2 \) is equal to \( \exp(-2N_t T_d) \). Thus we get

\[
\text{singles rate} = p_1 p_2 = N_t \exp(-2N_t T_d).
\]

2.1.4.2. True Coincidence Rate

The number of detectable annihilation events in which both photons are detected is \( p_3 = N_{R^2} \). The probability \( p_4 \) that no other signal is detected in either converter within the time interval \( I \) is

\[
p_4 = \sum_{n=0}^{\infty} \left( \text{probability of having } n \text{ annihilation events within } I \right) \times \left( \text{probability that none of the } 2n \text{ photons is detected} \right)
\]

\[
= \sum_{n=0}^{\infty} \frac{\exp(-2NT_d)(2NT_d)^n}{n!} (1 - \varepsilon)^{2n}.
\]

Summing the series we get

\[
p_4 = \exp(-2NT_d \varepsilon (2 - \varepsilon)).
\]
Fig. 2.11. Typical time distribution of the detected signals in a converter.
The true coincidence rate is thus given by

\[
\text{true coincidence rate} = p_3 p_4 = N \epsilon^2 \exp(-2NT d \epsilon (2-\epsilon)).
\]

(2.2)

2.1.4.3. Chance Coincidence Rate

Consider an annihilation event in which only the photon incident on detector A is detected. The frequency of such events is \( p_5 = N \epsilon (1-\epsilon) \). We want to find the probability \( p_6 \) that only 1 photon due to a separate annihilation event is detected in detector B within the interval I.

Suppose n detectable annihilation events occur within the interval I, the probability for which to happen being equal to \( \exp(-\lambda) \lambda^n / n! \), where \( \lambda = 2NT d \), the chance that only 1 photon is detected at B is

\[
\frac{n \epsilon (1-\epsilon)^{2n-1}}{2n-1}. \]

Summing over \( n \) we get

\[
p_6 = \sum_{n=1}^{\infty} \frac{\exp(-\lambda) \lambda^n}{n!} n \epsilon (1-\epsilon)^{2n-1} = \epsilon (1-\epsilon) \exp(-\lambda) \lambda \exp(\lambda (1-\epsilon)^2).
\]

(2.3)

In order for the event to be validated, the accidental signal in B has to fall within the time interval I in Fig. 2.11. The probability for this to happen is \( T_r / T_d \). Thus the chance coincidence rate is given by

\[
\text{chance coincidence rate} = p_5 p_6 \frac{T_r}{T_d} = 2N^2 \epsilon^2 (1-\epsilon)^2 \exp(-2NT d \epsilon (2-\epsilon)) T_r.
\]

(2.3)
2.1.4.4. Ratio of True to Chance Coincidences

Combining equations (2.2) and (2.3) we get

\[
\text{ratio of true to chance coincidences} = \frac{1}{2N(1-r)T_r}. \tag{2.4}
\]

Equation (2.4) shows that the ratio of true to chance coincidences depends on the detectable activity \( N \), the detection efficiency of the detectors and their resolving time. For a fixed \( N \), the ratio can be improved by increasing \( \varepsilon \) and decreasing \( T_r \). The value of \( T_r \) depends on the collection time \( T_c \) of the ionization electrons in the detectors. In general \( T_r \) is chosen to be longer than \( T_c \), which is the assumption used in the above derivation. If this is not true, then the expressions for the coincidence rate and the ratio of true to chance coincidences are modified by a factor \( C(T_r/T_c) \) given by

\[
C(T_r/T_c) = 2(T_r/T_c) - (T_r/T_c)^2.
\]

The derivation of \( C(T_r/T_c) \) is given in Appendix C.

True coincidence rates and ratios of true to chance coincidences calculated from equations (2.2) and (2.4) for a typical Pb converter and a typical PbO-glass converter respectively are plotted in Figs. 2.12 and 2.13 as a function of detectable activity. \( T_d \) is assumed to be 1.5 \( \mu \text{sec} \). The values of \( \varepsilon \) and \( T_r \) used for the Pb-converter are 5.5% and 300 nsec respectively, whereas those for the PbO-glass converter are 10% and 150 nsec. The singles rate at the maximum of the true coincidence rate is indicated on each of the figures.
Fig. 2.12.
True coincidence rate and ratio of true to chance coincidences for a f1 converter.
Fig. 2.13. True coincidence rate and ratio of true to chance coincidences for a Pb-glass converter.
2.2. **3-D Reconstruction in Positron Camera**

In this section the general mathematics of 3-D reconstruction in positron camera are formulated.

We shall take the line joining the centers of the two detectors of the planar positron camera as the z-axis (Fig. 2.10). Due to the symmetry of the x and y axes, we shall write out only the x-axis explicitly and suppress the y-axis in most of the mathematical treatment and figures in order to facilitate presentation.

2.2.1. **Solving the Integral Equation**

As mentioned at the beginning of this chapter, the data in a positron camera consist of straight lines defined by the annihilation gamma pairs, with the positions of the radioactive nuclei which have undergone $\beta^+$ decay lying somewhere along the straight lines. If the number of these straight lines becomes large, their intensities at every point $r$ in space will form a scalar field $\phi(r)$, as shown in Fig. 2.14. If the response at $r$ due to a point source at $r'$ is $\phi(r, r')$, then we can write

$$\phi(r) = \int \rho(r') \phi_0(r, r') \, d^3r' \quad (2.5)$$

where $\rho(r')$ is the radioisotope distribution giving rise to the annihilation gamma pairs. Equation (2.5) is the basic integral equation relating the data to the object distribution.

Equation (2.5), as it stands, is not easy to deal with in general. However, if the kernel is space invariant, i.e.

$$\phi(r) = \int \rho(r') \phi_0(r-r') \, d^3r' \quad (2.6)$$
Fig. 2.14. Scalar field $\phi(r)$ formed by the annihilation gamma pairs.
solving for $p(r)$ becomes much easier, as various methods of solving integral equations with kernels of such form have been developed [28].

The space invariant point response function $\phi_0(r)$ can be constructed in a number of ways from a knowledge of the location of each annihilation gamma pair emitted from a point source and the angle $\theta$ it makes with the z-axis. Figure 2.15 shows one way to construct such a point response function. A volume element is used to measure the total length of the line segments that are contained within its volume. The average total length of these line segments defines the point response function at that position.

Another $\phi_0(r)$ which is easier for both computation and construction is shown in Fig. 2.16. Instead of a volume element, a small area element with its normal along the z-axis is used as the measuring scale. The number of lines passing through the area element is taken as a definition of the point response function. This $\phi_0(r)$ is just the conventional tomogram obtained by back projecting the data.

We can generalize the second definition of $\phi_0(r)$ to an entire family of point response functions by making use of the angle information inherent in the positron camera data. Each line passing through the area element is weighted by a factor depending on the angle $\theta$ the line makes with the z-axis, e.g. $\cos^n \theta$, $\sin^n \theta$, etc. This results in generalized tomograms in which large-angle and small-angle events are given different emphasis, and thus gives rise to the possibility of improving the quality of the reconstruction by weighting the large-angle events more. This point will be further elaborated in Sec. 3.1.2.
Fig. 2.15. Point response function defined by a volume element.
Fig. 2.16. Point response function defined by an area element with its normal along the z-axis.
To complete the discussion of the point response function, we notice that the detection apparatus does not usually subtend the full 4 π steradian solid angle. As a consequence each point in the density distribution has a local cone of detection; which means any gamma pair emitted from that point cannot be recorded by the positron camera if it falls outside the local cone. The size of the local cone of detection varies with the position of the point emitter. This makes the point response function space variant.

One way to remove this dependence is to use only those gamma pairs which make an angle with the z-axis smaller than a certain limit set by the minimum local cone of detection in the density distribution. This principle is illustrated in Fig. 2.17. The local cone of detection at \( r_1 \) is smaller than that at \( r_2 \); but if we use only those events falling within the shaded cones which have the same size as the smaller of the two local cones at \( r_1 \) and \( r_2 \), the point response functions generated at these two positions would again be the same.

To solve the integral equation (2.6) directly as a matrix equation on a digital computer requires a large amount of computation and core memory. A more practical approach is to Fourier transform the equation to frequency space. As shown in [28], the transformed equation is diagonal, so the integral reduces to an algebraic equation,

\[
\hat{\rho}(k) = \rho_0(k)R(k) \quad (2.7a)
\]

where
Fig. 2.17. Making the point response function space invariant by solid angle limitation. Only those gamma pairs falling within the minimum local cone of detection (the shaded cones) are used.
\[
\begin{align*}
\phi_0(k) &= \int \phi_0(r) \exp(2\pi i k \cdot r) d^3r \\
\psi(k) &= \int \psi(r) \exp(2\pi i k \cdot r) d^3r \\
R(k) &= \int \psi(r) \exp(2\pi i k \cdot r) d^3r.
\end{align*}
\]

The solution is given by
\[
\rho(x,z) = \int R(k) \exp(2\pi i k \cdot r) d^3k
\]

where
\[
R(k) = \begin{cases} 
\frac{\phi(k)}{\phi_0(k)} & \text{if } \psi_0(k) \neq 0 \\
\text{undetermined} & \text{if } \psi_0(k) = 0 \\
\text{(since here Eq. (2.7a) becomes } 0 = 0). 
\end{cases}
\]

If we Fourier transform equation (2.6) only in the \(x\) dimension, we get the equation
\[
\begin{align*}
\varphi (k_x,z) &= \int \phi_0(k_x,x-z') p(k_x,z') dz' \\
\psi_0(k_x,z) &= \int \phi_0(x,z) \exp(2\pi i k_x x) dx
\end{align*}
\]
and the solution is given by
\[
\rho(x,z) = \int p(k_x,z) \exp(-2\pi i k_x x) dk_x.
\]

Equations (2.7) and (2.8) represent two methods of solving for \(\rho(r)\). The former solves for the unknown \(R(k_x,k_z)\) in frequency space and then inverse transforms in the \(k_x\) and \(k_z\) dimensions back to object space, whereas the latter tackles the problem in the \(k_x\) and \(z\) space followed by
inverse transformation in the $k_x$ dimension. Thereafter we shall refer to these methods as the deconvolution method, and the matrix method [29], respectively, since the integral equation (2.8a) becomes a matrix equation when solved numerically on a digital computer.

2.2.2. The Optical Transfer Function and the Undetermined Frequency Components

In order to reconstruct the object uniquely using the deconvolution method from Equation (2.7c), all the frequency components of the optical transfer function $\Phi_0(k)$ must be non-zero. For the matrix method, the corresponding requirement is that the integral operator (2.8a) does not have zero as eigenvalues [30]. Neither of these two conditions holds when the ranges of integration involved cover all space, and there is some plane passing through the origin of the point response function and that plane contains only one non-zero point. To show this, we first calculate the optical transfer function $\Phi_0(k)$. Due to the property of the position camera event to be shown later (Equation (2.9), we make the following coordinate transformation

$$r(x,z) \rightarrow r(\theta,z)$$

where $\theta = \tan^{-1}\left(\frac{x}{z}\right)$

$z = z$. 

As mentioned in the last section, the general point response function at $(x,z)$ is defined as the number of straight lines emitted from the point source which pass through a line segment of unit length at $(x,z)$ oriented perpendicular to the $z$-axis, with each line weighted by a factor $F(\theta)$ depending on the angle $\theta$ the line makes with the $z$-axis.
F(\theta) is positive inside the cone and zero outside; the case of F(\theta) = 1
inside the cone corresponds to the conventional tomograms obtained from
back-projecting the events. For z \neq 0, consider a line segment dx
pointing along the x-axis centered at (\theta, z) relative to the point source
(Fig. 2.18A)

\[ \phi_0(\theta, z) = F(\theta) \frac{\text{angle subtended by } dx \text{ at origin}}{\pi} \cdot \frac{1}{dx} \]

\[ = \frac{F(\theta)}{\pi} \cos^2 \frac{\theta}{2}. \]

Thus \( \phi_0(\theta, z)|z| = \frac{F(\theta)}{\pi} \cos^2 \theta. \) (2.9)

Equation (2.9) shows that \( \phi_0(0, z)|z| \) is a function of \( \theta \) only. This
expression is valid also at \( z = 0 \). The optical transfer function is

\[ \psi_0(k_x, k_z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi_0(x, z) \exp(i(k_x x + k_z z)) \, dx \, dz \]. (2.10)

Performing this integral (Appendix I) we get

\[ \psi_0(k_x, k_z) = \begin{cases} \frac{F(\theta)}{\pi} \int_{-\theta}^{\theta} F(\theta) \, d\theta & \text{if } k_x = 0 \\ \frac{1}{\pi |k_x|} F(\theta) \cos^2 \theta & \text{if } k_x \neq 0 \end{cases} \]

where \( \tan \theta = \frac{k_z}{k_x} \).

Figure 2.18B shows schematically the shape of the two-dimensional
optical transfer function. Three-dimensional point response functions
and optical transfer functions are treated in Appendix E, and the result
(E.3) for the pyramidal \( \psi_0(r) \) is illustrated in Fig. 2.19. Figures
2.18B and 2.19B show that there are regions in frequency space where
Fig. 2.18. A two-dimensional point response function $\phi_0(r)$ and its optical transfer function $\phi_0(k)$. 
Fig. 2.19. A pyramidal three-dimensional point response function $\phi_0(r)$ and its optical transfer function $\phi_0(k)$. 
\( \phi_0(k) \) is zero, and thus \( R(k) \) cannot be recovered by the deconvolution method from Equation (2.7c). Hereafter we shall refer to the region where \( \phi_0(k) \neq 0 \) as the "allowed cone", and that where \( \phi_0(k) = 0 \) as the "missing cone", respectively. Note that Equations (D.2) and (E.2) show that the \( v \) of those point response functions satisfying Equations (2.9) and (E.1), respectively, are non-negative.

The existence of the missing cone can also be shown in a simple way using the projection theorem [55], which states that the one-dimensional Fourier transform of the projection \( P(r, \theta) \) in \( r \) of a two-dimensional function gives the components of the two-dimensional Fourier transform of the function on a line at angle \( (\theta + \pi/2) \). Now it can be shown easily from Equation (2.9) that the total integrated intensity of \( \phi_0(x, z) \) on any line which intercepts the detection cone completely is a constant independent of the position of the line (see the expression of \( \psi_0(0, z) \) in Sec. 2.2.3.2(a)). This means that the projection \( P(r, \theta) \) of \( \phi_0(x, z) \) is a constant function in \( r \) for \( \theta (= \tan^{-1} x/z) \) in the range \( (\theta_0, -\theta_0) \), and therefore its Fourier transform is a delta function at the origin.
However, if the point response function in Fig. 2.19A is rotated around the x-axis, a cylindrically-shaped point response function will be generated. Making use of the linearity of the Fourier transformation and the non-negativity of $\phi_0$, the corresponding optical transfer function can be obtained by rotating the function in Fig. 2.19B around the $k_x$-axis. The resulting function is non-zero everywhere in the frequency space.

This example illustrates the following general principle:

"the necessary and sufficient condition for the optical transfer function in a positron camera to be non-zero everywhere is that every plane passing through the origin (the location of the point emitter) of the point response function contain at least a line of non-zero values." (2.11)

The proof is given in Appendix F.

In the case of the matrix method, we claim that the integral operator (2.8a) does have zero as its eigenvalue for every value of $k_x$ if condition (2.11) is not satisfied. First we show that $\{\exp(-2\pi ik_z z)\}$ is the set of eigenfunctions of the integral operator. Setting $p(k_x,z) = \exp(-2\pi ik_z z)$, the integral becomes

$$\int_0^\infty \mathcal{J}(k_x, z-z')\exp(-2\pi ik_z z')dz'$$

$$= \exp(-2\pi ik_z z) \mathcal{J}(k_x, k_z).$$
Thus \( \{ \exp(-2\pi ik_z) \} \) is the set of eigenfunctions for the integral operator with eigenvalues \( \varphi_0(k_x, k_z) \). However, we have already shown that \( \varphi_0 \) has zero components if some cross-section of \( \varphi_0 \) through the origin contains one non-zero point only. Since the eigenfunctions form a complete set, the general solution of the integral equation (2.8a) is

\[
p(k_x, z) = \int C(k_x, k_z) \exp(-2\pi ik_z) dk_z
\]

where the coefficients \( C(k_x, k_z) \) are given by

\[
C(k_x, k_z) = \begin{cases} 
\int_{-\infty}^{\infty} \frac{\varphi(k_x, z) \exp(2\pi ik_z) dz}{\varphi_0(k_x, k_z)} \left( \varphi_0(k_x, k_z) \right) = \frac{\varphi(k_x, k_z)}{\varphi_0(k_x, k_z)}, & \text{if } \varphi_0(k_x, k_z) \neq 0 \\
\text{undetermined, if } \varphi_0(k_x, k_z) = 0. 
\end{cases}
\]

The solution \( p(x, z) \) in object space is obtained by inverse transforming \( p(k_x, z) \) in the \( k_x \) dimension, and it can be seen that the result is identical to that obtained by the deconvolution method, as expected.

It follows that \( p(x, z) \) cannot be determined uniquely using either the deconvolution method or matrix method represented by Equations (2.7) and (2.8), respectively, if the point response function does not satisfy (2.11) and no further information is available.

2.2.3. Use of A Priori Information

In this section we discuss the effects of some of the a priori constraints on the undetermined components of \( R(k) \).
In all physically interesting situations we will be dealing with a bounded, finite object in which the appropriate density \( \rho(x) \) is to be determined. Furthermore, due to the limitation in resolution of the measuring device and the fact that computation is usually done on a digital computer, this object distribution will be analyzed on a grid of points with finite spacings \( \Delta x, \Delta z \). In order to understand the effect of each constraint separately, we will consider the following cases:

2.2.3.1. Finite Spacing

As mentioned in Sec. 2.2.2, the vanishing of \( \zeta_0(k_x,k_z) \) in the missing cone is due to the property of \( \zeta_0(x,z) \) as expressed in equation (2.9). If the assumption is made that the distribution of \( \zeta_0(x,z) \) is not continuous but discrete, \( \zeta_0(x,z) \) can be sampled accordingly. Equation (2.9) is no longer valid for the sampled \( \zeta_0(x,z) \), and hence part or all of the zeroness in the missing cone is removed. The detailed analysis is done in Appendix G. The results show that the number of undetermined components of \( R(k) \) is greatly reduced if \( \zeta_0(x,z) \) is sampled in the \( z \) dimension, and is completely removed if sampled in the \( x \) dimension. For the matrix method, the number of eigenfunctions with zero as eigenvalue is also reduced in a corresponding manner.

2.2.3.2. Finite Extent of Object

By making use of the fact that the extent of the object is finite, all of the undetermined coefficients in the solution can be recovered. This is a consequence of two theorems: (1) the Fourier transform of a finite object is an entire function, and (2) an entire function can be
continued throughout the whole complex plane from a knowledge of the function on any finite continuous 1 segment \([31]\). We consider the effects of the finiteness of the object in two steps.

(a) Finiteness in \(z\) dimension \((z_1 < z < z_2)\)

The Fourier transform \(R(k_{x_1}, k_z)\) of \(\rho(r)\) is entire in \(k_z\). So, for any \(k_{x_1} \neq 0\), the function \(R(k_{x_1}, k_z)\) can be calculated for all values of \(k_z\) from a knowledge of the function on the line segment \(\{k_{x_1}, k_z\} |k_z| \leq |k_{x_1}| \tan \theta_0\}\) (Fig. 2.20). This cannot be done at \(k_{x_1} = 0\), where the line segment degenerates into a point.

This process of analytic continuation in \(k_z\) can be carried out for any non-zero angle \(\theta_0\). The limiting case is when \(\theta_0 = 0\), where for every \(k_{x_1}\) the line segment \(\{(k_{x_1}, k_z) |k_z| \leq |k_{x_1}| \tan \theta_0\}\) degenerates into a point. For the general case \(\theta_0 \neq 0\), the only information that cannot be recovered is \(R(0, k_z)\) with \(k_z \neq 0\). Since \(p(0, z)\) and \(R(0, k_z)\) are a Fourier transform pair, and

\[
p(0, z) = \int_{-\infty}^{\infty} p(x, z)dx
\]

represents the total slice density on the \(z\)-plane, the undeterminacy of \(R(0, k_z)\) where \(k_z \neq 0\) means that the total slice density on each \(z\)-plane cannot be determined uniquely. However, the total object density is known, since

\[
R(0, 0) = \iint p(x, z)dx\,dz
\]

is known.

As for the matrix method, the integral operator (2.8a) in this case becomes positive definite when the range of integration in \(z\) is
Fig. 2.20. Analytic continuation of $R(k_x,k_z)$ in $k_z$ dimension.
finite. This can be seen as follows.

\[ \mathcal{G}_0(k_x, z-z') = \int_0^{\pi} F(\theta) \frac{\exp(2\pi ik_x \tan \theta (z-z'))}{\pi} d\theta. \]

For any function \( f(z) \) piece-wise continuous and spatially bounded in \( z_1 \leq z \leq z_2 \),

\[ \int_{z_1}^{z_2} dz' \int_{z_1}^{z_2} dz \mathcal{G}_0(k_x, z-z') f(z') = \int_0^{\pi} F(\theta) \frac{\exp(2\pi ik_x \tan \theta (z-z'))}{\pi} f(z) f^*(z') d\theta. \]

Since \( F(\theta) \neq 0 \) for all \( -\theta_0 < \theta < -\theta_0 \), the vanishing of expression (2.12) would require that

\[ 1 = \int_{z_1}^{z_2} dz' \exp((2\pi ik_x \tan \theta)z) f(z) f^*(z') dz' d\theta. \]

(2.12)

Thus \( f(z) \) must be zero everywhere. This argument proves that the integral operator

\[ g(z) = \int_{z_1}^{z_2} \mathcal{G}_0(k_x, z-z') f(z') dz' \]

is positive definite, and by [30], the eigenfunctions associated with it form a complete set in the class of functions square integrable in \( (z_1, z_2) \),
and thus unique solutions exist for the integral operator.

This argument breaks down if \( k \tan \theta_0 = 0 \). Therefore, there is no unique solution for \( p(k_x, z) \) if \( k_x = 0 \) or \( \theta_0 = 0 \). For the general case \( \theta_0 \neq 0 \), the only missing information is \( p(0, z) \). As in the case of the deconvolution method, this implies that the total slice density on each \( z \)-plane cannot be determined. The total object density, however, can still be determined. This can be seen as follows:

\[
\mathcal{P}_0(0, z) = \int_{-\infty}^{\infty} \phi_0(x, z) dx
= \int_{-\theta_0}^{\theta_0} \phi_0(\theta_0, z) |z| \sec^2 \theta d\theta
= \int_{-\theta_0}^{\theta_0} F(\theta) \frac{1}{\sin \theta} d\theta
\]

(From equation (2.9))

Substituting into (2.8a) with \( k_x = 0 \) we get

\[
\mathcal{P}(0, z) = \int_{z_1}^{z_2} A_0 p(0, z') dz'
= A_0 \int_{-\infty}^{\infty} dx' \int_{z_1}^{z_2} dz' c(x', z').
\]

Hence, total object density

\[
= \int_{-\infty}^{\infty} dx' \int_{z_1}^{z_2} dz' c(x', z')
\]

\[
= \mathcal{P}(0, z) A(\theta_0) / A(\theta_0).
\]

(b) Finiteness in both \( x \) and \( z \) dimensions: \((x_1 \leq x \leq x_2, z_1 \leq z \leq z_2)\)

In this case, \( R(k_x, k_z) \) is entire in both \( k_x \) and \( k_z \), so for the deconvolution method, \( R(k_x, k_z) \) can be continued throughout the k-space from a knowledge of the function within the cone defined by any two
intersecting line segment. Again, the procedure cannot be used when $\theta_0 = 0$, since then the only region in which $R(k)$ is known is the line $k_2 = 0$.

The above analysis shows that all the information of any density distribution of finite extent is contained in its Fourier components within any open cone in frequency space with its apex at the origin. This result is in agreement with the fact that such a distribution is uniquely determined by any infinite set of projections [33, 34].

For the matrix method, the fact that $p(k_x, z)$ is entire in $k_x$ for all $z_1 \leq z \leq z_2$ can be employed to fill in the undetermined components at $k_x = 0$ on each $z$-plane from values at $k_x \neq 0$ on the same $z$-plane. If $\theta_0 = 0$, the components at $k_x \neq 0$ are not known themselves, not to mention the continuation to $k_x = 0$.

To continue $R(k)$ from the allowed cone, the most direct approach would be to calculate the successive derivatives of $R(k)$ at some point $k_0$ in the allowed cone to form a Taylor series expansion of $R(k)$ which converges everywhere. In practice such a series has to be truncated, so the error for the values of the series calculated at regions far away from $k_0$ would be very serious. Besides, to accurately determine the derivatives of a function numerically is by no means simple.

A practical way to continue an analytic function is by means of the prolate spheroidal function expansion [35, 36]. The function $R(k)$ to be continued is expanded in a series of prolate spheroidal functions $\psi_i(k)$

$$R(k) = \sum_{i} a_i \psi_i(k)$$
the coefficients $a_i$ being determined from the known values of $R(k)$ in
the allowed cone.

Besides the prolate spheroidal functions, Fourier series can
also be used in expanding the function to fill in the missing cone.
This method was employed by Harris [31] to continue a one-dimensional
spectrum, and by Inouye [37] to reconstruct a two-dimensional image.

A rather obvious way to extend the known portion of the spec-
trum $R(k)$ to the missing cone is by means of the iterative scheme shown
in Fig. 2.21. The spectrum $S^{(0)}(k)$ obtained from deconvolution, with
the undetermined components set to zero, is Fourier transformed to the
object space. There the values outside the known extent of the object
are set to zero, and then inverse transformed to the frequency space,
giving $R^{(1)}(k)$. The components of $R^{(1)}(k)$ inside the allowed cone are
reset to the original values given by $S^{(0)}(k)$, and the cycle repeats
yielding $R^{(n)}(k)$ after $n$ iterations.

We note that this iterative scheme has been used by Gerchberg
[38] and Papoulis [39] to improve the resolution of one-dimensional sig-
nals in band-limited systems. The convergence of the scheme in one
dimension has been proved by both of these authors. The proof given in
Gerchberg's paper made use of the property that a real analytic function
in one-dimensional space either vanishes everywhere or only has isolated
zeros. This proof can be generalized to higher dimensions by using the
more general property that real analytic functions on $n$-dimensional space
cannot vanish on an infinite set of $n-1$ dimensional planes through the
origin without vanishing identically.
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$R(k) = \frac{\phi_0(k)}{\phi_0(k)}$ WHERE
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Fig. 2.21. Iterative scheme to extend the spectrum $R(k)$ beyond the allowed cone.
A more quantitative proof of the convergence of the iterative scheme is now given. In actual reconstruction, we will be dealing with frequency components below a certain maximum frequency determined by such factors as the spatial resolution of the imaging system, the available computer core memory, etc. In Fig. 2.22, \( R_a \) represents the region in frequency space where \( R(k) \) is known, and \( R_b \) is the extent of the object. Define the operators \( A \) and \( B \) operating on functions \( f \) defined in frequency space as follows:

\[
A f = \chi_A f \\
B f = F^{-1} \chi_B F f
\]

where \( F \) and \( F^{-1} \) represent Fourier transformation and its inverse, and \( \chi_A \), \( \chi_B \) are respectively the characteristic functions of \( R_a \) and \( R_b \), defined as:

\[
\chi_A(k) = \begin{cases} 
1 & \text{if } k \in R_a \\
0 & \text{if } k \notin R_a 
\end{cases} \\
\chi_B(x) = \begin{cases} 
1 & \text{if } x \in R_b \\
0 & \text{if } x \notin R_b 
\end{cases}
\]

With these operators we can formulate the iteration procedure as follows. If \( R(k) \) represents the Fourier spectrum of the object \( f(r) \), and \( S^{(0)}(k) \) the Fourier spectrum of \( f(r) \) obtained from deconvolution, then

\[
S^{(0)}(k) = A R(k).
\]

Fourier transforming \( S^{(0)}(k) \) to the object space, setting the values outside the known extent of the object to zero, and then inverse transforming to the frequency space, we get the first iterated spectrum \( R^{(1)}(k) \):
Fig. 2.22. Schematic representations of the allowed cone and the object extent.
Resetting the components of $R^{(1)}(k)$ inside the allowed cone to the original values given by $S^{(0)}(k)$ we get $S^{(1)}(k)$:

$$S^{(1)}(k) = S^{(0)}(k) + (I - A) R^{(1)}(k) = AR(k) + (I - A) R^{(1)}(k)$$

Iterating we obtain the spectra $R^{(2)}(k), S^{(2)}(k)\ldots, R^{(n)}(k)$,

$$R^{(2)}(k) = B S^{(1)}(k)$$

$$S^{(2)}(k) = A R(k) + (I - A) R^{(2)}(k)$$

$$\vdots$$

$$S^{(n-1)}(k) = A R(k) + (I - A) R^{(n-1)}(k)$$

$$R^{(n)}(k) = B S^{(n-1)}(k) = B A R(k) + (I - BA) R^{(n-1)}(k).$$  \hspace{1cm} (2.13)

Subtracting $R(k)$ from both sides of equation (2.13)

$$R^{(n)}(k) - R(k) = B A R(k) - R(k) + (I - BA) R^{(n-1)}(k)$$

$$= (I - BA)(R^{(n-1)}(k) - R(k))$$

$$\vdots$$

$$= (I - BA)^{n-1}(R^{(1)}(k) - R(k))$$

$$= (I - BA)^{n}(R^{(0)}(k) - R(k))$$

where we have defined $R^{(0)}(k) = 0$. Thus we have

$$R^{(n)}(k) = R(k) - (I - BA)^{n}R(k).$$  \hspace{1cm} (2.14)

Note that throughout the iterations, all the spectra $R^{(i)}(k)$ operated on by $BA$ satisfy

$$BR^{(i)}(k) = R^{(i)}(k).$$  \hspace{1cm} (2.15)
In Appendix II it is shown that the operator $BA$ operating on the functions satisfying equation (2.15) is a positive definite operator. Thus the set of eigenfunctions $\{\psi_i\}$ of $BA$ forms a complete set of functions which are orthonormal in the entire $k$-space, and orthogonal in the region $R_a$:

$$\int_{k\text{-space}} \psi_i(k) \psi_j^*(k) d^3k = \delta_{ij}$$

$$\int_{R_a} \psi_i(k) \psi_j^*(k) d^3k = \lambda_i \delta_{ij}.$$  

Thus any function $f$ in $k$-space which satisfies (2.15) can be expanded in a series of $\psi_i$ which converges to $f$ everywhere; if $Bf \neq f$, the expansion is still valid in the region $R_a$, but it does not necessarily converge outside $R_a$. All the eigenvalues of $BA$ lie between 0 and 1, i.e.,

$$0 < \lambda_i < 1.$$  

Decompose $R(k)$ into a linear combination of $\psi_i$

$$R(k) = \sum_{i=0}^{\infty} a_i \psi_i(k).$$

Then equation (2.14) becomes

$$R^{(n)}(k) = \sum_{i=0}^{\infty} a_i (1 - (1 - \lambda_i)^n) \psi_i(k).$$

The truncation error in terminating the iteration after $n$ steps is thus given by

$$E_t^{(n)}(k) = R^{(n)}(k) - R(k)$$

$$= \sum_{i=0}^{\infty} a_i (1 - \lambda_i)^n \psi_i(k)$$

(2.16)

which is identical to that obtained by Papoulis [39] for the case of one-dimensional signals. This error tends to zero as $n \to \infty$.  

III. DATA TREATMENTS AND ERROR ANALYSIS

In this chapter we shall discuss the effects of noise in the imaging problem. Data pre-treatments to reduce the influence of scattering will be dealt with first, followed by analyzing the propagation of errors in reconstructions, and developing methods to stabilize the performance of the reconstruction algorithms.

3.1. Compton Scattering

Despite the compensation effect mentioned in Chapter I, Compton scattering is still a major source of errors in positron imaging. Scattering, which takes place either inside the object being imaged or in the detector itself, modifies the point response function $\phi_0(r)$, making it space variant and thus violating the condition for equation (2.6) to hold.

Scattered events can be rejected effectively by using pulse height selection in the case of NaI crystals for energies below 300 keV, and MWPC where the gamma ray is below 60 keV [41]. For MWPC detectors equipped with honeycomb converters, the spectrum of conversion electrons is continuous and hence rejection of such events is not feasible by pulse height selection. In this section we shall describe two ways to reduce the influence of scattering in imaging.

3.1.1. Delay Line Sum Pulse Rejection

Those events in which a gamma gives rise to more than one signal in the same detector can be identified by the method of reading the
signal from each end of the delay line. The time interval between arrival of the pulse on the anode wires and that of the delayed signal at each end of the delay line is measured. If the gamma generates a pulse at only one location of the detector assembly, the sum of the intervals to each end should be the length of the delay line plus some fixed delay in the processing electronics, a constant to within the accuracy of the timing measurements. Figure 3.1 shows the time sum distribution for an Fe$^{55}$ source whose 5.9 keV photon, being stopped entirely within the chamber, did not interact with the converter. As expected for a single interaction type event, the distribution is symmetrical and narrow with a 5 nsec FWHM. In the case of multiple signals, however, the sum of the 2 intervals will be some value less than the length of the line, and thus these events can be distinguished and rejected. One additional advantage of reading from both ends is that in the case where the accuracy is limited by tuning errors, averaging the positions obtained from each end of the line improves the resolution by a factor of $\sqrt{2}$.

To illustrate this effect we measured the time sum distribution for a point source of Ge$^{68}$, a positron emitter. A small NaI detector was used in coincidence with the prompt signal from the anode plane to provide a well collimated beam of 511 keV photons (from the geometry the size of the beam at the converter was approximately 3mm). In Fig. 3.2 an x-projection of the detector point response function for the positron source is plotted with accidental background subtracted. In all cases discussed here accidental background is removed by applying identical
Fig. 3.1. Time sum distribution for an Fe$^{55}$ source.

Fig. 3.2. X-projection of detector point response function for the positron source.
cuts to the delayed coincidence data and subtracting the resultant distributions. The FWHM of the distribution is 7 mm, larger than one would expect from the geometry discussed previously. There are also a number of events outside the main peak.

Figure 3.3 shows the time sum distribution for this data. When compared with the distribution for Fe55, it is seen that the distribution is wider (FWHM = 20 nsec), skewed to the low side and there are more events on the high side of the peak than one would expect. It has been determined that the events on the right side are due to saturation of the linear electronics by signals whose amplitude out of the amplifier is greater than 3V. Such large pulses, which also give incorrect spatial information, can be removed by applying a cut above 168 ns, as indicated in Fig. 3.3. Figure 3.4 shows the detector point response function after this cut has been applied; the FWHM is reduced to 6.5 mm.

On the left hand side of the time sum peak there appear to be a significant number of cases where a multiple interaction has occurred. Figures 3.5 and 3.6 show the detector point response functions for events with a time sum between 141 and 168 nsec, and 150 and 168 nsec respectively. These cuts should remove many of these multiple events. As can be seen the number of off-target events (outside the main peak) is reduced and the detector point response function is sharpened.

Table 3.1 summarizes the results giving the number of events contained within different intervals about the mean for various sum cuts. As can be seen improvement in the fraction of events contained within a given interval can be obtained with some reduction in the total number of events within the interval.
Fig. 3.3. Time sum distribution for the positron source. The cut on the high side of the peak is shown.

Fig. 3.4. X-projection of detector point response function for those events with time sums less than 168 ns.
Fig. 3.5. X-projection of detector point response function for those events with sums between 141 and 168 ns.

Fig. 3.6. X-projection of detector point response function for those events with sums between 150 and 168 ns.
Table 3.1. The number of events contained in intervals about the mean of x-projection of the detector point response function for various time sum cuts. The fraction of those events passing the cut, which fall within the interval, is also given.

<table>
<thead>
<tr>
<th>Interval</th>
<th>No Sum Cuts</th>
<th>Sum &lt;168 ns</th>
<th>141&lt;Sum&lt;168 ns</th>
<th>150&lt;Sum &lt;168ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mm</td>
<td>14003</td>
<td>12495</td>
<td>11481</td>
<td>8464</td>
</tr>
<tr>
<td></td>
<td>49%</td>
<td>50%</td>
<td>65%</td>
<td>72%</td>
</tr>
<tr>
<td>10 mm</td>
<td>21604</td>
<td>19105</td>
<td>15057</td>
<td>10655</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>77%</td>
<td>86%</td>
<td>91%</td>
</tr>
<tr>
<td>15 mm</td>
<td>24867</td>
<td>21942</td>
<td>16472</td>
<td>11346</td>
</tr>
<tr>
<td></td>
<td>86%</td>
<td>88%</td>
<td>94%</td>
<td>97%</td>
</tr>
</tbody>
</table>

A Monte Carlo program was written to determine the probability of secondary interactions from photoelectric escape photons and Compton scattering, and their contributions to the spatial resolution. The 511 keV photon was assumed to enter the converter perpendicularly. The material in the converter was assumed to be distributed uniformly throughout its volume. The point at which the 511 keV photon converted was sampled and an average detection probability was assigned. The conversion electron was considered detected if it escaped from the wall of the honeycomb into the gas. The Compton scattered photon or the 88 keV escape photon for Pb was followed until it converted or escaped from the converter. The program successfully predicted the detection efficiency of the converter to within 20% of the experimental value. However, it showed that the probability of having a multiple event due to scattering is only 4%, which is not enough to explain the effect observed. This
indicates that there are other mechanisms, besides scattering, causing the multiple events. Nevertheless, reading out from both ends of the delay line provides a means of correcting the problem.

3.1.2. Digital Filtering

Another manifestation of the scattered events is in the angular distribution of the events. If there were no scattering, the annihilation gammas detected should be distributed isotropically, i.e., the number of gammas lying within the solid angle $d\Omega$ is proportional to $d\Omega = d(\cos\theta)d\phi$, where $\theta, \phi$ are respectively the polar angle and the azimuth measured with respect to the axis of the positron camera. Thus the distribution of the photons as a function of $\cos\theta$ should be a flat line, independent of $\cos\theta$. In the presence of scattering, however, the distribution would be skewed towards the small angle region. This can be understood by considering Fig. 3.7. A pair of annihilation gammas is shown emitted within the detection cone of the positron camera. Now suppose one of them, say the upper one, is scattered by the medium while the other is not. As can be seen from the relative size of the two detection cones shown in the figure, this gamma has higher probability of being scattered anticlockwise within the detection cone of the camera. If this gamma strikes the upper detector at $A'$, the angle inferred from $A'B$ would be smaller than that of $AB$. This argument also applies to scattering in the converter.

To verify this analysis, a Monte Carlo simulation was performed to study the angular distributions of the events detected in a planar positron camera from a point source with and without scattering. The
Fig. 3.7. Effect of scattering on the angle of the detected annihilation gamma pair.
results are displayed in Fig. 3.8. The two solid histograms show the angular distributions for a point source in air and that for a point source located at the center of a sphere of water medium of radius 10 cm. The total number of events generated is equal in the two cases. For the point source in water, the portion of events that were unscattered is shown as the broken histogram. No scattering was assumed in the positron camera in both cases.

We have also studied the angular distributions of the events taken from the MWPC-gamma converter positron camera (see Sec. 4.1). The two histograms in Fig. 3.9 show the angular distribution of annihilation gammas from a point Cu source in air and one embedded in a bucket of water respectively. Again, it can be seen that those events scattered by water are more populated at small angles. The fact that the distribution for the source in air is also peaked in the small angle region, though to a much smaller extent, is attributed to scattering in the detectors.

Knowing that the scattered events occur more at small angles, data can be filtered to put more emphasis on the large-angle events. Such filtering can be achieved through the use of those angular factors $F(\theta)$ in equation (2.9) which peak at large $\theta$, such as $\cos^n\theta$, $\sin^n\theta$, etc., where $n$ is a positive integer.
Fig. 3.8. Angular distributions: the simulated detected events from 2 point sources: one in air and the other in a sphere of water.
Fig. 3.9. Angular distributions of the real detected events from 2 point sources: one in air and the other in a bucket of water. The two histograms have been normalized at the right-most bin.
3.2. Error Propagation and Stabilization in Reconstructions

As shown in Sec. 2.2, complete 3-D reconstructions can be achieved through deconvolution followed by iterations, or through matrix inversion. In this section we formulate the propagation of errors in each of these two approaches, and develop methods to stabilize their performance in the presence of noise.

3.2.1. Deconvolution Followed by Iterations

The deconvolution method solves for $R(k)$, the Fourier components of $\tilde{u}(y)$. If noise $\tilde{v}(k)$ is present in the data $\tilde{u}(k)$, the propagated error $L_{ik}(k)$ in the reconstruction will be given by

$$L_{ik}(k) = \frac{L_{ik}(k)}{\tilde{u}(0) - \tilde{v}(k)} \quad \text{if} \quad \tilde{u}(0) \neq 0 \quad (5.1)$$

Equation (5.1) shows that the error in the data is multiplied by the factor $1/\tilde{u}(0)$ in deconvolution. In the region where $\tilde{u}(0)$ is very small, the error will be greatly magnified. This is the case in the missing cone as well as in the high $|k|_x$ region, since equation (0.2) shows that for fixed $|k_x|/|k|_x$, $\tilde{u}(0) \propto 1/|k|_x$.

In the iterative scheme (2.15), $R(k)$ is set to zero in the missing cone before iterating. This procedure removes the instabilities there. A way to deal with the instabilities in the high $|k|_x$ region has been described by Phillips [42]. However, we shall recast his treatment, since the convolution integral permits a particularly elegant realization of the technique.
Suppose the scalar field $\phi(r)$ is known only up to some error $\epsilon(r)$. Then, the equation to be solved is,

$$\phi(r) + \epsilon(r) = \int d^3r' \cdot \delta_0(r-r') \cdot \delta(r')$$

(3.2)

where the error $\epsilon(r)$ is an arbitrary function except for some condition on its magnitude, such as $|\epsilon(r)| \leq M$. Equation (3.2) may be solved for $\phi(r)$ by taking the Fourier transform,

$$\rho(k) = \int d^3r' \cdot [\epsilon(r') + \phi(r')] \cdot \int d^3k \cdot \frac{\exp[-2\pi i k \cdot (r-r')]}{\delta_0(k)}.$$

The functional derivative of $\rho(k)$ with respect to $\epsilon(r')$ is a function of $r-r'$,

$$\frac{\delta \rho(k)}{\delta \epsilon(r')} = \int d^3k \cdot \frac{\exp[-2\pi i k \cdot (r-r')]}{\delta_0(k)} = \alpha(r-r').$$

(3.3)

The error tends to be random from point to point, and it generates instabilities in the solution $\rho(r)$ which are manifested as sharp fluctuations. Thus, a reasonable condition on $\rho(r)$ is a requirement for smoothness, in which a solution is sought such that

$$\int d^3r \cdot [\nabla^2 \rho(r)]^2 = \text{minimum}. $$

(3.4)

Suppose the total error is some fixed number $e$ where

$$e^2 = \int d^3r \cdot [\epsilon(r)]^2.$$

(3.5)

Then the smoothness condition may be re-expressed by introducing a Lagrange multiplier $1/\gamma$ and minimizing the following expression with respect to variations in $\epsilon(r)$:
\[ \int d^3r \left| \nabla^2 \varphi(r) \right|^2 + \frac{1}{\lambda} \int d^3r \cdot (r)^2. \]

It is clear that \( \varphi \) must be non-negative, if there is to be a meaningful solution. The functional derivative of this expression with respect to \( \varphi \) gives an expression for the smoothness condition on the solution \( \varphi(\mathbf{r}) \),

\[ 0 = -\int d^3r \cdot \nabla^2 \varphi(r) + \frac{1}{\lambda} \int d^3r \cdot (r)^2 + \varphi(\mathbf{r}) \]

subject to the constraint, equation (5.5).

Integration by parts and use of equation (5.5) yield an expression for the error which is proportional to \( \lambda \),

\[ \varphi(\mathbf{r}) = -\int d^3r' \cdot \nabla^2 \varphi(\mathbf{r}') + \frac{1}{\lambda} \int d^3r' \cdot (r')^2 \]

where

\[ \varphi(\mathbf{r}') = (2\pi)^3 \int d^3k \frac{k^4}{(0_k)} \exp[-2\pi i k \cdot (\mathbf{r}' - \mathbf{r})]. \]

Substituting equation (5.6) into equation (5.2) gives a new convolution equation,

\[ \int d^3r' \delta(\mathbf{r}-\mathbf{r}') \cdot \varphi(\mathbf{r}-\mathbf{r}') + \frac{1}{\lambda} \int d^3r' \cdot (\mathbf{r}')^2 \cdot \varphi(\mathbf{r}-\mathbf{r}') = \varphi(\mathbf{r}). \]

The solution for the density distribution in frequency space is simply

\[ R(k) = \frac{\varphi(k)}{(0(k) + \frac{1}{\lambda} \int d^3k \cdot (k)^2 \cdot \varphi(k))} \]

while the error is expressed in terms of the Lagrange multiplier

\[ \varphi(\mathbf{r}) = -\frac{1}{(2\pi)^3} \int d^3k \exp[-2\pi i k \cdot \mathbf{r}] \frac{k^4 R(k)}{\varphi(k)} \].
The ideal case in which there is no error in the determination of the scalar field corresponds to setting \( \gamma = 0 \). Then equation (3.7) reduces to the canonical solution of the convolution equation given in equation (2.7c).

The modification made in equation (3.7) can be viewed as the action of a low spatial frequency pass filter. The additional term in equation (3.7)

\[
\frac{\gamma (2\pi)^4}{\gamma_0(k)}
\]

is negligible at low frequencies compared to \( \gamma_0(k) \), but increases rapidly in magnitude with frequency as both \( k^4 \) increases and \( \gamma_0(k) \) decreases. Thus the information at low frequencies is undistorted whereas the noise at high frequencies is suppressed.

A natural generalization of the filter is

\[
\frac{\gamma (2\pi)^4 \gamma_0^m}{\gamma_0(k)}
\]

where \( m \) is a positive integer governing the sharpness of the filter and \( m \) corresponds to different powers of \( \gamma_0^2 \) \( \gamma(r) \) in the smoothness condition (3.4). By adjusting \( m \) an optimum filter can be constructed to suit the noise characteristics of individual imaging system.

A convenient way for specifying \( \gamma \) is to note the surface \( S_{1/2} \) in \( \mathbf{k} \)-space where the two terms in the denominator of equation (3.7) become equal. At these frequencies the original Fourier components of the object are attenuated by a factor of 1/2. The surface \( S_{1/2} \) should be chosen not too close to the origin so that reconstructions are not oversmoothed beyond the desirable resolution.
As for the iterative scheme (2.13), the rate of convergence, i.e., the rate $E_t^{(n)}$ goes to zero, depends on the distribution of $\{a_j\}$ and $\{a_j\}$. The distribution of $\{a_j\}$ is determined by the regions $R_a$ and $R_b$. In general the region $R_b$, which represents the extent occupied by the object, is fixed, whereas the region $R_a$ can be changed by varying the angle subtended by the imaging device.

Figure 3.10 shows a plot of the eigenvalues for various opening angles of $R_a$ while $R_b$ is chosen to be a 9x9 square sub-lattice in a 21x21 reconstruction lattice. It can be seen that the spectrum shifts towards zero as the angle decreases. The implication is that the convergence as expressed by equation (2.16) will become worse when the angle of $R_a$ is reduced.

To show this effect we applied the iterative algorithm to restore the missing cone components for a 2-D phantom. The reconstruction area is a $128 \times 32$ lattice, with equal lattice spacings in the $x(i)$ and $z(k)$ directions. The phantom has a square boundary with perpendicular diagonals which are both 11 lattice spacings long in the $x$ and $z$ directions, respectively. The Fourier components of the phantom outside the allowed cone were first set to zero, and then the iterative scheme was employed to recover them. The solid curve in Fig. 3.11 shows the root mean square error $\sigma$ of the results after 20 iterations as a function of the half-angle of $R_a$. Here $\sigma$ is defined as

$$\sigma = \sqrt{\frac{\sum_{i,j,k} (\text{reconstruction} \ (i,j,k) - \text{phantom} \ (i,j,k))^2}{\text{total number of picture elements}}}$$

(3.9)
Fig. 3.10. Eigenvalues of BA for a two-dimensional problem for various semi-vertical angles of the allowed cone.
Fig. 3.11. Root mean square error in reconstruction of 2-D phantom as a function of the semi-vertical angle of the allowed cone for various statistics.
Figure 3.12 shows the corresponding results for a three-dimensional phantom. The shape of the point response function $\psi_0$ was in the form of a square pyramid with semi-vertical angle $\theta_0$ (Fig. 2.19A). These two results show clearly the dependence of the truncation error $E_t^{(n)}(k)$ on the size of the opening angle of the allowed cone.

The above results can be viewed as reconstructions from perfect data generated by the phantom, using deconvolution + iterations. For comparison, deconvolution + iterations were performed on a number of sets of finite statistical positron annihilation events generated by the 2-D phantom. The values of $\phi$ for these results are plotted as the broken curves in Fig. 5.11. It can be seen that the truncation error is the main source of error at small angles of $R_a$, whereas the statistical error dominates at large angles. The minimum in $\phi$ which occurs for finite statistical reconstructions is due to the competition of two effects: the improvement in the behavior of the eigenvalues $\lambda_i$ on the one hand, and the increase in the error magnitude of $\phi(y)$ on the other, as the angle increases while keeping the number of annihilation events fixed.

Besides the truncation error $E_t^{(n)}$, the measured error $\Delta S(k)$ in the frequency components in the allowed cone $R_a$ also propagates in the iterations. Following Papoulis [39], we expand $\Delta S(k)$ in a series of eigenfunctions of $\Phi A$ in the region $R_a$.

$$\Delta S(k) = \sum_{i=0}^{\infty} c_i \psi_i(k) \quad k \in R_a$$
Fig. 3.12. Root mean square error after 20 iterations as a function of the semi-vertical angle of the allowed cone for a three-dimensional phantom.
with

$$\Delta S^2 = \int_{\mathbb{R}^3} |\mathcal{M}(k)|^2 \, d^3 k = \sum_{i=1}^{\infty} c_i^2 \lambda_i.$$  

Since the iteration is a linear process, the result after \( n \) steps of iterations on the measured frequency components, \( S(k) + \Delta S(k) \), is given by \( R^{(n)}(k) + \Delta R^{(n)}(k) \) where

$$\Delta R^{(n)}(k) = \sum_{i=0}^{\infty} c_i (1 - (1 - \lambda_i)^n) \lambda_i(k).$$

An upper bound of the magnitude of the propagated error \( \Delta R^{(n)}(k) \) can be estimated as follows:

$$|\Delta R^{(n)}|^2 = \sum_{i=0}^{\infty} c_i^2 (1 - (1 - \lambda_i)^n)^2$$

$$= \sum_{i=0}^{\infty} c_i^2 \lambda_i^2 (1 + (1 - \lambda_i) + \cdots + (1 - \lambda_i)^{n-1}).$$

Since all the \( \lambda_i \)'s lie in \((0, 1)\), we have

$$1 + (1 - \lambda_i) + \cdots + (1 - \lambda_i)^{n-1} < n.$$  

Thus

$$|\Delta R^{(n)}|^2 < n^2 \sum_{i=0}^{\infty} c_i^2 \lambda_i = n^2 |\Delta S|^2.$$  

Therefore

$$|\Delta R^{(n)}| < n |\Delta S|.$$  

3.2.2. **Matrix Inversion**

The matrix method solves the integral equation (2.8a) in the \( z \) dimension for every spatial frequency \( k_x \). The unique solution is given by
where \( \lambda_i, g_i \) are the eigenvalues and eigenfunctions of the integral operator (2.8a), and

\[
(g_1^*, \Phi) = \int_{-\infty}^{\infty} g_1^*(k_x, z) \Phi(k_x, z) \, dz.
\]

If the data \( \Phi(k_x, z) \) contain error \( \hat{\Phi}(k_x, z) \), then the propagated error in inversion \( I_m \) will be given by

\[
I_m(k_x, z) = \frac{1}{\lambda_i} \frac{(g_i^*, \hat{\Phi})}{(g_i^*, \Phi)} g_1(k_x, z).
\]

Again, the expression (5.10) shows that the major errors in the reconstruction come from the small eigenvalues.

Now \( \Phi_0 \) is of the form (see Sec. 2.2.5.2)

\[
\Phi_0(k_x, z-z') = \int_{-\infty}^{\infty} F(z') \exp(i\nu k_x \tan(z-z')) \, dz'.
\]

For the particular case \( F(\nu) = \cos^2 \nu \) inside the detection cone, the expression for \( \Phi_0 \) simplifies to

\[
\Phi_0(k_x, z-z') = \frac{1}{\pi} \int_{-\infty}^{\infty} \exp[2\pi i k_x \tan(\nu) (z-z')] \, d(\tan \nu)
\]

\[
= \frac{\sin[2\pi k_x \tan_0(z-z')]}{\pi k_x (z-z')}
\]

The eigenvalue equation of this kernel is

\[
\lambda_i g_i(k_x, z) = \int_{z_1}^{z_2} g_i(z) \frac{\sin[2\pi k_x \tan_0(z-z')]}{\pi k_x (z-z')} \, dz'.
\]
On rearranging equation (3.11) becomes

\[
(r_k, x') \mu_1 (k, x') = \int_0^\infty \frac{\sin(2\pi k \tan \theta (z - z'))}{\pi (z - z')} \mu_1 (k, z') dz'
\]

which is the zeroth order prolate spheroidal eigenvalue equation. Thus \( r_k, x' \) is a set of zeroth order prolate spheroidal eigenvalues. As pointed out in [35, 43], the distribution of those eigenvalue depends on the quantity \( c = 2\pi k \tan \theta (z_2 - z_1) \), as shown in Fig. 3.13, and for a fixed \( c \) the eigenvalues fall off to zero rapidly with increasing \( i \) once \( i \) exceeds \( (2/\pi)c \). This means that noise multiplication would be especially serious whenever \( k_x, \tan \theta \), or \((z_2 - z_1)\) becomes small.

One way to stabilize the method, for fixed \( \tan \theta \) and \((z_2 - z_1)\), is to discard the results at small \(|k_x|\) where the errors dominate, and, by making use of the finite extent of the object in the \( x \) dimension, fill in those values using the results obtained from the higher \(|k_x|\) values through the iterative scheme shown in Fig. 3.14.

Another way to stabilize the matrix method is by means of the smoothing procedure proposed by Phillips [42] and Twomey [44]. Instead of solving the ill-conditioned matrix equation

\[ Y = AX \]

which is the digital version of equation (2.8a), another matrix equation with a modified kernel

\[ Y = (A + \gamma B)X \]

is solved. Here the matrix \( B \) is obtained from \( A \) in the following manner:
Fig. 3.15. Eigenvalues of the zeroth order prolate spheroidal equation.
Fig. 3.14. Iterative scheme to stabilize the matrix inversion algorithm.
and \( \lambda \) is a parameter dependent on the noise level in the data. This procedure will remove the instabilities at the high spatial frequencies \( k_z \) for each of the operators (2.8a) characterized by different \( k_x \).

3.2.5. Comparison between Deconvolution + Iterations and Matrix Inversion

After analyzing the basic properties of the deconvolution + iterations and the matrix methods, a comparison of their relative merits is now in order. If the data contain no error or only a negligible amount of error, the main error in the result of deconvolution + iterations will come from the truncation error \( E_t^{(n)} \) in iterating, as the deconvolution error \( E_d \) will be insignificant in this case. For the matrix method, the inversion error \( E_m \) will also be negligible. The only unknown solution at \( k_x = 0 \) can be filled in by continuation from other non-zero \( k_x \) values, and the error introduced in continuing the solution to one point will be very small compared to the error \( E_t^{(n)} \) in continuing the solution outside \( R_a \) for general half-angle \( \gamma \). Thus in the case of very small amounts of noise, the matrix inversion has an advantage over the deconvolution + iterations approach, unless some accelerated scheme can be devised to reduce \( E_t^{(n)} \).

To predict their relative performance in the presence of significant amounts of noise, it suffices to compare the condition number of the deconvolution operation with that of the matrix inversion. For deconvolution, the condition number \( \nu_d \) is given by
And for each \( k_x \neq 0 \), the condition number \( \kappa_m(k_x) \) of the integral operator (2.8a) is given by

\[
\kappa_m(k_x) = \frac{\alpha_{\text{max}}}{\alpha_{\text{min}}}.
\]

Now equation (D.2) in Appendix D shows that \( \phi_0(k) \) is in the form

\[
\phi_0(k_x, k_z) = \frac{F(\theta_i) \cos^2 \theta_i}{\pi |k_x|}
\]

where \( \tan \theta_i = -k_z/k_x \), and \( F(\theta) \) is the angular factor used in constructing \( \phi_0(r) \). For each \( k_x \neq 0 \), the condition number is thus given by

\[
\kappa_d(k_x) = \frac{(F(\theta) \cos^2 \theta)_{\text{max}}}{(F(\theta) \cos^2 \theta)_{\text{min}}}.
\]

In general the maximum and minimum values of \( F(\theta) \cos^2 \theta \) do not differ by several orders of magnitude; in fact, for the generally used angular factors \( F(\theta) = 1 \) and \( F(\theta) = \cos^2 \theta \), \( \kappa_d(k_x) \) equals \( \sec^2 \theta_0 \) and 1 respectively. On the other hand, \( \alpha_{\text{max}} \) and \( \alpha_{\text{min}} \) can differ by a factor of order hundreds of thousands; in fact, \( \alpha_{\text{min}} \) asymptotically approaches zero as the index of the eigenvalue increases, as shown in Appendix I. The decrease of \( \alpha_{\text{min}} \) with the index is especially fast at small values of \( k_x \) and \( \theta_0 \). Thus matrix inversion is expected to be more unstable to noise than deconvolution + iterations.
This comparison is still valid even if the iterative scheme in Fig. 3.14 is employed to stabilize the matrix method. The reason is the following. In iterating, all the solutions from inversion with $|k_x|$ below some $k_0 (> 0)$ are discarded, and they are filled in using those with $|k_x| > k_0$. But as the solution from inversion for every $k_x$ contains both reliable and unreliable components corresponding to the large and small eigenvalues of the integral operator (2.8a) characterized by that $k_x$, the solutions used to start the iterations for the matrix method always contain some unreliable components. In contrast, the deconvolutive results used to start iteration do not have unreliable components.
IV. IMPLEMENTATION

4.1. MWPC-Gamma Converter Positron Camera System

The MWPC-gamma converter positron camera system is shown in Fig. 4.1. The camera structure can be roughly divided into 3 parts, as illustrated in the block diagram in Fig. 4.2. The first group consists of MWPCs, gamma converters and delay lines for detecting the 511 keV annihilation gammas and localizing their positions of interaction. Next is the electronics system for signal processing. It includes low noise amplifiers, timing discriminators, a data selector unit, and an interface unit. The last group of hardware, which processes and stores the data, consists of a Digital Equipment Co. (DEC) PDP 11/20 computer with an extended memory of 28K, and peripherals including a display storage scope, two data storage disc units, a fast paper tape reader/punch, and a Decwriter keyboard terminal.

The sequence of data acquisition is as follows: On detecting a pair of annihilation gammas, 3 amplified signals from each detector (1 prompt anode signal and 2 delay line signals) are fed to multichannel timing discriminators. The 6 discriminator outputs are transmitted to the data selector logic unit which performs decision logic functions such as valid coincident event selection and invalid event inhibit/reset. At the same time the anode signals initiate 4 digitizing scalers which are stopped later by the delay line signals. If the event satisfies some data selection requirements (to be described in Sec. 4.1.2), an interrupt signal is transferred via the buffer unit to the memory of the computer. Otherwise, an inhibit/reset signal is issued by the data
Fig. 7.28b
Figure 4.2. Schematic configuration of the WMPc position camera.
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selector to all units. Some important components are described in detail in the following sections.

4.1.1. The Detection Assembly

Four MWPCs each with 48 cm x 48 cm sensitive area were used to form a pair of detectors, each of which was made up of 2 MWPCs and 2 Pb converters housed in an air-proof Al box. The cathode wires in each chamber were 50 $\mu$m in diameter and spaced 2 mm apart. They were terminated through 220 K$\Omega$ resistors to a common bus. The anode wires were 20 $\mu$m in diameter and spaced 3 mm apart. The chamber frames were made of Noma G-10 fiberglass; the two central frames and the outer frames were each 4 mm thick. On these frames were epoxied the coupling strip PC boards. The delay lines were mounted on the coupling strips with 0.1 mm thick mylar between them and the strips for insulation. The detailed construction of the chamber is shown in Fig. 4.3.

The delay lines used were the phased compensated electromagnetic delay lines for wire chamber readout developed by Grove, Perez-Mendez, et al. [22,45]. The basic design, illustrated in Fig. 4.4, consists of a helical winding of #32 gauge copper Formvar wire on a plastic core with longitudinal copper bands on one side. A mylar strip with etched metallic bands of copper is cemented onto one of the flat sides of the delay line for phase compensation. The delay to rise time ratio is 28:1 and the total delay is 1.1 usec.

The gamma converters were made of Pb shaped in the form of honeycomb, as shown in Fig. 4.5. The cell size is 3.5 mm and cell wall is 75 $\mu$m. The height of the converter is 15 mm. The detailed procedures
Fig. 4.3. Multiwire proportional chamber construction, the location of gamma converters is indicated.
Fig. 4.4. MWPC delay line construction.
Fig. 4.5. A section of the layered, honeycomb shaped gamma converter. Graded voltages are applied through the bus-wires to individual cells.
for constructing these Pb converters were given in [46].

The sensitivity of camera system was measured to be 900 counts/min/μCi. The spatial resolution in FWHM was 8-10 mm for a Na$^{22}$ point source.

4.1.2. The Electronics System

A modified version of a charge-sensitive amplifier (MCSA), shown in Fig. 4.6, was specially designed to be suitable for amplifying signals from either the anode wires or the delay lines. The principle of "electronic cooling" [47] has been utilized in the circuit to reduce noise. The MCSA has an effective bandwidth of 10 MHz and an adjustable gain from 50 to 2000.

Pulse shaping is performed by a RC differentiator at the input to the operational amplifier (μL733). Further differentiation can be accomplished by adding a RC network at the output of the amplifiers. With an output differentiator of time constant 250 nsec, the rise time and fall time of the anode signal from the MCSA are 100 nsec and 400 nsec respectively. The delay line signals, however, have already been differentiated through the capacitive coupling to the wire planes before input to the amplifiers, resulting in a rise time of 100 nsec and fall time 250 nsec. Therefore no differentiation is necessary at the output of a delay line amplifier.

The spatial resolution is determined by the time interval between the arrival of the prompt anode signal and the delayed cathode signal, and hence depends critically on the timing accuracy of the timing discriminator. The timing discriminator is of the differentiating zero-cross type which operates on the principle that the occurrence-time of the peak
Notes: (1) All resistors 1/4 W, 5%, carbon unless otherwise noted.
(2) L1, L2 - 10 turns of #26 wire on 3E2A core.

Fig. 4.6. Schematic diagram of the Modified Charge-sensitive Amplifier.
is common to a family of pulses, regardless of their amplitude [48].

The contributions to the timing inaccuracies include time slew which arises from the difference in pulse amplitude, and time jitter which is caused by the noise [49]. For the timing discriminator we used, the time slew is 6 nsec over a dynamic range of 20 in signal amplitude, and the time jitter associated with 100 mV signal and 20 mV noise is 8 nsec; but improves to 1 nsec as the input signal is increased to 1 V.

The Data Selector unit is made up of a network of flip-flops and gates to which the outputs from the timing discriminators are applied. Figure 4.7 shows its logic diagram. An event will be validated if it satisfies the following conditions:

**Prompt anode signals**

1. Only one of the two MWPCs is triggered in each of the upper and lower detector boxes (2 chambers were housed in one detector box).

2. When one of the two chambers in a detector box is triggered, the coincident signal from one of the chambers in the opposite detector box must arrive within the coincidence resolving time.

**Delayed cathode signals**

3. If conditions (1) and (2) in the prompt signals are met, there must exist 4 delayed cathode signals associated with the chambers which were triggered.

An event is rejected by the initiation of an inhibit/reset signal if,
Fig. 4.7. Logic diagram of the data selector.
4. Any one of the conditions (1), (2), (3) is not satisfied.
5. A second prompt signal should occur on either one of the four chambers before a valid coincident signal is initiated.
6. More than one signal should occur on any one of the delay lines within delay line time (1.5 μsec) before a valid signal is initiated.

Whenever any one of the four MWPCs is triggered, further signals from that particular chamber would be gated off for 1.5 μsec while the other detectors are still operative. This would prevent accidental coincidence and minimize the detector system dead time.

4.2. Reconstruction Results

We have tested the results developed in Sections 2.2 and 3.2 by performing studies on some computer-generated phantoms and a real phantom. As the computations had to be done on digital computers, all the mathematical quantities were digitized on a finite-extent lattice with lattice spacings Δx, Δy, Δz, the choice of which is governed by the spatial resolution of the imaging device and the available core memory capacity of the computer. In digitizing we have restricted ourselves to frequency components below the maximum frequencies given by

$$k_x(\text{max}) = \frac{1}{2\Delta x}, \text{ etc.}$$

The components at frequencies above this value were very small in magnitude as a consequence of the finite resolution, and were set to zero for computational purposes. The constraint that the density distribution is
non-negative was also utilized in the reconstructions.

The use of lattice of finite extent introduces errors into the results of the Fourier transforms: the finite lattice spacing gives rise to "aliasing", while the finite extent causes "leakage" [50]. Aliasing, the distortion of the desired Fourier transform due to sampling, is minimized by making the lattice spacings \( \Delta x, \Delta y, \Delta z \) small enough, while leakage, the distortion due to truncation, can be reduced by windowing [51]. In this work Gaussian window functions appeared to give the best results, but the type of window did not seem to be critical. Windowing is not required when taking the inverse transform of \( R(k) \), as \( R(k) \) is a periodic function with period equal to the truncation interval in which case there is no leakage.

All the Fourier transforms were performed using Fast Fourier Transform algorithms: if each dimension of the array being transformed was a power of 2, the subroutine FOUR2 by K. F. Subhani and F. Chu (private communication) was employed, otherwise the subroutines FFT and REALR by Singleton [52] for computing mixed radix Fourier transform were used. The subroutine REALR has been modified to three dimensions by the author.

4.2.1. Computer-Simulated Data

We first examined the capability of the iterative scheme shown in Fig. 2.21 to recover missing-cone components. Figures 3.11-3.12 give only the relative magnitude of the truncation error in iterating as a function of the angular size of the allowed cone. To get a qualitative feeling of how well the iterations work at small allowed-cone angles,
we applied the algorithm to restore the missing-cone components of a 2-D point source located inside the square boundary of the 2-D phantom of Fig. 3.11. The assumed allowed cone subtends a semi-vertical angle of \( \tan^{-1}(0.5) \) along the \( k_x \)-axis.

Figure 4.8A shows the shape of the point source at the center of the square with the Fourier components in the missing cone set to zero. Only the middle 52 \times 52 picture elements are shown. Two kinds of distortions are seen. Firstly, the point source is considerably widened. Secondly, decaying oscillating ridges appear on the edges of the detection cone corresponding to the assumed missing cone and centered at the point source.

Figure 4.8B shows the same point source after 50 iterations. The ridges are lowered in height. Also, the point source is significantly narrowed.

Figure 4.9 illustrates the corresponding results for a point source located on the boundary of the square: in this case at the corner with the lowest \( k \)-index. The improvement after iterations is much more impressive in this case than that with the point source at the center of the square. The greater improvement is due to the fact that for the point source on the boundary, at least two of the four decaying ridges lie outside the square and thus are repeatedly reset to zero in iterating; whereas for the point source at the center, only those low-amplitude lobes of the ridges far away from the point source are reset to zero, producing smaller effect in restoring the missing-cone components in comparison.
Fig. 4.8. Recovering the missing-cone components of a 2-D point source located at the center of a square which acts as the finite object extent in the iterations. The semi-vertical angle of the allowed cone is $\tan^{-1}(0.5)$.

(A) The point source with the missing-cone components set to zero.
(B) The point source after 30 iterations.
Fig. 4.9. Recovering the missing-cone components of a 2-D point source located on the boundary of a square which acts as the finite object extent in the iterations. The semi-vertical angle of the allowed cone is $\tan^{-1}(0.5)$.

(A) The point source with the missing-cone components set to zero.
(B) The point source after 30 iterations.
We then tested the effect of the size of the camera angle on deconvolution using the computer-generated 3-D phantom shown in Fig. 4.10, which was a spherical skull with a tumor located off-center inside. The skull was of inner radius 9 cm and thickness 2 cm, while the tumor had radius 1.5 cm. The concentration ratio was

\[
\]

We performed reconstructions using the deconvolution method in three positron camera configurations with three different point response functions. The first point response function subtended a viewing angle (the solid angle of the detection cone in Fig. 2.19A) of one-third of $4\pi$ along the $z$-axis; the second one subtended two-thirds of $4\pi$: one-third along the $z$-axis and the other third along the $\gamma$-axis; and the last one had complete $4\pi$ viewing angle. The corresponded to camera configurations having one, two, and three pairs of detectors, respectively, with the axes joining each pair perpendicular to each other. The last configuration, though not very realistic practically, was included for making comparisons, because its point response function obviously contained no zero Fourier components. According to condition (2.11) in Sec. 2.2, the first point response function contained zero Fourier components, whereas the second one did not. The phantom generated a total number of 1.2 million events in each case. Reconstructions were done on a $48 \times 48 \times 48$ lattice, with lattice spacings $1 \text{ cm} \times 1 \text{ cm} \times 1 \text{ cm}$. Each event was weighted by $F(\theta) = \cos^{-3} \theta$ in constructing $\phi(\tau)$. $R(\mathbf{k})$ was set to zero wherever $\phi_{0}(\mathbf{k})$ is zero or close to zero. The value of $\gamma$ was set to zero in all the 3 deconvolutions.
Fig. 4.10. A computer-generated phantom simulating a brain tumor. The skull is 2 cm thick and has an inner radius of 9 cm. The tumor has a radius of 1.5 cm. The concentration is 5:1 for the skull and 10:1 for the tumor. Each picture element is 1×1 cm². The planes are 3 cm apart in the z direction.
The deconvolved images obtained in each of the camera configurations are shown in Figs. 4.11-4.13. For the sake of comparison, the image obtained by back-projecting the data in the two-sided camera configuration is illustrated in Fig. 4.14. Figures 4.15-4.18 show the profile of the various reconstruction results along the lattice line with lateral indices \( i = j = 25 \), which runs parallel to the z-axis passing through the tumor; the corresponding profile of the phantom is shown as the dotted histogram in each of these figures. Table 4.1 summarizes the values of \( \sigma \) of these results as defined in equation (3.9).

It can be seen that quality of the deconvolved image in the four-sided camera is essentially the same as that in the camera with \( 4\pi \) viewing angle, showing clearly that the Fourier components of the four-sided camera point response function are also non-zero everywhere, as stated above. On the other hand, the deconvolved image in the two-sided camera is considerably worse than the other two, as can be expected from the presence of zero components in its Fourier transform.

Next the iterative scheme was applied to recover the missing-cone components of the deconvolved image in the first camera configuration (two detectors: \( \frac{1}{3} \times 4\pi \) viewing angle). The values of \( \sigma \) as a function of the number of iterations are shown in Fig. 4.19. It can be seen that the scheme converged at about 10 iterations. The image after 10 iterations is illustrated in Fig. 4.20, and its profile along the lattice line with lateral indices \( i = j = 25 \) is shown in Fig. 4.21. After iterations \( \sigma \) is reduced to a level much closer to, though still higher than, that obtained using the point response function with \( 4\pi \) viewing angle,
Fig. 4.11. Deconvolved image in the two-sided camera having a point response function with viewing angle one-third of $4\pi$ along the z-axis. Each event is weighted by $\cos^{-3}\theta$ in constructing $\tilde{\phi}$. The value of $\gamma$ is 0.
Fig. 4.12. Deconvolved image in the four-sided camera having a point response function with viewing angle one-third of $4\pi$ along the $z$-axis and one-third of $4\pi$ along the $y$-axis. Each event is weighted by $\cos^{-\frac{3}{2}}\theta$ in constructing $\phi$. The value of $\gamma$ is 0.
Fig. 4.13. Deconvolved image in the six-sided camera having a point response function with complete $4\pi$ viewing angle. Each event is weighted by $\cos^{-3} \theta$ in constructing $\phi$. The value of $\gamma$ is 0.
Fig. 4.14. Back-projection image in the two-sided camera.
Fig. 4.15. Profile of the back-projection image in Fig. 4.14 along the line $i = j = 25$.

Fig. 4.16. Profile of the deconvolved image in Fig. 4.11 along the line $i = j = 25$. 
Fig. 4.17. Profile of the deconvolved image in Fig. 4.12 along the line $i=j=25$.

Fig. 4.18. Profile of deconvolved image in Fig. 4.13 along the line $i=j=25$. 
### Table 4.1. Root mean square error of the images.

<table>
<thead>
<tr>
<th>Number of detectors in the positron camera</th>
<th>2</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reconstruction</td>
<td>Back-projection</td>
<td>Deconvolution</td>
<td>Deconvolution</td>
</tr>
<tr>
<td>o</td>
<td>1.652</td>
<td>1.000</td>
<td>0.582</td>
</tr>
</tbody>
</table>
Fig. 4.19. The values of the root mean square deviation of the deconvolved image in the two-sided camera as a function of the number of iterations.
Fig. 4.20. The deconvolved image in Fig. 4.11 after 10 iterations using the scheme shown in Fig. 2.21.
Fig. 4.21. Profile of the image in Fig. 4.20 along the line $i = j = 25$. 
there being a factor of three in the reduction of the difference in $\sigma$. The residual difference is attributed to the truncation error in terminating the iterations and the propagation of errors in iterating, as discussed in detail in Sec. 3.2.1.

4.2.2. Real Data

The deconvolution-and-iterations reconstruction algorithm was applied to the real data generated by a cylindrical head phantom in the MWPC-Pb converter positron camera. The head contained 2 simulated tumors: one had activity concentration of 5:1, and the other 10:1. The head phantom was immersed in a container filled with $\text{Ga}^{68}$ (concentration 5:1) simulating the peripheral activity around the 'skull'. The 'skull' was in the form of a cylindrical shell which was 1.5 cm thick and 16.5 cm high, with an inner radius of 7.5 cm. The two tumors were also cylindrical in shape, with 1 cm radius and 4 cm height.

For this phantom we have used a lattice of dimensions $64 \times 64 \times 30$, and the lattice spacings were $0.5 \times 0.5 \times 2 \text{ cm}^3$. The point response function $\phi_0$ was in the form of a square pyramid with semi-vertical angle $\theta_0 = \tan^{-1} (0.5)$. 437229 annihilation events were used in the reconstructions.

Figure 4.22 shows the results obtained by simple back-projection with solid angle limitation. The images of the tumors are almost completely buried under the off-plane activities and can hardly be seen. Figure 4.23 was obtained from Fig. 4.22 by subtracting from the content of each pixel 55% of the peak activity. This helps to bring out the contrast, and the tumors faintly appear near the central planes.
Fig. 4.22. Back projection image of a real phantom which consists of a cylindrical shell to simulate a skull, and 2 cylindrical tumors. The shell is 1.5 cm thick, 16.5 cm high, and has an inner radius of 7.5 cm. Each tumor is 4 cm high and has a radius of 1 cm. The concentration ratio is 5:1 for the skull and one tumor, and 10:1 for the other. Each picture element is 0.5×0.5 cm². The planes are 2 cm apart in the z direction.
Fig. 4.22.
Fig. 4.23. Back-projection of the data from the real phantom with 55% background subtraction.
Figure 4.24 shows the results obtained by deconvolution + iterations using the angular factor $F(\theta) = \cos^{-12}\theta$ in constructing the scalar fields. The point response function that was used was obtained by fitting a smooth analytic function to the experimentally measured values. Compton scattering has the effect of making the point response function non-zero in the missing cone. Though these missing-cone components are relatively small in magnitude and thus are less reliable, they nevertheless furnish some useful information. For this reason the missing-cone components of $R(k)$ were not set to zero before iterating. 4 iterations were performed. The parameters used in the frequency filter were $m = 10$ and $\gamma = 35.9$. The two tumors and the skull region are clearly visible, and well separated.

As a comparison, the result of deconvolution + iterations using the angular factor $F(\theta) = \cos^{-4}\theta$ in the scalar fields is shown in Fig. 4.25. The parameters used in the frequency filter were also $m = 10$ and $\gamma = 35.9$. The two tumors and the skull also appear distinctly, but the two tumors are not so well separated as those in Fig. 4.24. Their difference verifies the conclusion in Sec. 3.1.2 that putting more weight on the large-angle events would improve the signal-to-noise ratio in data affected by scattering.
Fig. 4.24. Reconstruction of the real phantom by Fourier deconvolution + 4 iterations.
Angular factor: \( F(\theta) = \cos^{-12} \theta \).
Filtering parameters: \( m = 10, \tau = 35.9 \).
XBB 799-11800
Fig. 4.25. Reconstruction of the real phantom by Fourier deconvolution + 4 iterations.
Angular factor: $F(\theta) = \cos^4\theta$.
Filtering parameters: $m = 10, \quad \lambda = 35.9$. 
XBB 799-11799
V. DISCUSSIONS AND CONCLUSIONS

5.1. Discussions

Compared to cameras using detectors such as NaI, the present MWPC-Pb converter position camera has excellent spatial resolution and the advantage of low cost, but suffers in the area of inadequate detection efficiency. Roughly speaking, the conversion efficiency of the gamma converter is determined by the total amount of surface area available for interacting with the gammas, and thus can be increased either by decreasing the cell size of the converter, as illustrated in Fig. 2.6, or by increasing its height. Both decrease in cell size and increase in height are made possible through the use of PbO-glass converter [53].

Due to its more uniform electric drift field, the drift time spread in electron collection $T_c$ in a PbO-glass converter is much shorter than in a Pb converter, being 110 nsec for a 15 mm high PbO-glass converter compared to 330 nsec for a Pb converter of the same height. The reduction in $T_c$ makes it possible to use converters of increased height. The increased uniformity of the drift field also means higher extraction efficiency $e_e$, as implied in Fig. 2.9, and thus converters with smaller cell size can be used. Fabrication of PbO-glass converters with cell size $\sim 1$ mm is readily achievable by fusing together PbO-glass tubings followed by slicing. Recent measurements on a PbO-glass converter of cell size 1.4 mm and height 2 cm yielded 8% detection efficiency [54]. This translates into a nine-fold increase in the coincidence count rate over the present camera system equipped with Pb converters.
Equation (2.4) shows that the reduction by a factor of 3 in $T_c$, and thus $T_r$, carries with it a corresponding gain in the true-to-chance-coincidences ratio. Alternately, for a fixed ratio of true to chance coincidences, the PbO-glass converter can afford going to much higher count rate, and thus shortening the exposure time. This is evident from the curves shown in Figs. 2.12 - 2.13.

The use of PbO-glass also gives better spatial resolution, due to the reduced $T_c$ and smaller cell size. On a test chamber, a PbO-glass converter of cell size 2 mm and height 15 mm gave a spatial resolution of 3 mm for a Na$^{22}$ point source, compared to 5 mm for a Pb converter of the same height with cell size 2.5 mm.

The continuation method developed in Sec. 2.2.3.2 is not restricted to positron imaging only. In transmission imaging using parallel beams of x-rays and some other applications, the measured data are in the form of projections $P(r, \theta)$ of the object at certain angles $\theta$. By the projection theorem [55], the one-dimensional Fourier transform of $P(r, \theta)$ in $r$ gives the components of the two-dimensional Fourier transform of $\rho(x, z)$ on a line at angle $(\theta + \pi/2)$. If the projections are taken in a limited range of angle, we will get the Fourier components of $\rho(x, z)$ within a cone, giving rise to the situation shown in Fig. 2.20. The process of analytic continuation (2.13) can therefore be applied to obtain the rest of the Fourier components of $\rho(x, z)$.

The iterative scheme (2.13) works very well at large allowed-cone angle, but deteriorates rapidly when the angle is reduced as the spectrum of the eigenvalues shifts towards zero. This poses a practical
limitation on the minimum size of the angle of the allowed cone that can be used in limited-angle imaging. The minimum practical allowed-cone angle is primarily governed by the accuracy of the digital computer employed for computation, which sets a limit on the minimum magnitude of the eigenvalues that can be computed, and hence determines the number of eigenfunction components of the object that can be recovered in the iterations.

One way to improve on the situation is to use direct inversion to solve for the missing-cone frequency components instead of using iterations. Sabri and Steenaart developed the extrapolation matrix [56] for such a purpose. This approach requires inverting a matrix of order $m \times m$, where $m$ is the number of frequency components in the allowed cone and missing cone combined. As $m$ usually ranges from a few thousand upwards in two-dimensional and even more in three-dimensional imaging, extrapolation matrix is not very practical in such applications.

Another approach is to devise schemes to accelerate the iterations, possibly through the use of other constraints on the object or its Fourier components, such as boundedness in object density, continuity, etc. Positivity [57, 58] has already been utilized in our iterations: all the negative values in the object density were set to zero after each Fourier transform. This procedure produced a 20% reduction in $\sigma$ for the 2-D point sources in Figs. 4.8–4.9. For ordinary phantoms with extended regions of positive density, the reduction in $\sigma$ was much smaller, about 0.5%, due to swamping of most of the negative-undershoot artifact of each point source by the positive density values of other point sources.
In implementing the deconvolution + iterations algorithm, two Fourier transforms are required for the deconvolution process, and two more for each iteration. For an $N_x \times N_y \times N_z$ array, deconvolution + $n$ iterations requires approximately $2(n + 1)N_x N_y N_z \log_4 (N_x N_y N_z)$ complex multiplications. In comparison, the matrix inversion algorithm needs $N_x N_y N_z (2 \log_4 (N_x N_y N_z) + N_z)$ complex multiplications. For a CDC 7600 computer with a cycle time of 27.5 nsec, Fast Fourier transform of an $32 \times 32 \times 32$ array takes 0.2 sec, and 5 sec for an $64 \times 64 \times 30$ array (different Fast Fourier Transform algorithms were used for the two arrays). If computing has to be done on a small machine with limited high speed storage, data could be stored in slower memory devices such as tape or drum. Separate transforms are computed and then combined [59, 60, 61].

5.2. Conclusions

We have shown that MWPC equipped with gamma converters is capable of imaging the distribution of $\beta^+$-active radioisotopes in three dimensions. The Fourier deconvolution + iterations algorithm provides a practical method for reconstructing the object from the positron camera data. The use of a suitable angular factor $F(\theta)$ in constructing the data scalar field $\phi$ improves the signal-to-noise ratio through digital filtering of the scattered events. In principle, one can reconstruct the object completely no matter how small the solid angle the positron camera subtends, though the noise in the data and the numerical implementation pose a practical limit to the quality of the reconstruction. The method of analytic continuation by iterations is applicable to other limited-angle imaging problems.
EVALUATION OF \( I = \int_{0}^{t/2} (L + 2x) P_{cs}(x, E_1) dx \)

We consider the following 2 cases:

**Case 1** \( R(E_1) < t/2 \)

\[ t - x > 2 R(E_1) - x - R(E_1) \]

\[ \therefore P(t - x, E_1) = 0. \]

In this case we only have to evaluate

\[ \int_{0}^{t/2} (L + 2x) P(x, E_1) dx \]

\[ = \int_{0}^{R(E_1)} (L + 2x) P(x, E_1) dx. \]

Putting \( y = \frac{1}{x} \) and integrating we get

\[ \int_{0}^{R(E_1)} \frac{R(E_1)}{A^2} [2R(E_1) + L(A + 1)]. \]

**Case 2** \( R(E_1) \geq t/2 \)

\[ I = \int_{0}^{t/2} (L + 2x) P_{cs}(x, E_1) \]

\[ = \int_{0}^{t/2} (L + 2x) P(x, E_1) dx + \int_{0}^{t/2} (L + 2x) P(t - x, E_1) dx. \]
Changing variables and collecting terms, we have

\[
1 = \frac{t}{2} \int_0^1 P(x, E_1) \, dx + 2 \left\{ \int_{t/2}^t x P(x, E_1) \, dx - \int_{t/2}^t x P(x, E_1) \, dx \right\} + t \int_{t/2}^t P(x, E_1) \, dx
\]

\[
= I_1 + I_2 + I_3
\]

\[I_1 = \frac{t}{2} \int_0^1 P(x, E_1) \, dx\]

\[
eq \int_0^t \exp(A) \frac{t}{2} \left( \frac{-A}{x} \right) \left( 1 - \frac{x}{R(E_1)} \right)^{-5} \, dx
\]

\[
= \frac{1}{A} \exp(A) \left( \frac{f(Y_{t,1})}{f(1)} \right)
\]

where

\[f(y) = \exp(-Ay)(y + \frac{1}{A})\]

To find \(I_2\), we first evaluate the integral

\[
\int x P(x, E_1) \, dx
\]

\[
= \exp(A) \int x \exp\left( -\frac{A}{x} \right) \left( 1 - \frac{x}{R(E_1)} \right)^{-5} \, dx.
\]

Putting \(y = \left( 1 - \frac{x}{R(E_1)} \right)^{-1}\), we get

\[
\int x P(x, E_1) \, dx = \frac{\exp(A) \left( \frac{R(E_1)}{A} \right)^2}{\exp(-Ay)(1 - y - \frac{1}{A})}.
\]
Substituting into $I_2$ we obtain

\[
I_2 = \frac{2 \exp(A)R^2(E_i)}{A} \left( 2g(y_{t/2,i}) - g(1) - \begin{cases} 
    g(y_{t,i}) 
    
    \text{if} \ t \leq R(E_i) 
    
    \text{if} \ t > R(E_i) 
  \end{cases} \right) 
\]

where

\[
g(y) = \exp(-Ay) \left( 1 - y - \frac{1}{A} \right). 
\]

Similarly we have

\[
I_3 = \frac{2t}{A} \left( f(y_{t/2,i}) - \begin{cases} 
    f(y_{t,i}) 
    
    \text{if} \ t \leq R(E_i) 
    
    \text{if} \ t > R(E_i) 
  \end{cases} \right) 
\]

The results are summarized as follows:

\[
t \leq R(E_i), \quad I = \frac{\exp(A)R(E_i)}{A} \left\{ L[f(1) - f(y_{t,i})] 
\quad + 2R(E_i)[2g(y_{t/2,i}) - g(y_{t,i}) - g(1)] 
\quad + 2t[f(y_{t/2,i}) - f(y_{t,i})] \right\} 
\]

\[
R(E_i) < t \leq 2R(E_i), \quad I = \frac{\exp(A)R(E_i)}{A} \left\{ L[f(1) + 2R(E_i)[2g(y_{t/2,i}) - g(1)] 
\quad + 2t[f(y_{t/2,i})] \right\} 
\]

\[
2R(E_i) < t, \quad I = \frac{R(E_i)}{A^2} \left[ 2R(E_i) + 1 \right]. 
\]
Consider the family of lines generated from the source point (located at the origin) and intersecting the cylinder (see Fig. B.1). Let the line characterized by the polar angle and the azimuth \( \phi \) intersect the surface of the cylinder at distances \( R_1 \) and \( R_2 \) from the source point. \( R_1 \) and \( R_2 \) both satisfy the equation

\[
(R \sin \psi \cos \phi)^2 + (R \sin \psi \sin \phi - b)^2 = a^2.
\]

Solving the quadratic equation gives

\[
R_{1,2} = \frac{b \sin \psi \sin \phi \pm \sqrt{b^2 \sin^2 \phi \sin^2 \psi - 4 \sin^2 \psi (b^2 - a^2)}}{2 \sin \psi}.
\]

The track length inside the cylinder \( \Delta R \) is

\[
\Delta R = |R_1 - R_2| = \frac{2 \sqrt{\frac{b^2 \sin^2 \phi}{\sin^2 \psi} - (b^2 - a^2)}}{\sin \psi}.
\]

Define \( r = \frac{R}{2a} \), \( c = \frac{b}{a} \), \( x = \cos \phi \). The above expression then becomes

\[
r = \frac{\sqrt{2 \sin^2 \phi \cdot (c^2 - 1)}}{\sqrt{1 - x^2}}.
\]

Due to the symmetry of the geometry, the domains of \( \phi \) and \( x \) can be taken to be \([0, \pi]\) and \((0,1)\) respectively, where \( \phi_0 = \sin^{-1} \frac{\sqrt{c^2 - 1}}{c} \).
Fig. B.1. Geometry for calculating the track-length distribution inside an infinitely long cylinder.
This distribution functions of \( \phi \) and \( x \) are given by

\[
f_{\phi}(\phi) = \begin{cases} 
0 & 0 \leq \phi < \phi_0 \\
\frac{1}{\pi/2 - \phi_0} & \phi_0 \leq \phi \leq \frac{\pi}{2} 
\end{cases} \tag{B.1}
\]

\[
f_x(x) = 1. \tag{B.2}
\]

We consider the following two cases:

**Case 1: \( r < 1 \)**

Following [62], we define the following

\[
r = \frac{c^2 \sin^2 \phi - (c^2 - 1)}{\sqrt{1 - x^2}} \tag{B.3}
\]

\[
w = x. \tag{B.4}
\]

Solving (B.3) and (B.4) yields

\[
\phi = \sin^{-1} \sqrt{\frac{r^2(1-w^2)+(c^2-1)}{c}} \tag{B.5}
\]

\[
x = w.
\]

From (B.5) we get

\[
\cos \phi = \frac{\sqrt{1 - r^2(1 - w^2)}}{c}.
\]

The Jacobian is then given by

\[
J \left( \frac{r, w}{\phi, x} \right) = \frac{c^2 \sin \phi \cos \phi}{\sqrt{1 - x^2} \sqrt{c^2 \sin^2 \phi - (c^2 - 1)}} \frac{\sqrt{r^2(1 - w^2) + (c^2 - 1)} \sqrt{1 - r^2(1 - w^2)}}{r(1 - w^2)}. \tag{B.6}
\]
The distribution of \((r, w)\) is obtained from (B.1), (B.2) and (B.6):

\[
f_{r,w}(r,w) = \frac{f_{\phi,x}(\phi,x)}{J(\frac{r}{\phi},x)}
\]

\[
= \frac{f_{\phi}(\phi) f_{x}(x)}{J(\frac{r}{\phi},x)}
\]

\[
= \frac{2r}{\pi} \frac{(1-w^2)}{\sqrt{r^2(1-w^2) + (c^2-1)\sqrt{1-r^2(1-w^2)}}}
\]

The track-length distribution is thus given by

\[
f(r) = \frac{2r}{\pi} \int_0^1 \frac{(1-w^2)dw}{\sqrt{r^2(1-w^2) + (c^2-1)\sqrt{1-r^2(1-w^2)}}}
\]

**Case 2: \(r > 1\)**

In this case we put

\[
r = \frac{\sqrt{c^2 \sin^2 \phi - (c^2-1)}}{\sqrt{1-x^2}}
\]

\[
w = \phi.
\]

Following exactly the same procedure used in case 1, we get

\[
f(r) = \frac{2}{\pi r^3} \int_{\phi_0}^{\pi/2} \frac{c^2 \sin^2 w - (c^2-1)}{\sqrt{1-\frac{c^2 \sin^2 w-(c^2-1)}{r^2}}}dw.
\]
APPENDIX C.

DERIVATION OF THE FACTOR $C(T_r/T_c)$ IN THE TRUE COINCIDENCE RATE WHEN $T_r \leq T_c$.

If $T_r \leq T_c$, true coincidence rate and hence the ratio of true to chance coincidences as given by equations (2.2) and (2.4) are modified by a factor $C(T_r/T_c)$, which is the probability that the two electrons $e_1$ and $e_2$ generated in detector A and detector B respectively in an annihilation event will be in coincidence within the time $T_r$.

Referring to Fig. C.1, this quantity is given by

$$C(T_r/T_c) = \text{probability that } |t_1 - t_2| \leq T_r$$

$$= P\left\{ |t_1 - t_2| \leq T_r \right\}.$$  

We consider the following two cases:

**Case 1.** $T_r < T_c/2$

Partition the time interval $T_c$ for detector A into the 3 intervals I, II and III, as shown in Fig. C.2.

If $e_1$ occurs within the interval I,

$$P\left\{ e_1 \text{ occurring within } dt_1 \text{ at } t_1 \right\} = \frac{dt_1}{T_r}$$

$$P\left\{ |t_1 - t_2| \leq T_r \mid e_1 \text{ occurring within } dt_1 \text{ at } t_1 \right\} = \frac{t_1 + T_r}{T_c},$$
\[ C_I(T_r/T_c) = \int_0^T r \ p \left\{ |t_1 - t_2| \leq T_r \ | e_1 \text{ occurs within } dt_1 \text{ at } t_1 \right\} \]
\[ \times \ p \left\{ e_1 \text{ occurs within } dt_1 \text{ at } t_1 \right\} \]
\[ = \int_0^T r \ \frac{t+T_r}{T_c} \ \frac{dt_1}{T_r} \]
\[ = \frac{3}{2} \ \frac{T_r}{T_c} . \]

By symmetry,
\[ C_{III}(T_r/T_c) = C_I(T_r/T_c) = \frac{3}{2} \ \frac{T_r}{T_c} . \]

If \( e_1 \) occurs within the interval \( II \),
\[ C_{II}(T_r/T_c) = \frac{2T_r}{T_c} . \]

Combining the contributions from \( I, II \) and \( III \) we get
\[ C(T_r/T_c) = p \left\{ e_1 \text{ occurs within } I \right\} \times C_I(T_r/T_c) \]
\[ + p \left\{ e_1 \text{ occurs within } II \right\} \times C_{II}(T_r/T_c) \]
\[ + p \left\{ e_1 \text{ occurs within } III \right\} \times C_{III}(T_r/T_c) \]
\[ = \ \frac{T_r}{T_c} \ \frac{3}{2} \ \frac{T_r}{T_c} + \ \frac{T_c-2}{T_c} \ \frac{T_r}{T_c} \ \frac{2T_r}{T_c} + \ \frac{T_r}{T_c} \ \frac{3}{2} \ \frac{T_r}{T_c} \]
\[ = 2 \ (T_r/T_c) - (T_r/T_c)^2 . \]
Fig. C.1. Occurrence of detected signals.

Fig. C.2. Partition for $T_r < \frac{T_c}{2}$.

Fig. C.3. Partition for $T_r \geq \frac{T_c}{2}$.
Case 2. $T_r \geq T_c / 2$

Partition the time interval $T_c$ for detector A into the 3 intervals I, II and III, as shown in Fig. C.3. Similar to case 1, we have

$$C_1 \left( \frac{T_r}{T_c} \right) = C_{III} \left( \frac{T_r}{T_c} \right) = \frac{3}{2} \frac{T_r}{T_c}.$$ 

For the interval II,

$$C_{II} \left( \frac{T_r}{T_c} \right) = 1.$$ 

Combining the contributions from I, II, and III we have

$$C \left( \frac{T_r}{T_c} \right) = \frac{T_c - T_r}{T_c} \cdot \left( \frac{2}{T_c} - \frac{2 T_r - T_c}{T_c} \cdot \frac{T_c - T_r}{T_c} \cdot \frac{T_c - T_r}{T_c} \right)$$

$$= 2 \left( \frac{T_r}{T_c} \right) \cdot \left( \frac{T_r}{T_c} \right)^2.$$
APPENDIX II

EVALUATION OF THE TWO-DIMENSIONAL OPTICAL TRANSFER FUNCTION

\[
\Phi_0(k_x, k_z) = \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dx \phi_0(x, z) \exp(2\pi i (k_x x + k_z z))
\]

\[
= \int_{-\infty}^{\infty} dz \int_{-\pi}^{\pi} d\theta \phi_0(\theta, z) \exp(2\pi i z (k_x \tan \theta + k_z)) |z| \sec^2 \theta
\]

\[
= \int_{-\pi}^{\pi} d\theta \frac{F(\theta)}{\pi} \int_{-\infty}^{\infty} dz \exp(2\pi i z (k_x \tan \theta + k_z))
\]

Now

\[
\int_{-\infty}^{\infty} \exp(2\pi i z (k_x \tan \theta + k_z)) dz = \delta(k_x \tan \theta + k_z) \tag{D.1}
\]

therefore

\[
\Phi_0(k_x, k_z) = \int_{-\pi}^{\pi} d\theta \frac{F(\theta)}{\pi} \delta(k_x \tan \theta + k_z)
\]

\[
= \begin{cases} 
\frac{\delta(k_z)}{\pi} \int_{-\pi}^{\pi} F(\theta) d\theta & \text{if } k_x = 0 \\
\frac{F(\theta_1) \cos^2 \theta_1}{\pi |k_x|} & \text{if } k_x \neq 0 \tag{D.2}
\end{cases}
\]

where \(\tan \theta_1 = -\frac{k_z}{k_x}\).
EVALUATION OF THE THREE-DIMENSIONAL OPTICAL TRANSFER FUNCTION

In three dimensions, equation (2.9) takes the form

\[ \phi_0(\vec{s}, z)|z|^2 = i_i(\vec{s}/z) \]  \hspace{1cm} (E.1)

where \( \vec{s} = (x, y) \), and the angular function \( H \) is positive inside the data cone and zero outside. Defining \( t = s/z, \quad \vec{w} = (k_x, k_y) \), and performing the Fourier transformation, we get

\[ \phi_0(\vec{w}, k_z) = \int dz \int d^2 \phi_0(\vec{s}, z) \exp(2\pi i(\vec{w} \cdot \vec{s} + k_z z)) \]

\[ = \int \int H(t) \delta(\vec{w} \cdot \vec{t} + k_z) d^2 \vec{t}. \]

The vector \( \vec{t} = (t_1, t_2) \) can be chosen so that \( t_1 \) lies along \( \vec{w} \), giving \( \vec{w} \cdot \vec{t} + k_z = |\vec{w}| t_1 + k_z \). Then we get

\[ \phi_0(\vec{w}, k_z) = \begin{cases} \delta(k_z) \int \int H(t) d^2 \vec{t} & \text{if } \vec{w} = 0 \\ \int H(-k_z/|\vec{w}|, t_2) dt_2 & \text{if } \vec{w} \neq 0 \end{cases} \] \hspace{1cm} (E.2)

In the particular case where \( \phi_0 \) is in form of a square pyramid, i.e.,

\[ \phi_0(\vec{s}, y, z) > 0 \text{ whenever } 0 \leq |x| \leq |z\tan\theta_0| \]

and \( 0 \leq |y| \leq |z\tan\theta_0| \)

application of (E.2) shows that

\[ \phi_0(k_x, k_y, k_z) > 0 \text{ if } (|k_x| + |k_y|) > |k_z|/\tan\theta_0 \text{ when } |k_x|, |k_y| > 0 \]

or \((|k_x| + |k_y|) \geq |k_z|/\tan\theta_0 \text{ when } |k_x| = 0 \text{ or } |k_y| = 0\)

\[ = 0 \text{ otherwise } \] \hspace{1cm} (E.3)
NECESSARY AND SUFFICIENT CONDITION FOR AN OPTICAL TRANSFER FUNCTION TO BE NON-ZERO EVERYWHERE

In this Appendix we prove the statement (2.11), namely, the necessary and sufficient condition for an optical transfer function to be non-zero everywhere is that every plane passing through the origin of the corresponding point response function contain at least a line of non-zero values.

**Necessity**

If there is a plane A through the origin of $\phi_0$ on which only the origin is non-zero, then we take the normal to A at the origin to be the z-axis. Equation (E.2) shows that $\phi_0$ is zero on the $k_z$-axis except at the origin.

**Sufficiency**

Given a point response function satisfying condition (2.11), we want to show that the value of $\phi_0$ at any arbitrary point $P$ in the frequency space is non-zero. First rotate the coordinate system in frequency space so that $P$ lies on the $k_x$-axis. The plane $x = 0$ contains at least one line on which $\phi_0$ is non-zero. Take any such line to be the z-axis. Then decompose $\phi_0$ into two parts in the following manner:
Clearly \( \phi_0 = \phi_0^{(1)} + \phi_0^{(2)} \). Since \( \phi_0^{(1)} \) satisfies (1.1), equation (1.2) shows that \( \phi_0^{(1)} > 0 \), because \( \|h(t)\| > 0 \) at \( t = 0 \). Now it remains to show that \( \phi_0^{(2)} \) is non-negative at \( P \). \( \phi_0^{(2)} \) can be written as

\[
\phi_0^{(2)}(s, \theta, z) = \frac{F(s) \delta(z)}{s}
\]

where we have made the coordinate transformation \( r(x, y) \rightarrow r(s, \theta) \).

Transforming \( k(k_x, k_y) \) to polar coordinate \( k(w, \alpha) \), and taking the Fourier transform of \( \phi_0^{(2)} \), we get

\[
\phi_0^{(2)}(w, \alpha, k_z) = \int \int \int \frac{F(s) \delta(z)}{s} \exp(i(s w \cos(\theta - \alpha) + k_z z)) sdsd\theta dz
\]

\[
= \frac{F(\alpha + \pi/2)}{2\pi|w|}
\]

which is clearly non-negative.
APPENDIX G

EFFECTS OF SAMPLING \( \phi_0(x, z) \) IN THE \( x \) AND \( z \) DIMENSIONS.

Let the object distribution \( \rho(\mathbf{r}) \) be sampled in the \( z \) dimension by the sampling function:

\[
s_{\Delta z}(z) = \sum_{n=-\infty}^{\infty} \delta(z - n\Delta z).
\]

The point response function \( \phi_0(x, z) \) can thus be sampled in the same way.

By the convolution theorem, the optical transfer function \( \phi(x, z) \) of the sampled \( \phi_0(x, z) \) is given by

\[
\phi(z)(k_x, k_z) = \phi_0(k_x, k_z) * S_{\Delta z}(k_z)
\]

where \( \phi_0(k_x, k_z) \) is the original optical transfer function, \( S_{\Delta k_z}(k_z) \) is the Fourier transform of \( s_{\Delta z}(z) \), and \( * \) denotes convolution. Now reference [63] shows that \( S_{\Delta k_z}(k_z) \) is also a sampling function in the \( k_z \) dimension given by

\[
S_{\Delta k_z}(k_z) = \Delta k_z \sum_{n=-\infty}^{\infty} \delta(k_z - n\Delta k_z), \quad \Delta k_z = \frac{1}{\pi z}.
\]

From equations (G.1) and (G.2) we see that \( \phi(z)(k_x, k_z) \) is the superimposition of repetitions of the original optical transfer function in the \( k_z \) dimension at intervals of \( \Delta k_z \). Thus \( \phi_0(z)(k_x, k_z) \) is non-zero in the region \( 2|k_x| \tan \theta_0 \geq \Delta k_z \); as for the region \( 2|k_x| \tan \theta_0 \leq \Delta k_z \).
the number of zero Fourier components is reduced by a factor of 2. If sampling of $\phi_0(x, z)$ is done in the $x$ dimension instead, similar considerations show that the corresponding optical transfer function $t_0^{(x)}(k_x, k_z)$ will be non-zero everywhere.
APPENDIX II

PROOF FOR THE POSITIVE DEFINITENESS OF BA

We want to prove that BA is a positive definite operator for all functions \( \psi \) satisfying \( B\psi = \psi \).

Lemma 1. For all \( \psi \) such that \( \lambda \psi = \psi \), \( B \) is a positive definite operator.

Proof: Assume \( \lambda \psi = \psi \).

\[ B\psi = \psi \]

\[ \Rightarrow F^{-1}(\lambda B F_A^*) = 0 \]

\[ \Rightarrow \lambda B F_A^* = 0 \]

\[ \Rightarrow F A^* = 0 \quad \text{(since } F A^* \text{ is an entire function)} \]

\[ \Rightarrow A^* = 0 \]

\[ \Rightarrow \lambda = 0. \]

Lemma 2. For all \( \psi \) such that \( B\psi = \psi \), \( A \) is a positive definite operator.

Proof: Assume \( \lambda \psi = \psi \).

\[ A\psi = \psi \]

\[ \Rightarrow (F^*)^{-1} x_B F \psi = 0 \]

\[ \Rightarrow F^{-1} x_B F \psi = 0 \quad \text{(since } F^{-1} x_B F \text{ is an entire function)} \]

\[ \Rightarrow \lambda = 0. \]

Combining Lemma 1 and Lemma 2 we get the desired result.
APPENDIX I

LOWER BOUND OF THE EIGENVALUES OF THE MATRIX INTEGRAL OPERATOR

We first simplify the kernel $\mathcal{V}_0$

$$
\mathcal{V}_0(k_x, z) = \int_0^\infty \frac{F(y)}{\pi} \exp((2 \pi i k_x \tan y) z) dy = \int_{\tan \phi_0}^{\tan \phi_0} \frac{g(t)}{\pi} \exp(2 \pi i k_x t z) dt
$$

where $t = \tan \phi$, and $g(t) = F(\tan^{-1}(t)) \cos^2(\tan^{-1}(t))$. Let $s = k_x t$ and $s_0 = k_x \tan \phi_0$, then we have

$$
\mathcal{V}_0(k_x, z) = \int_{s_0}^{s_0} \frac{G(s)}{k_x \pi} \exp(2 \pi i s z) ds \tag{1.1}
$$

where $G(s) = g\left(\frac{s}{k_x}\right)$. Equation (1.1) shows that we can treat $z$ and $s$ as reciprocal Fourier transform variables. We define a function $F(s)$ to be $z$-limited if its Fourier transform $f(z)$ is zero outside $(z_1, z_2)$. For such a function $F(s)$ the ratio of the energy of $F(s) \sqrt{\frac{G(s)}{k_x \pi}}$ in $(-s_0, s_0)$ to the total energy of $F(s)$ is given by

$$
\frac{\int_{-s_0}^{s_0} |F(s)\sqrt{\frac{G(s)}{k_x \pi}}|^2 ds}{\int_{-\infty}^{\infty} |F(s)|^2 ds} = \frac{\int_{z_1}^{z_2} dz f(z) \int_{z_1}^{z_2} dz' f(z') \int_{-s_0}^{s_0} ds \exp(-2 \pi i s (z-z')) \frac{G(s)}{k_x \pi} \int_{z_1}^{z_2} |f(z)|^2 dz}{\int_{z_1}^{z_2} |f(z)|^2 dz} \tag{1.2}
$$
By well known theorem in variational calculus, the lower bound of this ratio for all z-limited functions is equal to the infimum \( \alpha_{\min} \) of the eigenvalues \( \{ \alpha_i \} \) of the integral operator.

\[
\alpha_1 g_1(z) = \int_{z_1}^{z_2} \left( \int_{-s_0}^{s_0} \frac{G(s)}{k x \pi} \exp(-2\pi i s(z-z'))ds \right) g_1(z') dz'.
\]

We want to prove that \( \alpha_{\min} = 0 \). Assume \( \alpha_{\min} > 0 \). Let \( G_0 \) be the maximum value of \( \frac{G(s)}{k x \pi} \) in \( (-s_0, s_0) \). For the special case \( \frac{G(s)}{k x \pi} = 1 \), the eigenvalues \( \lambda_i \) of the integral equation

\[
\lambda f_i(z) = \int_{z_1}^{z_2} \left( \int_{-s_0}^{s_0} \exp(-2\pi i s(z-z'))ds \right) f_i(z') dz'
\]

go to zero as the index \( i \to \infty \) [35], so there is an integer \( m \) such that \( G_0 \lambda_m < \alpha_{\min} \). Substituting the z-limited function \( f_m(z) \) and its Fourier transform \( F_m(s) \) into the expression (1.2) we get

\[
0 < \frac{\int_{-s_0}^{s_0} |F_m(s)|^2 \frac{G(s)}{k x \pi} ds}{\int_{-\infty}^{\infty} |F_m(s)|^2 ds} \leq \frac{G_0 \int_{-s_0}^{s_0} |F_m(s)|^2 ds}{\int_{-\infty}^{\infty} |F_m(s)|^2 ds}
\]

\[
= \lambda_m G_0 < \alpha_{\min}
\]

which contradicts the definition of \( \alpha_{\min} \). Thus \( \alpha_{\min} \) is equal to zero.
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