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PREFACE 

SECOND SYSTEMS SIMULATION 
AND ECONOMIC ANALYSIS CONFERENCE (SSEA) 

January 23-25, 1980 

The SSEA conference is currently the only open fo
rum for comprehensive solar systems analysis. This con
ference provides an excellent Ol?l?ortunity to enhance and 
evaluate the coordination of various technical, economic, 
and policy disciplines. 

Interest and participation in this conference has 
grown rapidly since the inception of the concept two and 
one-half years ago. More than 175 individuals partici
pated during this meeting. Some 75 technical and eco
nomic presentations we~e given in the two and one-half 
day conference. Photovoltaics, wind, process heat, and 
thermal electric as well as solar heating and cooling . 
(SHAC) systems were discussed. Continued growth and 
participation is expected, not only in the area of SHAC 
(the major emphasis of this year's conference) but also in 
other solar technologies as well. Clearly, as newer tech
nologies such as ocean thermal and photochemical con
cepts evolve closer to the applications stage, systems 
issues are expected and encouraged to be aired in this 
program. 

The importance of including and coordinating numer
ous disci~lines on specific needs of industry emerged 
from the conference. The keynote speaker, Dr. Fred 
Mor:se, emphasized the imperative to rapidly accelerate 
the implementation of solar energy systems by under
standing and assisting the solar industry. Dr. Morse felt 
that the industry needs assistance now and cannot wait 
until all analysis development is complete. As an analo
gy, Dr. Morse pointed out that flying was feasible long 
before comprehensive anfllysis and [lrP.rlit:'tivt:' ~!'lf.'~.bilitioE< 
were available for aircraft. Thus, the interactive combi
nation of application and analysis has proved beneficial to 
the advancement of the aircraft industry where a signifi
cant portion of the research and analysis effort supported 
the needs that were first identified by industry. Similar
ly, the expertise in this group might be best focused on 
the resolution of needs identified by the solar industry. 
Therefore, speakers were asked to address whom their re
search benefits, directly, how it is expected to hP. used, 
and how it will eventually assist the solar industry. 

During the conference, session chairpeople were 
asked to provide their insights regarding both the techni
cal and general content of the conference. The following 
discussion is based on those comments. 

There was general agreement that the meeting was 
quite useful. For example, it was pointed out that the 

opportunities for personal and professional interaction 
and the comprehensive review of current activity rP.lated 
to simulation and analysis was valuable for all partici
pants. Particularly helpful is the opportunity to provide 
peer review and criticism for all DOE funded projects 
that may or may not be on sound technical ground. The 
present format also offers DOE officials, contractors, 
and other professionals the unique opportunity to discuss 
current and future programmatic and policy issues. For 
instance, many open evening discussions were held on is
sues like the national controls plan, the national cooling 
plan, and the best methods of meeting industry needs. 

This conference re-emphasized a number of un
resolved specific issues that include: 

• There is a need for a widely acceptable and pre
cise definition of validation. The requirements of 
the various user groups should be understood and 
these users should be keenly aware of what vali
dation is as well as the limitations of current 
analysis approaches. 

o The controls community still disagrees about the 
relative merits of various control types. Further, 
one expert suggested that the controls communi
ty does not thoroughly understand the signifi
cance of various contractors' work. 

o There is still disagreement on the relative merits 
of various solar water heater system configura
tions, based on experiments and analysis. An ex
utuple Is i.lte <!C:mtl'6vi:n·sy surrounding one tank 
and two tank systems. This issue appears resolu
ble by more carefully studying insulation and tank 
placement. Other controversies concerning reli-
ability do not seem as easily resolved. · 

· o Builders, designers, and engineers need simple, 
hybrid (combined active, passive, and conserva
tion) analysis methods. There is currently no 
simple* method of analyzing, much less opti
mizing, a mix of solar and conservation measures. 

o Use of appropriate simulation tools should he en
couraged. Government policy that advocates 
simulation methods that are more complex and 
time-consuming than the user needs should be ex
amined. Further, when model developers advo
cate the widespread use of simulation methods, 
two points should be kept in mind. First, because 
people in industry usually develop modeling tools 

*A case can be made that no simple or complex method can adequately handle the general hybricl rroblem. 



specific to their needs, simple tools often provide 
the most assistance to them. Second, the more· 
complex methods often do not, as is often as
sumed, offer greatly increased accuracy, but of
fer instead a better understanding of the physics 
involved. 

t> The need to use a comprehensive standard set of 
assumptions was also cited. Oflen issues arise 
because assumptions are not clearly stated, and 
comparisons either cannot be made or are inap
propriately made. The identification of crucial 
assumptions, the establishment of an acceptable 
comparative methodology, and a standard report
ing format are needed. The SERI Standard As
sumptions document is a significant step in that 
direction, but it must be further refined and ex
tended to oil oolor technologies. 

The value of the Second Systems Simulation and 
Economic Analysis Conference has been established and 
the original, defined goals have been met. In addition to 
the speakers and session chairpeople, many have 
contributed to the success of this conference, which was 
supported by the Systems Development Division, Office 
of Solar Applications, DOE. The assistance of Drs. Fred 
Morse, J. Michael Davis, Sam Schweitzer, and Roger 
Bezdek is gratefully acknowledged. The members of the 
SERI Training. Development and Conference Branch, 
namely, Vicky Curry, Kate Blattenbauer, Donna Post, 
Yvonne Bishop, Zo Milne, and Judy Hulstrom, are also 
cited for their excellent administrative and coordination 
effort. 

L. M. Murphy, Ph. D. 
Conference Chairman 
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SYSTEM ANALYSIS FOR MULTIZONE BUILDINGS 

J. Ottenstein, J.W. Mitchell and W.A. Beckman 
Solar Energy Laboratory 
University of Wisconsin 

Madison, WI 53706 

ABSTRACT 

An.analysis of the application of solar energy to 
multizone buildings is performed using TRNSYS with 
a model of a variable air volume system formulated 
for the purpose. The model includes conventional 
heating and cooling equipment, heat recovery chill
er, economizer cycle, and storage tank. Solar col
lectors and an absorption chiller are then added to 
the building. The results lead to a number of con
clusions about the feasibility of solar energy sys
tems for multizone buildings. 

INTRODUCTION 

Solar heating and cooling of residential buildings 
is a topic that has been extensively researched [1, 
2]. However less work has been done on applications 
of solar energy for multizone buildings. These 
buildings have different energy use characteristics 
than residential buildings due to the fact that as 
buildings size increases, the volume increases at a 
faster rate than the enve 1 ope area. Interna 1 heat 
generation is proportional to the volume of the 
building while infiltration and transmission heat 
losses are proportional to the envelope area. Thus, 
as building size increases, cooling loads increase 
faster than heating loads. 

Another characteristic of a multizone building is 
that the heating and cooling system must control in
dividual zones which have widely different thermal 
loads. It is common to provide simultaneously heat
ing to one zone and cooling to another. This re
quires systems and controls that are more complex 
than those used in residential applications. 

In this paper, a method is presented for simulating 
the thermal response of multizone buildings with 
TRNSYS [3]. The building model and system HVAC mo
dels are described. These models are exercised with 
and without solar collection systems added to the 
base HVAC system. Several conclusions regarding the 
interaction of the systems and the feasibility of 
solar energy systems for multizone buildings are 
discussed. These results are described in more de
tail in [ 4]. 

COMPONENT MODELS 

Building Models 

The TRNSYS component model for the building devides 
the structure up into thermally similar zones. Each 
of these zones is treated as having uniform rates of 
environmental heat flows, energy generation, venti-

1 

lation, etc. These are shown schematically in Fig. 
1. The zones on the periphery are designated by 
their compass directions. The remaining zones are 
a top story with a roof, and a totally interior core 
region. These divisions do not allow a detailed rep
resentation of the loads in each individual room. 
Rather, they are suitable for an overall assessment 
of the thermal interaction between solar and HVAC 
systems and the building. 

TOP 
WEST 

BOTTOM 
EAST 

Fig. 1 Building Zones 

In the results presented in this study, a particular 
three-story building was simulated in the Madison, 
WI climate. The building is 30m by 30m in cross 
section and llm high, and divided into six zones. 
It is occupied five days a week from 8 AM to 6 PM. 
The lights and ventilation system are on onlY dur
ing occupied hours. There is assumed to be no out
side air infiltration, and no humidification is pro
vided .. 

Conduction gains and losses through external walls 
and roofs are modeled using the transfer function 
method described in ASHRAE [5]. Window solar gains 
are calculated directly from incident solar radia
tion. The heating and cooling loads are calculated 
from these losses and gains using the room transfer 
function method [4,5]. 

The necessary inputs for the model are given in 
Table 1 along with the characteristics for the par
ticular building. The building is represented with 
a minimum of detail. 

HVAC System Model 

It was decided that the variable air volume (VAV) 

\. 



Table 1 
Building Description 

3 Story Building, 30m x 30m x llm High 

Walls: ASHRAE Wall No. 1 
u = 0.579 w;m2oc 
C! = 0.5 
£ = 0.8 
20% of area is double glazed windows 
u = 3.4 w;m2oc 
T = 0.8 

Roof: ASHRAE Roof N~. 8 
U = 0.522 W/m °C 
C! = 0.5 
£ = 0.8 

Capacitance: Thermal 6.2 x 108 J/°C 
Moisture 1.1 x 105 kg 
Internal construction is medium 

IntP.rnnl l.onds: Lights: 21.!1 Wfm2 
People: 10 m2/person 

Sensible - 75 W/per3on 
Latent - 55.6 w;person 

Ventilation Requirements: 
Outside Air: 0.00283 kg/sec-person 

(5 cfm/person) 
Ventilation: 1 Air Change/hr 
Exhaust: 0.0569 kq/sec (100 cfm) for 

each perimeter zone 

system is the most appropriate for use with solar 
energy systems. The variable air volume system has 
very low energy consumption, which is important be
cause any air conditioning system that is ~sed in 
conjunction with a solar system must be energy con
serving. Energy is conserved because reheat is re
duced to a minimum and fan power is reduced. Out
side air can also be used for cooling purposes 
(economizer cycle). Variable air volume systems are 
presently being installe'd on about 50% of all new 
buildings. 

~igure ~ shows the generalized variable air volume 
system for which the component model was developed. 
A zone thermostat controls the flow rate of air en
tering each zone by means of a damper. This flow 
rate has a maximum determined by design, and a min
imum due to ventilation requirements. In addition 
to these parameters, the design conditions for the 
interior, the fan pressure drop-flow characteristics 
the desired supply air temperature, and the chiller' 
c:hilrilc:tpric;tir.s nr~;> requirerl. 

Fig. 2 Variable Air Volume System 

2 

Control System Model 

Energy rate control and temperature level control 
are both commonly used in sirnulaliur1s uf builui11y 
performance. The advantage of energy rate control 
is that a single determination of the time depend
ent heating and cooling load of each zone can be 
made, stored on mass storage, and re-used in subse
quent simulations. Simulations run with energy rate 
are lower in cost than temperature level control, 
which is important when a large number of zones are 
simulated. However energy rate control is not en
tirely realistic in that actual systems are tempera
ture level controlled. Temperature level control 
provides a more detailed and realistic simulation 
of the load supply interaction. However, since the 
load is dependent on the heating and cooling system, 
it is no longer possible to calculate the load one 
time only and re-use that data in subsequent simu
lations, and thus simulations cost more than with 
energy rate control. 

SIMULATION RESULTS 

Comparison of Energy Rate Control and Temperature 
Level Control 

Simulations were run to compare energy rate contro·l 
and temperature level control. A month simulation 
of the cooling load of the six zone building with 
a time-step of one hour uses about 11 cpu-seconds 
in temperature level control. During the heating 
season, the differences in calculated loads were 
negligible. Calculated cooling loads for three 
summer months are given in Table 2. Since the actu
al cooling loads are highly sensitive to many addi
tional variables such as building capacitance, glass 
transmittance, lights, solar radiation, etc., either 
value is probably representative. The difference 
in calculated cooling load between energy rate con
trol and temperature level control is small enough 
to be neglected 1ri bui ldnig s1mulations. 

Tab·l e 2 
Comparison of Energy Rate and Temperature 

Level Control 

Month 
JiJil 
,]IJ 1 
Aug 

Energy Rate 
Control 
139.9 GJ 
149.4 G,J 
·122.2 GJ 

Building Loads 

Temperature 
Level Control 
----r33:6···GJ-

l50 .9 G,J 
129.6 GJ 

Percent 
Difference 
---:j:"cs·%·· -

-1.0% 
-5.7% 

ThP. WP.P.kl,y r:oolin·g lond, hP.iltinQ load, r:hillP.r work, 
lighting energy, and internal heat generation over 
Lhe t;uun;e of Lhe yedr· a.re iJresenLeu In Fly. 3. In
ternal heat generation includes lights and sensible 
and latent loads from people. The cooling load is 
significantly greater than the heating-load but 
chiller energy is significantly less than the heat
ing energy required. Over half of the cooling load 
is due. to internal heat generation. Heating and 
cooling loads are not coincident due to two factors. 
First, the economizer cycle provides cooling when 
the ambient temperature is low. Second, the large 
capacitance of the building allow energy from lights, 
people, and solar radiation to be stored in the 



building structure for heating at night. 
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Fig. 3 Weekly Building Energy Use 

Table 3 is a summary of the building enepgy usage 
by source. The building simulated is a small, well 
insulated, tightly constructed building in Madison, 
Wisconsin, a location with winters much colder than 
most places in the U.S. The cooling load is larger 
than the heating load because of internal heat gen
eration. This reduces the potential for solar 
heating systems. Lighting levels are low by past 
standards but lighting energy is larger than the 
sum of all other energy requirements. The cooling 
load caused by solar radiation can be reduced by 
the use of reflective glass and overhangs. Fan 
energy is a significant fraction of chiller energy. 
These characteristics would be general for many 
areas ·of the country. 

Table 3 
Summary of Base System 

Type of Use 
Lights 
Fuel 
Fans 
Chiller 

Heat Recovery System 

Energy Usage 
543.9 
339.5 
31.6 

126.8 

(GJ) 

The heat recovery system is a heat pump which uses 
the interior of the building as its heat source. 
The neat pump COP is high because the source temp
erature is high, although the heat source is limit
ed by internal loads. Storage tanks are needed if 
the recoverable energy is to become a large frac
tion of the heating load. Large load heat ex
changers are needed to keep the supply water and 
tilnk temrpraturP.5 low c;n thilt. t.hP. rP.fJIIi rP.rl cut-off 
temperature will be low and the chiller COP high. 
Heat recovery systems dump energy that is not need
ed by the use of the economizer cycle. 

The influence of storage volume on the performance 
of the heat recovery system during the heating sea
son is shown in Fig. 4. For storage sizes in the 
range of daily storage, there are reductions in 
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auxiliary heating and purchased energy. Chiller 
work increases due to the greater transfer of ener
gy between the storage tank and building interior. 
The heat recovery system can provide a significant 
fraction of the heating load. Storage tanks sig
nificantly increase the amount of energy recovered. 
Heat recovery systems are physically compatible 
with solar systems in that storage is required; how
ever, the heat recovery system reduces the heating 
requirement. 
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Fig. 4 Heat Recovery System Effect of 
Storage Volume 

Solar-Heat Recovery System 

A solar energy system was added to the VAV system 
as shown in Fig. 5. Solar energy transfers heat 

'to the storage tank for use in heating. An absorp
tion chiller is also provided to allow solar energy 
to be used for cooling. The heat pump can reject 
the cooling load to either the storage tank or to 
the cooling tower, as desired. In winter, the heat 
recovery chiller acts as a heat pump which uses the 
interior of the building as a heat source to heat 
perimeter zones. In summer, it acts as an ordinary 
chiller. 

The operation of the system is controlled by tank 
temperature. In cold weather, the tank temperature 
is generally low, and the heat pump is used to pro
vide cooling. This cooling load together with solar 
energy is transferred to the storage tank where it 
is used in the perimeter heating system. During 
warmer seasons, more energy is supplied to the tank 
than is needed by the load. When the tank tempera
ture rises to a specified cut-off temperature, the 
air conditioning system switches to the economizer 
cycle. Heating is provided by the solar energy 
through the storage. When the ambient air tempera
ture is greater than the supply air temperature of 
the air conditioning system, the economizer cycle 
cannot be employed. The absorption chiller is 
operated from the tank. Any cooling load not met 



by the absorption chiller is met by the auxiliary 
chiller. 

Fig. 5 Solar Heat Recovery System 

Table 5 shows the monthly fraction of the heating 
load met by solar energy, recovered energy, chiller 
work, and auxiliary en2rgy for a system with a 
collector area of 200m and a storage tank volume 
of 30m3. Adding a solar system to a heat recovery 
system reduces the_amount of purchased energy re
quired. However, it also reduces the amount of 
cooling energy recovered, but also reduces the 
chiller work required. These interactions need to 
be considered in the design of any building. 

Table 5 
Solat· Heat Recovery System 
HP.ating SP.ason Perfnrmn~ce 

Collector Area- 200m 
Storage Tank Volume - 30m3 
Cut-off Temperature - 50°C 

FSolar 
FCh1ller FHeat 

FQux Wor-k Rec. 
Ocl 100.0 0 -0- -0 
Nov 51.1 5.3 15.7 28.6 
Dec 38.8 5.8 17.8 37.6 
Jan 27.4 5.2 15.6 51.8 
Feh 42 .l 5.3 15.9 31.0 
Mar 89.9 2.0 5.4 2.8 
Apr 96.~ l.O 2.6 0· 

Yr 49.6 4.65 13.9 32.0 

Table 6 shows the effect of collector area on the 
recovered energy and Fiq. 6 shows the effect of 
storage volume and collector area on the fraction 
of the heating load met by solar. Increasing thP. 
collector area causes a large reduction in recov
ered energy because the collected solar energy 
raises the average tank temperature above the set 
temperature for heat pump heat rejection. This 
allows the economizer cycle to be employed which 
reduces the recovered enerqy. 

The solar energy system helps meet the cooling 
load, and its contribution can be defined in two 
ways. The cooling fraction by solar can be de
fined as the fraction of the cooling load met by 
the solar operated absorption chiller, or it can 
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be defined as the fraction of the electrical chill
er work saved by solar energy. The second defini
tion shows how much purchased energy is really 
saved. In general, the two definitions will not 
equal. 

Table 6 
Solar Heat Recovery System 

Effect of Collector Area on Recove~ed Energy 
Storage Volume - 150 L/m 

Collector Area 
Recovered Energy 
% of Heating Load 

25.6 0 (10m3 storage} 
20om2 
40om2 
600m2 

13.6 
8.45 
3.21 

lable I presents the monthly performance for one 
cnllectnr ~i7e, whil9 Tabl9 8 comp~rQt the yeirly 
averages for three collector areas. The results 
indicate that the fraction of work saved is slight
ly less than the fraction of cooling load met. The 
difference tenc1,, to hf' mn<;; t. prnnOIJnrE;>d in Spri na 
and fall when the cooling load and wet-bulb tem
peratures are low. The reason for this is that 
the solar system meets a hiqh fraction of the 
cooling load when the COP of the electrically 
driven chiller is high. 

Month 
~ 
t~ay 

Jt,Jn 
Jul 
A119 
Sep 
oct 
Nov 

Yr 

Table 7 
Solar Heat Recovery System Performance 

Cooling Season 
200m2 Collector Area 

30m3 Storage Volume 

Fractiun uf Cuuliny 
Load Met by Solar 

61.9 
45.3 
23.5 
19.5 
24.4 
49.3 
56.6 
J'l . 8 

28.9 

Table 8 

Fracliun uf Chiller 
Work Saved by Solar 

51.0 
43.8 
23 .l 
19.7 
?.4.1 
48.1 
54.2 
72.5 

27.9 

:.olnr lle11t Recovery System PerforllliHIGe 
Cooling Season 

lSO L/m2 ~torago 

Collector 
An~d (m2) 

200 
400 

Fraction of Cooling 
Load Met by Solar 

28.9 
52.!:l 

Fraction of Chiller 
Work Saved by Solar 

27.9 
51.2 

600 69.6 68.3 

SUMMARY 

Model~ for the heatina and cooling loads in multi
zone buildings have been developed for use with 
TRNSYS. This model allows the use of preprocessed 
loads in further simulations under energy rate con
trol. With temperature level control, hour-by-hour 
load calculations are required. Both approaches re
quire a minimum amount of information about building 



characteristics, and are suitable for exploring 
different system concepts. 

A model of a variable air volume air conditioning 
system has been developed. The model includes a 
mechanical chiller, cooling tower, heat recovery 
heat exchanger, and a variety of control options. 
Solar collection systems and absorption cooler can 
readily be added. This allows determination of per
formance of a variety of alternative systems. 

The simulations revealed a number of interactions 
between the various components of the solar-heat 
recovery system. First, the initial cost of the 
solar system is proportionately less than that for 
residential units due to year around collection and 
shared costs among the various systems. Heat re
covery systems are compatible with solar systems in 
that both require storage tanks and heat exchangers. 
Second, heat recovery chillers may reduce the size 
and cost of a solar system, but also reduce the so
lar savings. Third, recommended storage volumes per 
collector area established for solar heating systems 
appear to be adequate for solar heating and cooling 
systems as well. Fourth, the rated capacity of the 
so 1 a r dr1 ven absorption chiller has a s i yrri fi cant 
effect on the amount of solar cooling. In addition, 
the high COP of electrically driven chillers and the 
low COP of absorption chillers will usually make 
electrical auxiliary less expensive then fuel aux
iliary. Fifth, there are detrimental interactions 
between the economizer cycle and the heat recovery 
system. Sixth, solar heating and cooling systems 
will be most economically feasibility in situations 
where large heating and cooling loads occur. Seventh, 
the need for seasonal simulations as opposed to de
sign point analyses in assess overall system per
formance is demonstrated. 
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ABSTRACT 

This paper discusses the Solar Energy Research Institute's 
(SERI) analysis of the solar energy simulator section of 
DOE-2, a public domain computer program that allows us
ers to explore the energy-use patterns of proposed and ex
isting buildings and their heating, ventilating, and air con
ditioning (HVAC) systems. This computer program con
tains a solar energy simulation portion called Component
Based Simulator (CBS) incorporated into the HVAC Plant 
(large equipment) section.· SERI is investigating the ade
quacy and sensitivity of DOE-2's solar portion when vari
ous active solar energy systems and combinations of solar 
components are interfaced with standard space condition
ing systems or used in a stand-alone mode. The compo
nents have been assembled into typical configurations and 
parametric test runs have been performed examining the 
problems associated with the program and the character
istics of the output for eventual comparison with other 
energy analysis computer programs. 

INTRODUCTION 

To provide analysis methods that would help· designers re
duce energy consumption and to furnish an evaluation tool 
for the Building Energy Performance Standard (BEPS), the 
Department of Energy (DOE) has been developing a com
puter code to model the energy consumption and air con
ditioning systems designs of proposed structures. Devel
opment work on the computer program called DOE-2 has 
been funded by DOE at Lawrence Berkeley Laboratory 
(LBL) and Los Alamos Scientific Laboratory (LASL) [1]. 
Included within DOE-2, CBS deals with the possible solar 
energy subsystems of such structures. This paper will dis
cuss SERrs investigation of CBS as a part of DOE-2 and as 
a stand-alone computer program. The report will describe 
the large DOE-2 program and CBS components and outline 
the SERI plan, as well as give examples of preliminary re
sults. Finally, the paper will discuss the use of other 
computer codes for comparison to CBS output. 

GENERAL DESCRIPTION 

DOE···2 is a large comJ)Utei· prugnun prim arlly designed to 
aid the architect and mechanical engineer when evaluat
ing the future performance of air conditioning systems in 
new buildings. The version of the code being used at SERI 

*This work was supported by Systems Development Divi
sion, Office of Solar Applications, DOE. 
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is DOE-2.0A that will be current until DOE-2.1 is pub
lished and released in March, 1980 [2]. LBL and LASL are 
performing form a! research into the operations and con
tinued development of DOE-2 [3]. SERI is investigating 
the computer program in support of BEPS as part 'of 
its inquiry into all solar analysis methods with a copy of 
the code on the CDC 6600 computer located at the Water 
& Power Resources Service Computer Center near Den
ver, Colo. SERI is scrutinizing the solar energy aspects of 
DOE-2 and CBS because the program is being emphasized 
as a design tool and evaluation method. SERI is also in
vestigating many other solar energy computer codes to in
clude the national solar energy code center. 

DOE-2 is a very powerful computer code, capable of ana
lyzing many different HVAC systems over a full year. 
The simulations of DOE-2 are mostly directed at the 
HVAC loads, systems, plant, and economics as il.!.uf:tratr~d 
by the major portions of the program shown in Pig. l. As 
one can see in this simplified diagram, DOE-2 consists of 
five major programs, the first being the Building Design 
Language (BDL) Processor with its material and weather 
libraries containing ASHRAE Test Reference year (TRY) 
data [1]. Since DOE-2 was designed to allow simplified 
entry of the many variables needed to describe a building 
and its operation, BDL is necessary to analyze the user in
put instructions and to cont1·ol subsequent simulation por

. tions of the program called Loads, Systems, Plant, and 
Economics (LSPE). After the BDL processor has prepared 
the input for the program, clata is sent to all the other el
ements that are used sequentially through the process of 
computer overlays. 

Within the LSPE construction of OOE-2, Plant, which con
tains CBS, is the focus of the SERI investigation into the 
program's active solar energy system simulation capabili
ties. Other research at SERI will study the passive solar 
aspects of Loads and Systems. Within Plant, CBS is at
tached to the energy supply simulation allowing solar en
ergy to be used as if it were another conventional energy 
source. As the HVAC data is passed to Plant from Sys
tems through the Modified Hourly Data as shown in Fig. I, 
one can program Plant to decide how to meet the energy 
demand most efficiently, which may include the use of 
available solar energy if CBS systems are programmed in
to the Plant options. 

Investigation of CBS through P.lant, while tied to the main 
program, can be very time consuming and expensive; how
ever, once a sample structure has been modelled and run 
through DOE-2, the Systems output can be stored in a 
separate file for direct use by Plant. Therefore, one can 
accomplish later runs that involve changes only in CBS by 
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DOE-2 Program Outline 

running Plant alone and by using previously saved Systems 
data files as input. Also, one can examine the reports 
fl'om Loads and Systems for the HVAC load characteris
tics and those can be modelled separately to produce a 
file containing hourly loads. Both of these file-creating 
techniques allow one to use CBS in a stand-alone mode 
without needing to execute the entire DOE-2 program, 
thus saving time and money. One may use the degree-day 
simulator component available in CBS to perform the 
heating load calculations and to allow a parametric study 
of the code without using the main DOE-2 program. 

CBS DESCRIPTION 

The CSS portion of DOE-2 consists of many modelled ac
tive solar energy components designed to permit easy as
sembly by the user into various liquid and air configunt~ 
tions. This code structure allows flexibility in the solar 
energy systems design· when the subsystem is still 
conceptual. SERI investigation of CBS is very extensive, 
but only a few example components will be discussed (see 
Figs. 2, 3, 4, and 5). CBS contains many more components 
than just these few iilustrations including many precon
nected into subsystems (2]. Figure 2 shows a collector 
model component consisting of four smaller components 

V Relief 
Valve 

~" 
To Tank 

Exchanger 

From Tank 

Figure 2 

Collector System Model (2] 
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programmatically connected into this configuration. Us
ing the procedures in CBS [2], the programmer can either 
use these connections of collectors, relief valves, pumps, 
and heat exchanger models or can chose to further divide 
the system into each individual component if more detail 
and flexibility is desired. One should refer to the CBS 
documentation [2] for a complete description of the possi
ble combinations and configurations available in the com
puter program. 

Figure 3 shows the fully mixed, unstratified storage tank 
component included in the DOE-2.0A version of CBS. As 
modelled in the figure, the fully mixed tank receives the 
output energy data from the collector model and simu
lates the reaction of a storage tank to that energy. The 
storage tank component then passes output data to one of 
the selected H VAC subsystems. Figures 4 and 5 show twu 
I_)Ossible configurations for these subsystemo-one doei~nod 
primarily for a commercial building and the other for a 
residence. As one can see in Fig. 4, the commercial sys
tem offers the designer a number of options when select
ing the heating coil connections within a HVAC system. 
Also shown are the connections for the auxiliary system 
and a fresh air make-up. Tile r·esidentiw :.ystem in Fig. 5, 
which has the necessary connections for the auxiliary en
ergy system, is less complex than a real system would be 
in actual use. 

From Collector 
System 

To Collector 
System 

Figure 3 

To Dist·r·lbutl..:Ht 
System 

Fully-mixed 
Storage Tank 

From Distribution 
System 

Storage Tank Model [2] 
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Figure 4 

Supply 
Air 

Commercial Distribution System Model [2] 

From Tank 

To 'I'ank 

Return 
Air 

Heating 
Coil 

Figure 5 

From Aux 

Aux 

Fan 

Supply 
Air 

Residential Distribution System Model (2] 

Once the solar energy system is configured by the selec
tion and assembly of the components, the programmer 
chose which CBS component to use as the controller, in
solation model, report format, and load simulator. As dis-

cussed previously, the load can come from a file created 
by a run of a DOE-2 sample, from a file of loads from any 
hourly simulation program, or from a degree-day load cal
culator. The entire program is then run for a complete 
year, and the results are available for study or comparison 
to Other designs Or rJth~!· fJ!'UgniiiiS. 

MODELLING APPROACH AND RESULTS 

The Systems Analysis and Testing Program [ 4) at SERI is 
directing the evaluation· of CBS to determine its sensitivi
ty to various parametric changes and to compare its out
put to programs such as TRNSYS [5). The researchers at 
SERi developed a baseline solar building model and solar 
energy system combination shown in Fig. 6 for the para
metric studies. The basic building is patterned after Sam
ple 3A from the DOE-2 Sample .Run Book (1]. Researchers 
ran the complete DOE-2 program and simplified the ther
m aJ energy load output with the degree-day component in
to a "heating only" load. Further studies can build on this 
thermal energy base case. Tile solar energy systems were 
then added to the roof as shown in Fig. 6 to begin the CBS 
testing. -

Figure 6 
Simple Ouilding with Collectors 
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The first systems tested were flat-plate collectors using 
liquid as a transfer medium. The city chosen was Chicago 
and the weather was the TRY data contained in the 
Weather Library. The weather data is prepared by a sepa
rate DOE-2 weather processor into a format compatible 
with the program. Future plans call for sensitivity studies 
that compare variations in site, systems design, and sys
tem types. 

An example of the capabilities of CBS and one of many 
possible reporting formats is shown in Table l. As one can 
see in this table, the program can analyze modelled solar· 
energy systems and list the various outputs of interest to 
researchers. The data presented are summaries of the 
simulation of each hour collected into daily and then 
monthly reports. The trends of this system's performance 

can be noted and as the parameters are changed, these ef
f~cts can also be observed. For

2
this specific r_un, th_e liq

Uld collector area was 4000 ft · of nuuselectlve, smgle
glazed panels; the storage tank volume was 8000 gal. of 
water; and the ethylene-glycol water mixture flow rate 
was 100 gpm. Through the variation of these and other 
parameters, output can be generated and then plotted as 
shown in Figs. 7 and 8. Figure 7 illustrates the parametric 
analysis of a liquicl C!OllP.C!tor systP.m using collector area 
as a parameter and maintaining the ratios shown for flow 
rate and tank volume. As one can see, the addition of col
lector area shows the diminishing return in increases of 
average solar fraction. Figure 8 shows the relationship of 
an optimum flow rate with the average solar fraction 
while holding collector area and tank volume constant. 
These two figures demonstrate the direction of the re
search at SERI on CBS. 

Table 1. SOLAR SYSTEM PERFORMANCE SUMMARY 

Total Total Total Total Avg. Total 
Incident Collected Heating Solar Avg. Max. Min. Avg. Avg. Avg. Solar Solar 
Energy Energy Load Heating Stor. Stor. Stor. Collector System Port Bldg. Elec. 

(Million (Million (Million (Million Temp. Temp. Temp. Err. Err. Solar Load Load 
Btu) Btu) Btu) Btu) (F) (F) (iF~ (%) (%) (%) Ratio (kWh) 

Jon. 112.8~3 . 17.013 23.81~ 7.~13 103.6 128.6 97.7 15.6 6.7 31.5 4.74 126 
p.,IJ. 126.075 23.616 19.896 10.354 106.3 126.9 98.2 18.7 8.2 ~2.0 6.34 150 
Mar. 160.584 27.540 12.487 12.487 131.3 150.9 111.9 17.2 7.8 100.0 12.86 146 
Apr. 1 Q~ 0?7 ?Q ~?Q 1.! ~~ 7.!4G IV7.4 ~QQ.7 IU.W IQ.W u IQQ.Q n.~v IIV 
May 193.832 16.281 1.085 1.085 190.9 200.9 174.0 8.4 0.6 100.0 178.61 128 
June 204.565 16.548 0.031 0.031 198.0 201.9 192.1 8.1 0.0 100.0 999.00 131 
July 229.639 14.692 o.ooo o.ooo 197.3 201.5 192.2 6.4 0.0 100.0 999.00 131 
Aug. 210.159 14.432 0.000 0.000 196.8 201.6 190.0 6.9 0.0 100.0 999.00 135 
Sept. 196.561 II. 782 0.680 0.680 194.6 200.9 186.5 6.0 0.3 100.0 289.20 105 
Oct. 160.418 16.586 2.643 2.643 177.1 188.6 160.1 10.3 1.6 100.0 60.70 107 
Nov. 118.594 15.092 9.530 9.487 139.0 188.6 99.6 12.7. 8.0 99.6 12.44 107 
Dec. 95.871 13.634 16.851 4.723 101.3 110.4 97.4 14.2 4.9 28.0 5.69 130 

2005.077 208.638 90.165 52.149 160.5 201.9 97.4 10.4 ?..6 57.A ?.?..?.4 1514 

100 100 
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FUTURE PLANS 

Parametric analysis of CBS is being performed at SERI. 
Detailed comparison to TRNSYS output is a near-term ob
jective. The plans of the Systems Analysis Branch reflect 
a strong desire to become thoroughly familiar with the 
operations of CBS both within the DOE-2 Plant and as a 
stand-alone modelling technique. TRNSYS appears to be 
the choice for the comparison of CBS to another code be
cause of its widespread availability, its exposure in the 
technical community, and its generally accepted model
ling accuracy. CBS is only one of many codes SERI is in
vestigating or planning to examine closely. The research
ers will compare CBS and TRNSYS outputs for agreement 
over a wide spectrum of solar energy systems and compo
nent combinations. Also, the researchers will vary chosen 
parameters to determine the changes in output of both 
programs and to compAre any differences to develop con
fidence with CBS capabilities. This will be especially 
critical when CBS is used with DOE-2 as an evaluation 
tool for BEPS and to fulfill SERI's mission to become the 
national solar energy code center. SERI investigations of 
CBS support the further development of general solar en
ergy expertise at the institution through the technical 
knowledge gained by the research personnel. Continued 
research into the operations of this and other codes sup
ports the national planning effort for code development. 
All aspects of the various solar energy codes can be exam
ined and the best of those can be highlighted for continued 
research. SERI is an institution that is not directly in
volved with developing CBS or DOE-2 and, as such, can 
exercise the codes and objectively report results for pur
poses of both research and application. 

Finally, by keeping abreast of solar simulation advance
ments, SERI can aid LBL and LASL in determining the di
rection of code development by having firsthand knowl
edge of any shortcomings in the code and by being directly 
involved in future solar energy research. Such advice 
would be helpful by avoiding delays in program upgrading 
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and improvements, and by having solar energy experts in
volved early in the conceptual phase of code develop
ment. This approach should soon benefit the modelling 
and analysis of proposed hybrid active/passive systems. 
Many other areas of investigation by LBL and LASL are 
possible for CBS with adequate assistance, advice, and 
technical knowledge from SERI. 

CONCLUSION 

This report has examined CBS both when used as a part of 
DOE-2 and when used in a stand-alone mode. A few com
ponents of CBS have been discussed as well as some typi
cal output from a parametric study of a liquid collector 
system. The report also covered some of SERI's future 
plans for investigating the capabilities of CBS and the ef
fGcts of that research on the development of the code. 
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ABSTRACT 

The principal objective of any design method or sys
tem analysis procedure is to present predicted or 
measured performance in an unambiguous format so 
that potential improvements in the operation of the 
system, comparisons of different operating modes, 
and other operating experience can be realistically 
evaluated. An important qualification is the avail
ability of sufficient detail in the design method 
and/or sufficient data in the system's analysis to 
allow for definitive conclusions on the relative 
merits of different solar designs and/or operating 
conditions. 

This paper will present and discuss a performance 
evaluation criteria which the author considers as 
the minimal requirement for a realistic analysis of 
the operating performance of a solar heating and 
cooling system. 

INTRODUCTION 

In the analysis of the operating performance of a 
solar heating and cooling system, two distinct ap
proaches are utiliJed. The first approach consti
tutes the design method whereby the operating per
formance of a given system is predicted. Tradi
tionally the design methods developed by the solar 
heating and cooling community have been directed to
ward the goal of predicting the non-renewable energy 
savings obtained by use of a solar system (and/or 
the fraction of a specified heating or cooling load 
to be met by the solar system). This number could 
then be utilized in turn to estimate the economic 
feasibility of a given solar installation. 

While such calculations are certainly useful, another 
important reason for the validation of a design 
method has tended to be overlooked. In fact, one of 
the principal reasons for making design calculations 
is to evaluate the relative performance of two or 
more similar but distinct design alternatives. And 
in order to evaluate the relative performance of 
different designs, it is necessary to consider more 
than a single parameter, such as (f). Design 
methods must, in fact, be sufficiently detailed so 
that relatively 'minor' design variations do not in
advertently lead to 'major' decreases in the perfor
mance of the system and that the parameters utilized 
to evaluate the system are not strongly dependent 
upon the sheer size of the system. 
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Similarly, the second approach in analyzing the 
operating performance of a solar heating and cool
ing system is not merely to validate a design 
method or calculate cash savings (or loss) to date, 
but to determine the performance of components and 
subsystems as well as complete solar systems. The 
major objective of any system analysis procedure 
should be to present actual performance data 1n an 
unambiguous format and to provide a clear, careful 
analysis of the data. Emphasis must be placed on 
the practical evaluation of the data, effective 
potential improvements in the operation of the sys
tem, comparisons of different operating modes (when 
applicable), and other operating experiences. 

In both approaches to analyzing a system's predic
ted and/or measured performance, it is essential 
that the design method and/or system's analysis pro
cedure be in sufficient detail to ensure a realis
tic evaluation. In general, the minimum informa
tion which should be included in undertaking an 
analysis of a system's performance consists of pre
dicted or measured values of: (1) Incident daily · 
solar radiation on the plane of the collector; (2) 
Daily useful heat collection by the collector; (3) 
Daily useful heat delivered to storage (or load); 
(4) Daily useful heat delivered from storage to 
space heating load; (5) Daily useful heat delivered 
to DHW heating load; (6) Daily useful heat delivered 
to space cooling load; (7) Actual cooling accom
plished (i.e., heat actually removed from the con
ditioned space); (8) Dailv average heat losses from 
solar system (thermal storage, piping and/or duct
ing, etc.); (9) Electrical power usage by the solar 
system for operation (i.e., does not include auxi-
1 iary energy usage); (10) The quantitative degree 
of confidence or accuracy of the data (i.e., the 
estimated error); and (11) The basic design para
meters of the system. 

In addition, it is important to include information 
or data on solar collector efficiencies (instan
taneous and daily), solar collector operating 
threshold (i.e., the minimum solar insolation rate 
necessary for the collection of useful heat), over
all solar system efficiencies or effectiveness, and 
quantitative effects of control system modifications. 

In order to adequately evaluate the operating per
formance of solar heating and cooling systems, it 
is not possible to limit our 'figure to merit' to a 



single number. While the COP of an absorption 
chiller is indicative of the overall performance of 
a particular unit design, no such simple number is 
available in solar systems. Rather, it is necessary 
to utilize several parameters to categorize solar 
heating and cooling system designs in order to ac
count for variations in: (l) Individual component 
variations in performance within a complete solar 
system; (2) Solar and climatological factors (i.e., 
the total amount, relative direct/diffuse/reflective 
components, and time-dependence of solar radiation 
as well as temperature and weather conditions af
fecting the heating/cooling load); (3) Specific 
building designs and/or type of applications of 
solar heating and/or cooling units; (4) Quality of 
overall system design, specifications and installa
tion; and (5) Control modes, maintenance, relia
bility of equipment and other associated factors. 

The purpose of this paper is to present a suggested· 
set of parameters which will account for these var
iations in design and provide unambiguous answers 
to specific design questions. These parameters are 
defined in detail in the Performance Evaluation 
Criteria section and are further elaborated on in 
the section titled Example System. 

PERFORMANCE EVALUATION CRITERIA 

Performance parameters which meet the requirements 
discussed above include: 
(l) System overall efficiency, ns 
(2) System thermal efficiency, nsT 
(3) Solar coefficient of performance, SCOP 
(4) Solar controlled coefficient of performance, 

SCCOP 
(5) Utilizability (~)/solar operating threshold, Ic 
(6) Solar heat delivered to load, Os 

and the 'bottom line' 
(7) Actual savings in non-renewable energy resources, 

Oc or OH 

Each of these parameters are defined by the fo'llow
ing: 
n =Average daily solar heating and cooling system 

S efficiency over a specified period (typically 
l month), dimensionless 

"sT =Average daily solar heating and cooling system 
thermal efficiency over a specified period 
(typically I month), dimensionless 

SCOP Solar coefficient of performance, dimension-
1 ess 
Total useful heating and/or cooling b.Y 
solar (daily average) 
Total electr1cal power usage to operate the 

. solar system (daily average) 
SCCOP Solar controlled coefficient of performance, 

di1nens·ionless 
Total, controlled, useful heating and/or 
cooling by solar (daily average) 
Total electrical power usage to operate 
the solar system (daily average) 

~ =Average daily utilizability over a specified 
period (typically l month), dimensionless 
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Tc =Average daily solar operating threshold, i.e., 
the minimum solar radiation intensity over a 
specified period (typically l month) at which 
the solar system can collect useful energy, 
kJfm2·hr 

Qs =Average daily solar heat delivered to load 
over a specified period (typically l month), 
kJ/day 

Qc = Average daily savings in non-renewable energy 
resources over a specified period (typically 
l month) by the solar cooling system, kJ/day 

QH = Average daily savings in non-renewable energy 
resources over a specified period (typically 
1 month) by the solar heating system, kJ/day 

These parameters can be defined quantitatively with: 
Q A _ Q Ext _ BQ I nt _ t;E · 

n ~ u . L L (COP)HC 
s AciT (1) 

where: 

QuA =Average daily useful heat collection by the 
solar c:ollec:tor arrny over a spPr.ifierl pP.riod 
(typically 1 month), kJ/day [see eqn. "14] 

Q Ext = Average daily solar system heat losses to 
L the exterior of the conditioned space over 

a spec1f1ed pet1od (typica 11y 1 month), kJ/ 
day 

- Int QL = Average daily solar system heat losses to 
the interior of the conditioned space over 
a specified period (typically 1 month), 
kJ/day 

B Factor to account for the degree of usefulness/ 
non-usefulness of heat losses to the interior 
of the conditioned space, dimensionless [see 
eqn. l8h and 18c] 

~ Factor to convert the electrical energy usage 
to its thermal energy equivalent, d1mens1onless 
[see eqn. 19] 

E = Average daily electrical power required to 
operate the solar system over a specified 
period (typically 1 month), kJ(elec)/day 

Ac = Area of the solar coll Pctor ilrrny, m2 

TT = Average daily integrated solar radiation per 
unit area on the tilted surface of the solar 
collector array over a sgecified per·iod (typ·i
cally 1 month), kJ/day.mZ 

(COP)HC = Coefficient of performance of the heating 
or cooling unit (e.g., COP of an absorp
tion chiller). dimensionless 

"sT 

SCOP 

Q A _ Q Ext _ Q Int B 
u L L _;:;_----=---.....:::..-- (COP) HC 

·\TT 
-A -Ext - Int 
Qu - QL - QL B 
--=----=----=--- (COP )HC 

I 

( 2) 

( 3) 



{ 

SCOP for the condition 13 ~ 1 

SCCOP = Q A _ Q Ext _ Q Int 
_u__ L E L (COP)HC for 13 < 1 

(4) 

( 5) 

$ 1s defined by Klein [1]. However, it is recom
mended that the following definition be used for Tc: 

- FRUL -
1c = FR(-w) (Tf,i- fa+ 6Tcontrol) (6) 

where: 
FR = Solar collector heat removal factor, dimension-

1 ess 
UL =Solar collector heat loss coefficient, 

kJ/hr.m2.oc · 

(<a) =Average daily value of the collector trans
missivity/absorptivity product over a 
specified period (typically 1 month), dime-n
sionless 

ff . = Average daily inlet fluid temperature to the 
' 1 solar collector array when operating over a 

specified period (typically one wonth), oc 
Ta =Average daily ambient temperature when the 

solar system is actively collecting solar 
energy over a specified period (typically 1 
month), °C 

l!T t 1 = Differential set point between the solar 
·con ro collector outlet and thermal storage 

temperatures which is used to control 
the on/off functions of the solar col
lector array heat transfer medium pump 
and/or blower, °C 

Qc [QuA- QLExt- QLint 13 ~ f J (COP)c (7a) 

QH [QuA- QLExt- QLint 13 ~ f J (COP)H (7b) 

Based on these defining equations, we note several 
specific relationships: 

~(COP)HC 
ns = nsT { l - SCOP } ( S) 

·A TT Q 
SCOP = nST ( ~) = ~ (COP)c (9) 

E E 

= Qc 
ns(cooling) 

ns(heating) 

nsT(cooling) 

nsT(heating) 

Qc + ~f(COP)c 

A ciT 

Q H + ~E(COP)H 

AciT 

As supporting definitions we define: 

( 10) 

( ll) 

( 12) 

( 13) 
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(design) 

(experimental) 

( 14a) 

( 14b) 

where: 
C = Factor to account for multiple solar collector 

n modules in series flow configurations, dimen
sionless [see eqns. 20a, 20b, 20c] 

m =Average daily mass flow rate through solar col
lector array over a specified period (typically 
1 month), kG/hr 

Tf =Average daily outlet fluid temperature of 
'

0 the solar collecting array when operating, 
oc 

Q ·= Q A _ Q Ext _ Q Int l3 
s u L L 

( 15) 

i.e., 

'Q's 
nsT = A T (COP)HC 

c T 
( 16) 

= (Q - ~E) (COP)HC 
QHC s 

( 17) 

13t t · ~= Fraction of heat lost to the conditioned 
ea 1ng space which is not useful (18h) 
eason \ 
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Define the building heating load, QLoad• as: 

Qload = (UA)L(Tr-Ta) 

where Tr is the thermostat room temperature 
setting and (UA)L is the building heat loss 
coefficient. The building internal heat 
generation, Qr, is: 

Q1 = Q1(solar) + Q1(non-solar) 

where: 

when: 
( 1 ) Qload < Q1(non-solar), 13 = 1 

(2) Q > Q B = 0 Load ·· I' 
( 3) Q1(non-solar) < QLoad < o1; o < 13 < 1 

[1 
1 - ( 18c) cooling + TCOPTc_l 

season 

~ = { nf/ne } whichever is greater ( 19) 
(COP)Conv 

where· 
nf = Average_daily conventional unit efficiency_of 

· convert1ng non-renewableenergy resources 1nto 
useful heating and/or cooling, dimensionless 

n = Electrical power generation, distribution and 
e transmission efficiency, dimensionless 

(COP)c = Coefficient of performance of conven-
onv tional heating and/or cooling unit, 

dimensionless 



Note that OL Ext and OLint include both operating 
heat losses [i.e., of the form (UA)L(T0 p-Ta)J and 
heat capacitance losses when not operat1ng [i.e., 
of the form (cVp)(Top-Tnon-op)]. 

Finally, Cn has been defined by Ward [2] and is de
fined here for convenience. For no heat losses in 
the interconnection(s) between collector modules in 
series flow configurations: 

Ac FRUL c2 = 1 - 4 ~ (20a) 
p 

( 20b) 

For an interconnection heat loss coefficient of 
(UA)u f 0, the collected useful heat. OuA, must be 
reduced by an additional amount equal to 
(UA)LI(Tf,i-Ta), i.e., 

o/ = o/' - (uAlucrr, 1-r) (?nr:) 

where OuA' is calculated using equation (14). 

In order to show the importance of this Performance 
Evaluation Criteria, it is useful to consider an 
example system. 

EXAMPLE SYSTEM 

CSU Solar House III is an integrated solar energy 
system suppl.ving useful heat from a solar collector 
to a residential-style building for space and DHW 
heating and space cooling. A water/ethylene glycol 
mixture is used as the heat transfer liquid with a 
single cover selective surface,flat-plate solar col
lector and thermal storage tank (approx. 1200 gal. 
of water). During the cooling season the heated 
water from thermal storage is pumped to the genera
tor of a 2-ton lithium bromide absorption chiller 
for space cooling. The chiller uses solar heat to 
operate the unit, which cools by removing heat from 
water in an evaporator and discharging this heat to 
the exterior of the building. The resulting 
chilled water is pumped to a cooling coil for space 
cooling. Auxiliary heating and cooling are supplied 
by an electric boiler. An automatic control 
system provides for ali functions of the system 
opera Lion. 

In the spring of 1979, the solar heating and cooling 
system of Solar House III was redesigned and exten
sivel.v modified. The purpose of the modification 
was to increase the overall system performance. Data 
analyzed for the 1978 cooling season provided ample 
evidence that, for solar cooling to be competitive 
with conventional methods, significant system 
changes would have to be implemented. Based on 
this analysis and other experience gained in operat
ing an absorption cooling system, the following re
commendations were made: (1) Reduce parasitic power 
consumption; (2) Reduce length of piping runs and 
piping heat losses; (3) Decrease the cooling load 
from uncontrolled heat losses by relocating the 
thermal storage tank exterior to the conditioned 
space; (4) Install an air-to-air heat pump as an 
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auxiliary source of heating and cooling (replacing 
·an electric boiler); and (5) Reduce the complexity 
of the system design and controls. 

The first two objectives were accomplished by opti
mizing the placement of the system components, thus 
minimizing the length of interconnecting piping 
(the total piping length was reduced by over 400 
ft). In addition, the number of valves, elbows and 
other flow restrictions were reduced. The combina
tion of these improvements with the use of higher 
efficiency pumps allowed the total pumping horse
power to be reduced from 2.31 to 0.74. 

The thermal storage tank was moved to an attached 
tank room and insulated with 4 inches of polyure
thane foam. While the use of an attached tank room 
does not completely el1m1nate the negative effects 
of internal heat loss during the cooling season 
(because ot conduct1on and infiltratiOn trom the 
tank room), it does allow these losses to be 
utilized during the winter through controlled vent
ing of heated air. The result of these modifica
tions on the location and amount of heat lo£s can 
be seen in Table 1, lines 6 through 9b. It should 
be noted that the heat losses have a more pro
nounced effect during the cooling season since 
twice the amount of heat lost to the conditioned 
space must be supplied to the chiller to restore 
the space to its original condition (assuming 
COPchiller = 0.5). 

A significant fact is that the principal system 
components (collectors, chiller, storage tank, etc) 
remain the same for the two-year period. Therefore 
this study was directed primarily toward improving 
system performance through design improvements. 

The result of these modifications is summarized in 
Table 1. This table lists a number of system per
formance parameters and their value for August ·1978 
and 1979. The greatest improvement was found to be 
in the reduction of electrical power usage, which 
dec 'I i ned from 59.0 to 22. 5 MJ/ day. This 61% reduc
tion, coupled with the increase in useful heat de
livered to load (Q~) of 50 MJ/day and a reduction 
in thermal losses, caused the solar coefficient of 
performance (SCOP) to increase from 1.59 to 6.1. 

The full effect of reducing e'l ectrica ·1 power con
sumption cannot be appreciated until the electri
cal 5avings arc converted to tnei1· ef!uivolent thel·
mal energy. For this analysis, the conversion of 
one KJ electrical power is approximately 2.4 KJ 
thermal power. Applying this conversion shows that 
piping modifications account for an average savings 
of 87 KJ/day of thermal energy over the previous 
system. This result shows the need for great care 
in piping design and pump selection. 

The thermal losses from storage and piping, shown 
in Table 1, were somewhat reduced from 1978 yet 
were stin significantly greater than predicted. 
An analysis of these losses shows that approximately 
25% of the tank losses occur by conduction through 
the_t~nk.legs. Additionally, th~ possibility of an 
opt1m1st1c R _value for the tank wsulation and un
expected thermosyphoning in the heat exchange and 
DHW loops also contribute to the loss. 



The system thermal efficiency, nsT• increased from 
8.7% to 13.1%. This increase can be primarily 
attributed to the removal of the thermal storage 
from the conditioned space. The overall system 
efficiency increased from 0.4% to 10.2% and this 
increased degree of improvement is due to the 
threefold increase in the system SCOP. 

Another important parameter to consider is Oc, the 
actual savings of non-renewable energy. It is to 
be noted that, by optimally designing the system, 
the "real" energy savings (electrical and thermal) 
were increased from a l01v of 4.4 MJ/day in August 
1978 to 108 ~1J/day in 1979. 

COMPARISON OF ACTUAL TO PREDICTED PERFORMANCE 

During the sunmer of 1979 an attempt was mude to 
model the performance of the two systems. Two 
methods were used to arrive ut these predictions. 
The first, using the $-f-chart formulas by Klein [1] 
was done for both systems utilizing data inputs from 
August 1978 and 1979. These results are shown in 
column 2 of the table. Next, a more detailed analy
sis {1979 only) was made which customized the pre
dictions to the specific system by considering addi
tional inputs such as heat losses, their location, 
and parasitic power use. 

An examination of the table shows a fair degree of 
agreement between actual performance the $-f-chart 
prediction in the collection related categories 
which is, of course, the essential function of $-f
chart. However, the closeness of the agreement for 
the 1979 season is suspect because of DHW use, which 
was not accounted for in the f-f-chart calculation. 
The discrepancy between q>and actual performance for 
1978 does not have the DHW complication and is 
therefore a better indication of the accuracy of 
$-f-chart. Here the error was an overprediction of 
16%. 

~-f-chart does not consider system heat losses or 
electrical usage, however, and thus correlation be
tween other parameter predictions and actual per
formance is limited. Comparison of values of Ou 
shows a discrepancy of 211 t~J/day (130%) in 1978 
and 145 MJ/day (/0%) for 1979. This discrepancy is 
almost entirely due to lack of consideration of 
heat losses which can be devastat1ng in a cooling 
system. Examination of the prediction which in
cludes heat losses shows a reduction of the Ou 
error to an acceptable level (in this case, 21%). 

A factor which even more severely limits $-f-chart's 
usefulness as a design tool is its inabil it,y to dif
ferent1ate between systems whose thermal and elec
trical use characteristics, and thus performance, 
vastly differ. For exnmrle, ;p~f-chart predicts 
that ns for both August 1978 and 1979 will be ap
proximately 20%. In actuality, the 1978 figure was 
0.4% and increased to 10.2% in 1979. The $-f-chart 
model not only predicts a system efficiency twice 
the maximum achieved, but fails to predict the 
significant difference in eff·icienc1es for the two 
systems. Once again, the detailed model shows much 
better correlation. These result~ clearly show the 
need for consideration of additiona'l system related 
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variables in forming accurate performance modeling. 

CONCLUSION 

Solar heating and cooling feasibility depends on 
the specific design and installation variables, 
such as parasitic power consumption, thermal losses, 
domestic hot water use, control strategies, build
ing configuration, and many other factors. There
fore an accurate estimation of the performance of 
a solar cooling system must necessarily include a 
careful calculation/consideration of these vari
ables. 
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TABLE 1. CSU SOLAR HOUSE III PERFORMANCE DATA/PREDICTIONS [3] 

Parameter 
(1) 

<t>-f-chart 
Prediction 

(2) 
I 

1978 1979 

1. TT MJ/day·m2 '18.4 18.0 (a) 

2. TT (during operations) --

3 Q A MJ/day 365.7 . u 

4. nc (during operations) 

5. n (daily) c 

6. QLExt (piping) 

7. QLExt (storage) 

8. QLint (piping) 

9a. QL lnt (storage) 

MJ/day 

9b. QLint (storage+ preheat) 

lOa. QLoad (total) 

33.9% 

0 

0 

0 

0 

0 

365.1 

350.2(c) 

33.2% ( c 

0 

0 

0 

0 

0 

350.2 

lOb. QLoad (chiller) 

11 · QCooling 

365.7 287.9 

219.4 172.7 

12. (COP) c. 0.60 (a) 0.60 (a 

13. Total solar system 
electrical power 

~ ~ .. 
.B~ 15.$ 
U+' 
Q)Ql 

::::: ~ 16. (COP) c 
01-

U/2_ 17. f3 

MJ/hr·m2 1.12 

0.4~4 

0.60 

0 

·1. 12 

0.415 

0.60 

0 

Experimental 
Performance 

( 3) 

August 1978 

18.4 

11.3 

315.5 

47.6% 

29.3% 

14.7 

19.1 

9.8 

38.1 

38.1* 

233.8* 

233.8 

141.5 

0.605 

59.0 

Detailed Experimental 
Model Performance 

Prediction (5) 
(4) 

Au'l 1979 2-26 Au_gl979 

18.0 (a) 

11.1 (c) 

309.1 (c) 

47.6% (a) 

29.3% (a) 

15. 2 ( t) 

13.9 ( t) 

7. 4 ( t) 

4.6 (t) 

20.1 ( t) 

268.0 (c) 

205.7 (c) 

123.4 (c) 

0. 600 (a) 

18.3 
+ o. i (UHW) 

18.0 

13.9 

357.9 

43.9% 

33.9% 

17.8 

35.9 

12.7 

9.6 

21.4 

JUU. 2 + 

237.9 

125.4 

0.527 

22.5 

1.16 (e) 1.03 (a) 0.98 (e) 

0.406 (e) 0.448 0.471 (e) 

0.605 0.600 (a) 0.527 

2.65 2.67 2.90 

--l-----------+----+-----t-----+----·-··-... -------1 
18. Q"s ~1J/day 365.7 

19. nsT ~u. 3 

20~ SCOP = sr,cnP oo 

21 , 'O'c MJ/ day Zl9. 4 

22. ns ·20.3 

(a) Assumed 
(c) Calculated 
(e) Calculated from experimental data 

350.2 

172.7 

22.3 

18 

233.8 

8.7% 

1. 59 

4.4 

0.4% 

205.7 

'14.1% 

6.4 

113.8 

10.8 

(t) Theoretical 
* No DHW 1n 1978 

237.9 

13.1% 

6.1 

1nn.o 

10.2 

+ 5.1% error in storage heat balance 
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ABSTRACT 

A simplified design procedure is examined for estimat
ing the storage capacity and collector area for annual
cycle-storage, community solar heating systems in 
which 100% of the annual space heating energy de
mand is provided from the solar source for the typical 
meteorological year. Hourly computer simulations of 
the performance of these systems were carried out for 
10 cities in the United States for 3 different building 
types and 4 community sizes. These permitted the use 
of design values for evaluation of a more simplified 
system sizing method. 

Results of this study show a strong correlation be
tween annual collector efficiency and two major, loca-:
tion-specific, annual weather parameters: the mean 
air temperature during daylight hours and the total 
global insolation on the collector surface. Storage 
capacity correlates well with the net winter load, 
which is a measure of the seasonal variation in the to
tal load, a correlation which appears to be independent 
of collector type. 

INTRODUCTION 

Most designs of solar heating systems utilizing. low
temperature storage for space heating and domestic 
hot water are based on a "short term" storage capacity 
that can meet loads for no more than a few days dur
ing periods of insufficimt collectible insolation. The 
economically optimal ratio of "thermal storage capa
city to collector area for such designs is typically be
tween 200 and 400 KJ/m2°C (i.e., for water, 1.25 to 
2.5 gal/ft2) [1]. 

Solar heating systems with annually cycled storages 
having storage capacity-to-collector area ratios typi
cally 50 times greater than comparable "short term" 
systems have recently gained considerable acceptance 
as an important design alternative. For certain build
ing types and climates these may offer the least cost 
per unit mergy delivered over the life cycle of the 
system. The simplified f-Chart design procedure for 
"short term" systemG iG not applicable to "long term" 
systems, which are characterized by a slowly varying 
annual storage temperature. Thus there is a need for 
simplified design procedures for determining optimal 
configurations for·such systems. 

This paper examines parameters that have been found 
to be useful for annual storage system design. To pro
vide the necessary data base, hourly simulations of 

· these systems were performed. Three building types 
and four community sizes for each of ten locations in 
the United States were examined [2]. 

For each case, two collectors (a flat plate and an 
evacuated tube), set at two collector tilts, one equal 
to latitude and one to latitude plus 10 degrees, were· 
examined. 

The weather input data consisted of hourly air temper
atures and insolation values taken from the typical 
meteorological year (TMY) data base for the site [3]. 
Global radiation incident on the inclined collector sur
face was calculated using Hay's anisotropic model for 
the sky diffuse component [4]. · 

The criteria for the final system design for each case 
were (1) to provide 100% of the annual community 
space heating load and at least 85% of the annual com
munity domestic hot water load from the solar source, 
and (2) to msure a tank temperature cycle that rose 
close to the maximum permitted (design maximum) 
temperature of 80°C (176°F) and fell close to the low
est useful (design minimum) temperature of 32° C 
(90° F) over the year. This provided a stable basis for 
comparisons between sites and between systems. 

DESIGN CONSIDERATIONS 

In sizing the collector and storage for a given load, 
location, and collector type, two factors should be 
considered: 

• the maximum and minimum storage temperatures 
reached over the annual cycle of the heat storage 
reservoir, and 

• the total amount of uncollectible insolation over a 
full annual cycle of operation. 

To be economically competitive, annual storage solar 
heating systems designed to provide 100% of a space 
heating load must maximize the utilization of both the 
collector and the storage subsystems. 

*This work has been supported by the Solar Heating and Cooling Research and Development Branch, Office of Con
servation and Solar Applications, U.S. Dep!il'lflu;:ut of Energy. 
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The collector is underutilized if the storage tank 
temperature is equal to its maximum design tempera
ture when there is further collectible insolation avail
able. That is, collectible insolation cannot always be 
delivered either to storage or to load and some must 
be wasted. The storage is underutilized if the storage 
temperature never reaches the maximum design stor
age temperature or never falls to the minimum design 
temperature over one year of operation. 

Ideally, the designer should size the storage and col
lector so that all collectible insolation is either stored 
or used directly in meeting a coincident load, and so 
that the storage temperature reaches both d~sign 
limits at least once during the year of operation. A 
system which never reaches the minimum storage 
temperature has in effect been sized to meet a larger 
heat load than it is servicing. The performance of a 
system which exactly achieves the maximum and mirr 
imum design storage temperatures, with no uncollect-

. ible insolation, is said to be tmconstrained; other sys
tems are storage-constrained or collector-constrained. 

The approach to system design and to the sizing of 
.subsystems should be consistent with the objective of 
minimizing the capital investmmt required to meet a 
given load. The solar acquisition cost, or initial 
investmmt cost, is considered to be a function of the 
costs of three independent parameters: storage and 
distribution system, collector field, and storage insula
tion. That is, 

C(MT,Ac,VI) = KoMT + (Kl MT)2/3 + K2AC + 

(1) 

where K0,K 1,K 2,K3,K4 are constants for a given opti
mization. This cost evaluation follows the example of 
Hollands and Orgill [5]. 

For relatively large systems, very high storage effici
encies can be achieved with relatively small invest
m mts in storage insulation (see Table i), while provid
ing 100% of the space heating load from the solar 

Table 1. INSULATION COST AS A PERCENTAGE 
OF TOTAL COST FOR LARGE ANNUAL 
STORAGE SYSTEMS 

Site: Boston, Massachusetts 
Weather Data: Typical Meteorological year (TMY) 
Loads: 0.2- 9.0 MJ x 107 

Total Cost Insulation Storage 
Case ($xl o-6) cost(%) Effici rocy 

1 0.71 3.8 92.2 
2 1.43 3.4 94.0 
3 1. 97 2.7 95.6 
4 2.47 2.9 95.9 
5 3.81 2.4 96.9 
6 4.84 2.7 97.1 
7 5.19 2.8 97.0 
8 9.11 2.2 98.0 
9 11.52 2.5 98.2 

10 23.76 2.6 98.7 
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source. Typically, storage insulation costs represent 
no more than 5% of the total solar acquisition cost. 
Since our estimates of the total solar cost may be in 
error by at least this amount, it is reasonable for large 
systems to lump storage insulation costs into the con
stant term K4 of eq. l. 

Hooper and Cook [6] have shown that the solar acquisi
tion cost for annual storage solar space heating sys
tems is effectively minimized when collector ond stor
age ·subsystems are sized to achieve unconstrained 
performance; that is, unconstrained sizing corresponds 
closely to cost-optimal sizing. Storages and collector 
arrays are thus sized approximately optimally over a 
considerable range of collector and storage cost as
sumptions. Furthermore, it was concluded that annu
ally cycled so)ar systems appear to be most economic 
in providing large fractions of large space heating 
loads. 

These results suggest that we should seek design meth
odologies that would allow sizing of large annual stor
age solar heating systems meeting 100% of the aver
age annual space heating requirements with uncon
strained operation. This requires a knowledge of the 
design and site-specific factors for unconstrained siz
ing derived from previous computer simulation exper
iments. The initial storage sizing requires specifica
tion of the total annual load and of the mron ond limit 
storage temperatures. The initial collector sizing re
quires a knowledge of the total annual heating load to 
be met, the total annual storage heat loss, the overall 
annual collector efficimcy, and the total annual insol
ation falling on the tilted plane of the collector. Fur
ther refinemmts and generalizations of this design 
method should follow when more detailed statistical 
analysis of the results oCthese simulation expe1·ima1ts 
become available. 

INITIAL SIZING 

For annual storage solar heating systems providing 
i()O% of the space heating load and none of the domes
tic hot water (DHW) load and operations in northerly 
locations, it has been observed f1·om p1·evious siuwla
tions that the optimal storage mass is approximately 
related to the total load by the ratio: 

wh~o~r~ 

K:: --------= 0.3 (2) 
Annual Heating Load 

MT ·· mass of storage media, 

specific heat of the storage 
media, 

mean annual storage temperature, 
~;~.nd 

= minimum design storage temper
ature. 

However, the optimal storage sizing is also sensitive to 
other parameters that are functions of site specific 



conditions and design requirements. For example, 
storage sizing should also depend on the distribution of 
the total load over a year of operation and on the ex
tent to which collectible insolation can meet immedi
ate heating requirements. 

Colleetor 

The collector area required is given explicitly by 

(3) 

where QT = total load to be met by solar including 
storage loss, 

IT = total insolation per unit collector sur
face for one year, and 

CE = annual collector efficiency. 

Thus, an accurate estimate of the collector require
ments depends on a determination of the annual col
lector efficiency. This depends, among other factors, 
on the climate and the collector characteristics. 
Initial simulations were required to determine this 
parameter. 

COMPUTER SIMULATION 

Operatioo 

The simulation uses an hourly time step beginning on 
April 1 for a one-year period. The space heating 
season for all cases was defined as the period from 
September 15 to May 15. Outside of this period, the 
space heating load is assumed to be zero. 

For each time step, the program operates in the 
following stepwise manner. The storage heat loss is 
calculated first, using the tank temperature at the 
start of the hour. The resultant new tank temperature 
is then used in calculating the collector heat gain for 
the hour. Based on this new temperature, the domes
tic hot water load supplied by solar energy is deter
mined. The space heating load supplied by solar 
energy is then calculated and the corresponding tank 
temperature is checked to ensure that it is less than or 
equal to the maximum design temperature. Any 
t!Xl!es.s enet'gy i1s t•ejreted before t~ beginning of the 
next hour. 

Weather Input 

Inputs to the simulation include hourly values for air 
temperature and for total insolation on the inclined 
collector surface. The parameters necessary to 
provide the input data are air temperature, total 
irradiance on a horizontal surface, normal incidence 
direct irradiance, and a daily snow indicator for 
determining albedo. These are taken from the typical 
meteorological year (TMY) weather data base [3]. 
Hay's anisotropic model [4] was used to calculate the 
diffuse component of the total insolation on the tilted 
surface. 

Heating Loads 

The mmputer simulation does not treat the space 
heating and domestic hot water systems as separate. 
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The cold water supply to the domestic hot water 
system is preheated with heat drawn from the thermal 
storage tank by means of a heat exchanger, assuming a 
fixed temperature drop. Supply water temperature to 
the DHW system varies between locations, usually 
depending upon the local average temperature of 
shallow groundwater. The DHW delivery temperature 
is fixed for all cases at 49°C (l20°F). The DHW load, 
expressed in gallons per day per building unit, is a 
constant which, of course, differs for building types. 
The hourly DHW load varies throughout the day in a 
fixed manner. 

A constant heat load factor is used to determine the 
hourly space heat demand during the heating season. 
The design (effective) thermostat setting depends on 
the assumed internal heat generation for each building 
type. 

Colleetors 

Slope-intercept data chosen for a typical flat plate and 
for an evacuated tube collector were used for effici
ency calculations. The slope and intercept val~es used 
for the flat-plat collector were 6.104 W/m °C and 
0.711, respectively; for the evacuated tube they were 
1.170 and 0.447. These efficiencies were reduced by a 
constant factor to account for collector performance 
deterioration due to dirt accumulation, selective 
surface aging, and other factors. The collector inlet 
temperature was assumed to be 1.1° C less than the 
mean tank temperature to allow for temperature 
stratification in the tank. For the case when the 
collector was out of operation in the previous hour, the 
control strategy was that the collector would be 
brought into operation for the following hour if the 
collector characteristic curve showed an efficiency 
greater than zero at an inlet temperature taken as 
7.1°C above the mean tank temperature. When the 
collector was already in operation, it would be with
drawn from operation over the next hour if the curve 
indicated an efficimcy less than zero at an inlet 
temperature taken as 4.1°C above the mean tank 
temperature. 

Storage 

The storage tank is as.'Sumed to be well mixed and 
unstratified. A below-ground storage tank with top 
flush with the surface of the ground was assumed. The 
shape of the tank was taken as cylindrical, with 
vertical axis and with radius equal to depth. The 
insulation along the tank wall and floor is specified for 
all tank sizes to have a maximum 22-cm (R50) thick
ness of polyurethane insulation and is so distributed 
that the heat loss is equal for all points on the tank 
surface. The lid insulation thickness is specified as 33 
em (R60) of fiberglass. 

An effective thermal resistance for each of the tank 
sizes was calculated based on a more detailed finite
difference transient soil heat transfer model. The 
model assumes a horizontal isothermal boundary in the 
soil at a depth 10% greater than that of the tank floor 
and a vertical isothermal boundary in the soil at a 
distance from the tank wall equal to 1.1 times the tank 
radius. The Equivalent Thermal Resistance (ETR) 
values used in the tank heat loss calculations for this 
study are shown in Fig. 1 as a function of tank radius. 
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The maximum temperature that the storage water is 
permitted to attain at the end of any hour is 79.4° C 
(175° F). When the storage temperature exceeds this 
maximum, solar energy must either be used to service 
the heat load or be dumped . 

SIMULATION Rm;ULTS 

The design objective re<]uires thRt collector and 
storage be sized to permit unconstrained system 
performance. In this way all the cases simulated were 
operationally equivalent, at least to the extent that 
unconstrained sizing is achieved. Within the time 
limitations on the project it was not possible to meet 
this objective precisely, resulting in some systems 
having to reject small amounts of collectible insolation 
and in some systems not being able to utilize fully 
their 3torage capacitic3. Thi3 variation from the 
objective was kept to a minimum so that a valid 
general cut·rel!:!llun cuult.l be t.lelerrnlned for fulut·e 
system design purposes. Differences in sizings from 
location to location may be largely attributable to 
differences in site-specific, weather-related parame
ters and to design requirements, such as collector 
characteristics, rather than to inconsistencies in over
all system operations. 

Figure 2 shows the variation in K (initial storage sizing 
criteria defined in eq. 2) with the percentage DHW 

~ 

C) 

""' 0 

Ln 
ru 

0 

Ln 

0 

0 

0 

Ln 
0 

[!] 

4>. 

+ 
X . 
,!, 

1'. 

~ 

0. 

* 
~.00 

EVP.CUI\TED TUBt 

... i 

... B.lSMARK. 

BDSTDN 

... CARIBOU .. . ..... . . . . : 

OO!HIE' CITY: 

.... GREAT: FALLS . . .: ...... : .... 

~AOISCJN 

... t1EDFDi:W. • • • • • l 

PH('IFN)X 

0.20 O.ijO 0.60 
OHH LQAO/T!HAL LQAO 

Fig. 2. Initial Storage Sizing Criteria vs. % DHW Load 

22 



load for the different locations. Although the general 
trend at any location shows a decreased need for 
storage as the domestic hot water load fraction 
increases, this in itself is not sufficient for design 
purposes. Similar results were presented by Baylin et 
al. (2] where storage volume was expressed as a func
tion of total winter load. The difference in K values 
between locations shows the need for relating storage 
size to some other factor able to account for the vari
ation in load and insolation throughout the year. 

Results presented by Baylin et al. [2] show a good 
correlation between storage size and net winter load, 
net winter load being the integrated monthly differ
ence between the heat load and collector gain for the 
winter period defined as the months of November, 
December, January, and February. Figures 3 and 4 
show this relationship, identifying three points for 
each location. The points for each location represent 
the three different building types, always sequenced 
from left to right as the 200-unit apartment building, 
the 10-unit condominium, and the single-family resi
dence. The storage to net winter load ratio appears to 
be generally independent of location and collector 
characteristics. 

The annual ·collector efficiency required for sizing 
collector area is shown in Figs. 5 and 6 as nearly linear 
relationships with the site-specific weatJ:!er para
meters of average annual daylight air temperature 
(TA) and total annual incident insolation per unit 
collector area (1). Annual collector efficiencies are 
found to be essentially constant for a particular loca
tion regardless of the building type or sy~"tem size. 

0 
.-.o 

X 

t-o 
-o :z . 
:::::>~ 

' (f') 
LLJ 
cc 
1--o 
LLJo 
~0 

N w 

CD 
:::::> 
~0 

0 

LLJO 
(.!)-

a: 
cc 
0 
1-
(f')o 

: FLAf PLATE 

... S .. A' ......... . 

p 

............. ·A. 

:c 
. :·&· '" .. 

e: 

·······~:· 

However, the relationship between the efficiency, the 
air temperature, and the insolation is some function of 
the specific collector characteristics, and different 
correlations would apply for collectors with charac
teristics substantially different from those of the 
chosen collectors. 

CONCLUSIONS 

A general correlation has been shown between the 
annual collector efficiency, a simple function of the 
annual incident insolation on the collectors, and the 
average ambient air temperature during the daylight 
hours. This has been done for only two solar collector 
characteristic performances, but a simple extension of 
the work to include the range of slopes and intercepts 
usually encountered in commercial collectors will yield 
an empirical correlation which should be of direct use 
in the preliminary or approximate design of large 
annual storage systems operating in the unconstrained 
(optimal) manner. 

A useful general correlation has also been shown 
between the storage size and the net winter heat load 
that appears to be independent of the collector char
acteristics assumed for the classes of systems studied. 

Examination of the performance curves shows the 
effect of the local climate upon annual storage system 
performance. As would be expected, the annual aver
age collector efficiencies are lower in colder and 
claudia- regions, although the sensitivity to these fac
tors is dependent upon the collector selected. 
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COMPARISON OF ACTUAL AND SIMULATED PERFORMANCE 
OF THE ARLINGTON HOUSE SYSTEM 

M.A. Daugherty, J.W. Mitchell and J.A. Duffie 
Solar·Energy Laboratory 
University of Wisconsin 

Madison, WI 53706 

ABSTRACT 

The performance of a solar energy system on a small 
residential building at Arlington has been evaluated 
through experiment and simulation. The house system 
incorporates Owens-Illinois evacuated tabular col
lectors with air as the working fluid. A large peb
ble bed storage unit is used to store off-peak e
lectric auxiliary and solar energy. Auxiliary ener-· 
gy is supplied by the utility only between 10 PM and 
8 AM. Domestic hot water is provided by an air
water heat exchanger supplying a preheat tank. 

Data for two periods have been·analyzed in detail 
to determine actual system performance. TRNSYS sim
ulations have then been done for the same periods 
using the measured solar radiation on a horizontal 
plane and the measured ambient temperature. Leak
age and duct losses are found to have a major effect 
on the results, and these are included in the simu
lations. Comparisons are made of integrated energy 
quantities and rock bed temperatures. The data and 
the simulations agree quite closely for the two 
data periods simulated. 

INTRODUCTION 

Simulations provide a useful and efficient means of 
evaluating and comparing the performance of solar 
heating systems. Models of complex systems are 
built from separate models for the various components 
of the system. These component models are developed 
from detailed studies of the components and many 
have been well validated by comparison with experi
mental data. ThP v11l idity of using component lllO·· 
dels to simulate an entire system has not been as 
extensively studied. 

This paper compares the measured and simulated per
formance of the Arlington Solar House. The simula
tions were done using TRNSYS [1]. The parameters 
used in the component models have been determined 
from a combination of experimental and analytical 
techniques. Weather data taken at the house during 
the test period were used to drive the simulation. 
The performance of the system in terms of total en
ergy quantities and the dynamic response of some 
components are determined and compared to the data. 

The comparison of measured and simulated performance 
establishes the validity of this system simulation. 
This is a complex system with a large number of com
ponents and a complex control strategy; it is clear 
that such systems can be successfully simulated. 
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ARLINGTON HOUSE SYSTEM DESCRIPTION 

The Arlington House is an air-based system as shown 
schematically in Fig. 1. The collectors are evacu
ated tubular collectors with a selective surface on 
the absorber tube. The rock bed is used as a com
bined energy storage system for both collected solar 
energy and auxiliary energy from an electric duct 
heater. The system is unique in that the auxiliary 
heater supplies heat directly to the storage and 
only during the off peak hours of the utility (10 
PM-8 AM). This auxiliary supply does not heat .:the 
house directly but is used to ensure that the ener
gy in the rock bed is sufficient to meet the ex
pected demand. Thus, the storage is charged each 
night with the suffici~nt energy to provide heat to 
the h0~se during the next on-peak 16 hour period. 

MODE5 01' OPERATION: 
COLL.&CTOR-TO- F.TnRAAF. (CC.) 
AUXILIARY- TO-STORAGE. (AS) 
STORAGE.- TO-LOAD (SL) 
COLLECToR-TO-LOAD (CI) 

ROCK 
BED 

STORAGE. 

SL 

1\E.TURN AIR 
FROM HOUSE. 

Fig. 1 Arlington House System Schematic 

When direct solar is not available to meet the load, 
the house is heated by using the energy stored in 
the rock bed. Domestic hot water heating is pro
vided by a heat exchanger in the collector return 
duct and a preheat-storage tank in combination with 
a conventional electric water heater. A more de
tailed description of the system is given by Erdmann 
[2] Persons [3] and Wallace [4]. 

The control strategy for the house is given in Table 
1. During winter, both house and hot water heating 
are provided, while hot water heating only is pro
vided in summer. A two stage thermostat is employed 



to initiate house heating. First stage heating is 
provided when the house temperature drops below the 
first set temperature. Air is circulated through 
the house directly from the collector if solar ener
gy is available (CL mode), and from the storage if 
solar energy is not available (Sll). Second stage 
heating initiates if the house temperature drops be
low the second set temperature. Air circulates 
from storage through the house even if solar energy 
is available (SL2). During off peak hours, the 
average rock bed temperature is compared to a set 
temperature to determine if charging from auxiliary 
(AS) is required. 

The availability of solar energy ·is determined 
through three differential controllers. In winter, 
the air flow through the collectors initiates when 
the collector temperature is higher than the collec
tor supply temperature at the discharge of the rock 
hPn hy a nrr.dP.tP.rmined value. The low loss coef
ficient for the collectors means that this tempera
ture may be high and not reflect air temperature 
during solar collection. Accordingly, the control 
is switched to a second differential controller that 
compares the delivery temperature entering the rock 
bed with the discharge temperature. In summer, the 
comparisons are made with the preheat tank tempera
ture instead of the discharge temperature. 

Tab 1 e 1 
Control Strategy 

In~~ CL cs 
Winter Yes Yes 

Thouse<Tsetl Yes No 

Thouse<Tset2 No X 

Solar Available*Yes Yes 
Off Peak Period X X 

Che~rge Store X X 

*Solar available 1f 
T > T + collector supply 
Td 1. T + e 1very > supply 

Modes: 

Mode 
SL1 
Yes 
Yes 
No 
No 
X 

X 

Tsetl 
Tset2 

- collector to load 
- collector to storage 

SL2 AS 
Yes Yes 
X No 

Yes X 

X No 
X Yes 
X Yes 

(-c<5 min) 
(-r<5 min) 

cw 
No 
X 

X 

Yes 
X 

X 

CL 
cs 

sL1 SL'l 
AS 

- storage to load, first stage heating 
- storage to load, second stage heating 
- auxiliary to storage · 

cw - collector to domestic hot water 

Simulation Model 

The Arlington house heating system was modeled and 
simulated using TRNSYS [1]. Special component mo
dels were written to simulate the collectors and 
control system. The rest of the system, including 
the house load, rock bed, pre-heat tank, electric 
duct heater, electric water heater, windows for 
passive gain, pump, .fan, heat exchanger, dampers, 
and ducts were modeled using standard TRNSYS com
ponents. Tab 1 e 2 presents the components used. In 
order: to accurately model this system many more com
ponents are required than for typical simulation 
studies. The source of inputs and parameters for 
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the simulations are listed in Table 3. Where avail
able, values were taken directly from manufacturers 
specifications. 

Table 2 
TRNSYS Components Used in the Simul aU on 

Standard Components 

Name ~ 
Radiation Processor 16 
Rock Bed 10 
One-Node House 12 
Window 35 
Overhang 34 
Heat Exchanger 5 
Preheat Tank 4 
Water Heater 4 
On/Off Auxiliary Heater fi 
Fan .., 

J 

Dompc1· 11 
Tee Piece 11 
Duct 31 
Pump 3 
Forcing Functions 14 

i'lonstandard Components 
Collector 
Controller 

Table 3 
5ource of TRNSYS Inputs 

Forcing Functions: 
Weather 
Domestic Power Consumption 
Hot Water Loads 

Quan-city 
3 
1 
1 
1 
1 
1 
1 
1 
1 
1 
i 
3 
2 

Pr·evious Steady State Experiments: 
Rock Bed UA and Parameters (Persons [2]) 
Water Heater Parameters (Manufacturer Specs) 

Used 

Heat Exchanger Effectiveness (Manufacturer Specs) 
Flow Rates (Measured) 
Duct Heater PnwP.r· Consumption (Manufacturer Spec~) 

Rll1ld1ng Plan~: 
Overhang Dimen5inuo;; 
Window Dimensions 

Engineering Calculations: 
Inlet and Outlet Duct UA 
Pre-heat Tank UA 

U.vnamic Calibration Experiments 
House UA 
Collector Efficiency Plot Intercept Value 
Rock Bed Set Temperature 
Tt-!lll~er·dLur·e Dirr~1enl'iul Requi1·cd to turn 

Collector on 

Values for four of the system parameters were not 
rtirPr.t.ly availilblc. Tho!ie parameters are the hnuc;p 
loss coefficient UA, the intercept of the collector 
efficiency plot, the rock bed set temperature, and 
the temperature differential required to turn the 
collector on. Since the exact value of these four 
parameters could not be directly determined, it was 
necessary to use the simulation to determine their 
values. This was done by using two_separate data 
periods. First, estimates were made for each of the 
four parameters. The simulation was then run on the 
first data period and the values of the four para
meters were ad~-usted until the simulation results 
agreed with the data. The values determined in this 



way were close to the estimates made earlier. Then 
the simulation program, using the same values for 
all parameters,was run for the second data period. 

In the case of house loss coefficient, a design 
value was available and this was used as a base. It 
was modified to take into account the differences 
between design and construction. Adequate modeling 
information was not available on the collector per
formance to allow the data to give the 
daily performance. These data provided initial 
estimates for use.with the model developed by 
Eberlein [5]. 

In the initial simulations, the minimum rock bed 
temperature for control was assumed to be 35C as 
set on the controller. It became apparent that the 
actual set temperature was higher than this. The 
actual temperature was based on the average of five 
temperatures located in the rock bed. However, as 
shown by Persons [2], these sensors were located 
in a region of low air flow and did not accurately 
represent the rock bed energy. It was found that 
a value of 52C more accurately represented the 
actual controlled temperature. 

The collector model used in the simulations did not 
include thermal capacitance. The actual collectors 
and the sensors have appreciable capacitance which 
creates a significant delay on the time at which 
the collectors are turned on. This effect is mo
deled by increasing the collector ttl'rn on tempera
ture so that the turn on times for the actual opera
tion and simulations agree. 

A major source of uncertainty in the modeling con
cerned the location of air leakage into and out of 
the solar-house system. In experiments, Erdmann 

·[2] determined that the mass flowrate out of the 
collector was 15% larger than that into the collec
tor. Ambient air was found to be leaking into the 
collectors and manifolds. In the simulations leak
age was all assumed to occur at the collector inlet 
as indicated in Fig. 2. The collector inlet temper
ature was then determined by a mass weighted aver
age of the supply air at its temperature and the 

TAMBIENT 

---
TsuPPLY 

(a) 

ROCK 
BED 

..__--E-_ __J. __ __ 

(c) 

Leakage Paths 

---Assumed 
---- Possible 

HEATED SPACE 

THO USE 

Fig. 2 Schematic of Patns for Duct Leakage 
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leakage air at ambient temperature. It was more 
difficult to determine the path the leakJge air 
took when it left the system. Various alternatives 
are shown in Fig. 2. Path (a) was the route as
sumed in the simulation. The leakage flowrate at 
the return temperature transferred energy into the 
heated space. Then the leakage flowrate at the 
house temperature was transferred to ambient as an 
energy loss from the heated space. The three other 
possible paths for the leakage (b,c, and d) were 
investigated and these will be discussed later. 

Simulation Results 

The data and simulation results for the two periods 
are compared in Table 4. As stated earlier, four 
.Parameters were adjusted to achieve the agreement 
shown for period l. The test is, then, the agree
ment between the two results for period 2. The 
agreement between simulation and measured for col
lected energy, auxiliary supplied, and water heat
ing auxiliary is within 6% of the input energy. 
This agreement establishes confidence in the systeM 
model and the choice of parameters. 

Qcollector 
Qaux 
Qwater aux 

Qcollector 
Qaux 

Qwater aux 

Table 4 

Period l 
13 Noon-Noon Days 

Feb. 25 - Mar. 10, 1978 

Data Simulation 
4. 04 GJ 3. 99 GJ 
2.91 GJ 2.93 GJ 
0.19 GJ 0.19 GJ 

Period 2 

Difference Based 
on Qcollector 

1.3 

0.5 

]2 Noon-Noon Days 
Mar. ll - t1ar. 23, 1978 

Difference Based 
Data Simulation on Qcollector 
2.55 GJ 2.61 GJ 2.4 
l .59 GJ 1.43 GJ 6.2 
0.19 GJ 0.20 GJ 0.4 

As another evaluation of the simulation predictions, 
some dynamic outputs from the simulation were ex
amined and compared to data. Figure 3 is a plot of 
house temperature as a function of time. The rela
tively smooth periods with peaks and without the 
oscillations represent day time during which the 
load is being .met by the passive solar contribution. 
The regular oscillations represent night time 
when energy is supplied from storage. The frequen
cy of the oscillations in the simulations is lower 
than that of the data, indicating that the actual 
lumped house capacitance is smaller than the value 
used in the simulation. The temperature from the 
simulation represents the average temperature of 
the entire house. The temperature plotted as data 
represents the south half of the house where essen
tially all of the passive contribution enters 
through the south facing windows. Thus, the temper
ature increases in the data are larger than those 
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Fig. 4 Collector Outlet Temperatur~ as Function of 

Time. Top is Measured Response and Bottom 
is from Simulation 

Figure 4 shows the measured and simulated collector 
outlet temperature as a function of time. The sim
ulation parallels the data very closely although 
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the actual temperatures are somewhat lower than 
simulated. The measured energy is the same in the 
simulation Hnd th~ dHtH, which indicates that the 
flowrate in the simulation was lower than that 
actually occured in the house. This is due to the 
difficulty of determining th~ Hctual house flow
rate in the various modes of operation. The os
cillations in the data at night are due to the 
heating system cycling on and off during the night. 
The leaky dampers a"l"low ~1arm air to enter the col
lectors in some of the modes of operation. 

Simulations were performed to determined the effects 
of air leaks out of the house by paths b, c, and 
d as shown in Fig. 2. Table 5 presents the effect 
the path has on system performance. By dumping all 
of the leakage air directly to the outside ambient 
before the rock bed as in path b, the net gain from 
the collectors is considerably reduced. To meet 
the load, the auxiliary power then increases as 
shown. If air leaks occur after the entire flow
rate has passed through the bed as in paths c and 
d, much less energy is lost from the systems. Since 
the air leaving the bottom of the rock bed is at a 
temperature near room temperature, there is virtu
ally no change in performance between leakage via 
paths c and d. These results demonstrate the need 
to accurately determine leakage routes in actual 
s.vstems. 

Table 5 
Effects of Leakage Path on Energy Flows 

Leakage 
Path 

(a) 
(b) 
(c) 
(d) 

CONCLUSIONS 

Qcollector 
2.L6 GJ 
1.76 GJ 
2.51 GJ 
2.52 GJ 

Percent Difference 
from Path (a) 

0aux Qcollector Qaux 
2.94 GJ 
3.37 GJ -22 +15 
2.37 GJ +11 -2 
3.07 GJ +12 +4·· 

The Arlington house system has been modeled using 
3tandard and non ~tandard componontc. Tho cyctem 
is quite complex and requires a large number of 
components and parameter values. Previous steady 
state experiments are used to provide values fnr 
most of the parameters. Air leakage is found to 
have a significant effect on the results, and the 
location of leaks must be determined accurately. 
Dynamic experiments are used to determine values bt 
four critical parameters. Simulations using weath
er data that does not inr.lude t.hP pHrilm~t.er evalua
tion periods are found to yield performance results 
in gMd agreement ~i1th thnt rea!:!:Ured. Tll"l& ~o~ru
duces confidence in the system model, and in the 
use of simulations to evaluate systems. 
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CONSERVATION ANJ SOLAR: WORKII'C TCCETHER* 

by 

J. Douglas Balcomb 
Los Alamos Scientific Laboratory 

Los Alamos, New Mexico 87545 

ABSTRACT 

Although it is often stated that proper building design consists of first doing energy conservation and 
then doing solar, a methodology for best allocating limited resources between the two has not been 
developed. This article provides a simple procedure, based on local cost estimates and local weather 
data, which minimizes annual auxiliary building h~at. The procedure is then extended to identify the 
point of mininum life-cycle dollar savings given assumptions of future fuel costs, financing-, 
discounting to present value, inflation rates, resale value, taxes, etc. The same methodology can be 
used to identify the mininum net energy required of a building considering the energy embodied in 
construction materials, energy expended in construction, and operating energy over an assumed lifetime. 
Numerical examples are given. 

EXAWLE 

Consider, for a moment, the results on Fig. 1. 
This graph refers specifically to cost data 
developed by Robert Taylor for Model ·1, a 1370 
sq ft house under construction in the La Vereda 
Subdivision! (Susan and Wayne Nichols' new 
project) and to weather data of Santa Fe, New 
Mexico. Along the horizontal axis is plotted the 
incremental cost of conservation over and above 
the cost of conventional construction (2 x 4 
frame) with Rll insulation, single windows, no 
perimeter insulation, and 6 inches of fiberglass 
in the ceiling; the local 1979 norm. Along the 
vertical axis is plotted the incremental cost of 
passive solar consisting of a mix of 16" 
thick, unvented, poured-concrete Trombe wall and 
mass-backed greenhouse. Both ·are insulated at 
night with R9 shutters. ·The curved lines on the 
figure show energy savings, compared to the 
conventional non-solar house which consumes 71.8 
million Btu/year for heating. 

For example, if one were to spend $6000 for 
conservation, the savings would be 63%. The same 
$6000, spent on passive solar would result in a 
74% savings. These two points are plotted on 
Fig. 1. The dotted line connecting these points 
corresponds to a constant initial investment of 
$6000, split up in various ways between 
conservation and passive solar, and shows that an 
optinum allocation (yielding a maxinum energy 
savings) lies at the point where the dotted line 
is tangent to one of the energy savings curves. 
The maximum energy savings that can be achieved 
with a $6000 investment is 85% corresponding to 
$2550 spent on conservation and $3450 spent on 
passive solar. 

COST or 
PASSIVE 
SOLAR 

LA VEREDA, HODEL l, COST DATA (1979) 

SANTA rE, NEW HEXICQ 

Fig. 1. Savings in energy, compared with 
conventional construction, obtainable with 
different investments in energy conservation 
(added insulation, double glazing, etc.) arid 
passive solar (Trombe wall). The dotted line 
is for a total initial investment of $6000 for 
both. The x corresponds to the La Vereda 
Subdivision, Model 1, as designed. 

Suppose that the builder wanted to spend more or 
less than $6000 on such energy-reducing 
strategies. The line marked "optinum mix" shows 
how he or she might allocate the funds. Up to an 
initial investment of about $800, all should be 
spent on conservation. But above this value, 
most additional expenditures should go toward 

*Work performed under the auspices of the U.S. Department of Energy, Office of Solar Applications. 
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passive solar. Beyond $4000, further investment 
should be divided about equally between the two 
strategies. (This line is called an "expansion 
path" by economists) . 

LIFE-CYCLE CONSIDERATIONS 

How far along the "optinum mix" line does it make 
economic sense to proceed? The present value of 
the stream of future costs can be computed for 
each point on Fig. 1. The "life-cycle" savings 
(expressed as an equivalent reduction in present 
costs) can be computed by subtracting all costs 
(conservation, passive solar, and future fuel) 
from the present equivalent cost of fuel required 
for the conventional house'(at the zero-zero 
point of Fig. 1). Unfortunately, this requires 
knowledge of many imponderables -- future fuel 
costs, financing arrangements, discount rates, 
inflation rates, resale value, taxes, etc., which 
depend on such discrete assumptions AS 

maintaining passage through the Straits of Hormuz 
and continued friendly relations with Saudi 
Arabian lcader5hip, as well i:IS the nure 
predictable domestic economy. 

5!-Jppose I proceed unabashed with the fol.low.inq 
assumptions: backup heating is electric 
baseboard at current rates of 7r1!/kWhr, escalation 
rate of electric energy cost is 8%, loan interest 
rate is 10%, loan period is 30 years, period of 
financial analysis is 10 years (time of resale), 
resale value of conservation and solar investment 
escalates at 4.5%, down pa.yment fraction is 15%, 

COST OF" 
rn:.:11vt 
SOLAR 

LA VEREDA, HODEL I, ·COST DATA Cl979> 

L..IF"E-CYCLE 
SAVINGS 

Fig. 2. L1fe cycle savings (in present 
dollars) compared to the conventional house. 
(The coordinates are the same so that Fig. 2 
can be overlaid on Fig. 1.) Backup heat is 
electric. The maximum savings is $16970. The 
life cycle cost of heating the conventional 
house is $26650 (in present dollars) which can 
be reduced to $2520 by an initial investment of 
$7120 in conservation and solar. 
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discount rate is 7%, inflation rate is 6%, 
marginal income tax rate is 25%, property tax 
rate is 2%, and operation and maintenance is 1% 
of the total incremental cost. Then the fixed 
charqe rate is .OR31 and the fuel cost levclizing 
factor is 1.500.2· with 6007 degree-days in 
Santa Fe, the equivalent "do nothing" cost is 
$26650 for fuel! (in present dollars). 

Life-cycle fuel costs with conservation and solar 
are obtained and life-cycle savings, overlaid on 
the same coordinates as Fig. 1, are plotted on 
Fig. 2. The "global optinum", which is the point 
of maximum life-cycle savings, always lies on the 
"optinum mix" line. A life-cycle savings (in 
present dollars) of $16970 can be realized by 
expending $7160 on energy savings strategies 
($3110 for conservation and $4050 for passive 
solar). If a different set of assumptions are 
made which change the fixed charge rate or fuel 
costs, then the global optinum will move, but it 
always lies along the "optimum mix" line! Thus 
the des!oner r::Rn' t gn too far wrong in de!ligning 
to this line. 

PROCEUJRE 

How can the designer find the optimum mix for 
particular given local construction costs and 
local weather? Proceed as follows: 

~· Estimate the incremental cost of 
conservation. I assume that cost varies 
inversely with L, the heating load coef.ficient, 
and recommend that the designer establish the 
scaling constants based on discrete "point" 
calculations. That is: 

Cost of conservation = b/L - Cc 
where L = heating load coefficient, Btu/F-day 

Tin:~ cui~I;!.I.'V<:Jt!on crn~f.Antc;, b and Ce: can be 
determined from cost and heating load analyses of 
two widely ill ff!:!t'!:!nt conservatlon levels. The 
first level should be a conventional building and 
the second a very well insulated building. The 
load is calculated for each and the incremental 
r.nst of going from the fir!lt to the see:~1u ls 
calculated. Heating load coefficients can be 
determined from steady-state design-load 
calculations using the following approximate 
fm.1rn.1la: 

L - inside temperature-design temperature, F 
where: design heating load = calculated heating 
rate required to maintain the building at a fixed 
inside temperature if the outside temperature is 
equal to the design temperature, in the absence 
of other internal heat sources or solar gains. 



Then the values of b and Cc can be determined 
from: 

b = (incremental cost)/(l/L2-l/L1) 
Cc = b/L1 

where: L1 = heating load coefficient for 
conventional building 

L2 = heating load coefficient for well 
insulated building. 

For example, Robert Taylor estimated Model 1 
would cost $3512 more than conventional 
construction for 2 x 6 framing with 5-1/2" 
insulation plus insulating sheathing, foam 
perimeter insulation, double-glazed windows, and 
more ceiling insulation, reducing the heating 
load coefficient from 11948 Btu/DO to 5932 
Btu/DO. Therefore: 

b = 3512/(1/5132-1/11948) = 4.13 X 107 
Cc = 4.13 X 10 /11948 = $3463 

. ' 

Step 2. Estimate the incremental cost of solar. 
I assume that this varies linearly with solar 
collection area, as follows: 

cost of solar = a A + Ca 

where Ca is a fixed cost (usually employed for 
active solar systems) and A is the solar 
collection area. The constant a can best be 
cetermined from a car~ful ~stimate of the 
incremental cost for a particular size of 
collection area. Then, 

a = (solar add-on cost - Ca)/(net collection 
area) 

For example, Taylor estimated an add-on cost of 
$1414 for 250 sq ft of combined Trombe wall and 
mass-backed greenhouse on Model 1.* Thus: 

a = 1414/250 = $5.66/sq ft 

since the fixed-cost component is assumed to be 
zero (Ca=O). To this I added another 

· $4.00/sq ft to account for adding movable 
insulation. This is not strictly needed in Santa 
Fe but since I plan to study this design in 
northern cli~~ates later .i.n the article it is 
convenient to insert it here. Therefore: 
a = 5.66 + 4.00 = $9.66/sq ft. (At these costs, 
night insulation is cost effective in Santa Fe.) 

Step 3. Determine the solar performance curve 
for the local climate. This can be done using 
the F-Chart method for an active system or the 
LASL Solar/Load Ratio method for a passive system 
or through a detailed simulation analysis. In 
any case, the results should be expressed as 
solar savings fraction, F, versus the 
load/collector ratio, LCR. 

LCR = L/A ( Btu/00-sq ft) 
F = function of LCR 

For example, for a Trombe wall with R9 night 
insulation in Santa Fe, I find the following 
values:3· 

LCR F LCR F 
214 o:-1 27.8 o:-6 
101 0.2 21.5 0.7 
64 5 0.3 16.1 0.8 
46.4 0.4 10.7 0.9 
35.5 0.5 

Step 4. For different values ofF, estimate the 
derivative 0 and the function R, defined as 
follows: 

0 = dF/d(l/LCR) 
R = 1 + LCR(l-F)/0 

Step 5. For the same values ofF, calculate 
optimum pairs of A and L using the following 
equations: 

L0 =~b LCR/(a R) 
A0 = L0 /LCR 

Step 6. Determine costs from the scaling 
equations: 

cost of conservation = b/L0 + Cc 
cost of solar = a A0 + Ca 
initial investment = sum of the two 

The results are shown in Table I. 

The designer may wish to stop at this point, 
selecting a point in the table consistent with 
initial cost constraints and energy saving 
expectations. 

Global Optimization 

If it is desired enter the world of life-cycle 
optimization, then proceed with Steps 7 and 8 

~· Determine the constant h, defined as 
lOIIOWs: 

cost of backup heat, 
levelized over the . x degree days 

h _ accountin~ period, $/Btu · 
- ( ixed charge rate) 

For example, with the values given earlier: 

h = (1.5 X .07/3413) X (6007)/(.0831) = 2.23 

For a detailed discussion of the financial 
factors, see references 2 or 5. 

Step 8. Calculate a/h and find the point where. 
0 =a/h. (See Step 4 for the definition of D). 

For example, with the previous values: 
0 = a/h = 9.66/2.23 = 4.34 

*The printed paper in the Proceedings (reference 1) contains an addition error 
which was corrected by Taylor in the oral presentation at the Fourth Passive 
Solar Conference. THe· cost of the passive house is $62151 rather than $65629, 
leading to a passive solar incremental cost of $1414. 
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The point where this occurs is at F = 0.820 and 
LCR = 15.0, as can be seen by interpolation in 
Table I. The corresponding values of L and A are 
given by: 

L0 = ,jb/(a/li:_R + h(l-F)) = 6285 Btu/DO 
A0 = L0 /LCR = 419 sq ft. 

At this point the costs are as follows: 

cost of conservation 
cost of solar = 
initial costs = 
future costs* 
total, life cycle cost = 
reference future cost**= 
life cycle savings 

Optirrum 
$ 3110 

4050 
7160 
2520 
9680 

26650 
16970 

Model 
$ :5512 

2415 
5927 
4458 

10385 
26650 
16265 

This is the global optirrum shown on Fig. 2. 
The corresponding values for Model 1 in La Vereda 
are qiven ln the second column (assuming the use 
of night insulaHnn). The solar savings traction 
is 0.663 and the dollar savings are within $700 
of the optimum indicating a good design. More 
could have been spent on passive solar except 
that the bu-ilding is architecturally constrained 
and additional collection area would be difficult 
to fit in. 

NET Et-.ERGY 

The same methodology can be applied to locate 
the net energy global optimum or constrained 

.optirrum. To accomplish this, costs are all 
reckoned in source-energy Btu and the same 
scaling laws are used. The same formulae are 
employed except that: 

h = (building lifetime) X (degree days)/ n 

where: n = primary energy efficiency 
_ ene~Y. delivered "to load 

energy recource depletion 

For example, if Model 1 costs an extra 92.3 MMBtu 
to add conservation and an extra 53.2 MMBtu to 
build the passive solar,4. then: 

b = 1.087 x 1012 Btu2;oo 
Cc = 91 MMBtu 
a = 0.2B MMBtu/sq ft 

For a 30 year building lifetirre and 11= 0.25 

h = 30 X 6007/.25 = 720840 

at the ,.,pHm1m, D ., a/h = 0.30 
which corresponds to F = 0.962 and LCR = 6.0 

The. corresponding values of L0 and A0 are 
given by 

1. 0 = 4137 Btu/DO 
A0 = 687 sq ft 

Energy costs are (all referred to source energy): 

cost of conservation 172 MMBtu 
cost of passive 147 MMBtu 
initial cost 319 MMBtu 
future cost 111 MMBtu 
total life cycle cost = 430 MMBtu 
reference cost = 8612 MMBtu 
life cycle savings = 8182.MMBtu 

The net energy optirrum calls for far greater 
initial investment and energy savings than the 
dollar optirrum and leads along a slightly 
different expansion path calling for 
proportionally larger initial investment in solar 
than is called for by the economic optimum path. 

Returning to the previous example, the dollar 
life-cycle optimum (L = 6285, A = 419) 
corresponds to an initial investment of 82 MMBtu 
for conservation and 89 MMBtu for passive solar 
for a total of 171 MMBtu. The annual energy 
savirry:> (:.:efen:e:d to Muree el'letgy) i!J 65 MMBtu 
so that the energy payback time is only 2.6 years. 

The general conclusion is that net energy 
optimization, although philosophically more 
palatable than economic optimization, tends to 
lead to very low energy designs which are 
probably beyond practical consideration for most 
buildiros in terms of thP. required initial 
investment. Furthermore, the economic optirrum 
makes good net energy sense being only slightly 
less effective than the global net energy optirrum. 

SENSITIVITY NEAR THE OPTIMUM 

Precision in actually designing to the optimum is 
not essential. If the design lies within about 
20% of the indicated values of A and L, this is 
probably close enough. Further precision is not 
warranted by the accuracy of the assumptions. 
The shape of the optirrum is a fairly flat-topped 
mmmta.tn with steep sides allowing a wide 
latitude around the peak witt'rout great loss in 
savings. Thus in ~ig. '1., Mytt'llr"'g within the 
$15000 life-cycle savings contour is a reasonable 
design. 

In practice such leeway is essential, especially 
for the energy conservation expenditure, since 
Hli:ll~.dab a1·.:- mly av-'!.i.l~hlP. .in !\~er:ific 3izcs. 
It is usually somewhat easier to adjust solar 
collection area although this also comes in unit 
sizes. One would be foolish to make an 
architectural compromise in the design for the 
sake of a few square feel uf collectiofr area, 
.just t.n zAro in m a particular desired area. It 
is more important to understand the nature of the 
tradeoffs involved and to design "in the 
neighborhood" of the optimum. 

Furthermore, the assumed cost scaling laws are 
only a rough guide to actual costs. Different 
conservation strategies will lead to different 

*future cost = h(1-F) L = 2.23 x (1-0.820) x 6'1.85 = $2520. 
**reference future cost= hL1 = 2.23 x 11948 = $26650. 
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TABLE I. GPTIMU~1 ~IIX VALLES Fffi EXAI"'PLE. PkubU:.M 

F, solar 

savings 

fraction 

(percent) 

10 

20 

30 

40 

50 

(JJ 

70 

80 

90 

LCR 

( Btu/00-sq ft) 

214 

101 

64.5 

46.4 

35.5 

27.6 

21.5 

16.1 

10.7 

0 

(Btu/00-sq ft) 

20.3 

16.4 

17.2 

16.0 

14.1 

11.2 

6.01 

4.93 

1.99 

R 

10.5 

5.4 

3.62 

2. 74 

2.26 

1.99 

1.61 

1.65 

1.54 

L 

(E:ltu/00) 

9340 

6946 

6723 

6503 

6202 

7721 

7136 

6446 

5456 

A Cost of 

(sq ft) Conservation (fi) 

44 

69 

135 

163 

231 

276 

332 

402 

510. 

959 

1153 

1272 

1394 

1572 

1666 

2325 

2944 

4104 

Cost .of lotal 

Passive Initial 

Solar Co~t ($) 

($) 

422· 

656 

1306 

1770 

2232 

26!i6 

3206 

3680 

4927 

1361 

;roD9 . 

257!:1 

3164 

3604 

4~74 

5531 

6tl:l4 

9032 

Eneryy ~aviny~, 

cunp<sn;o tc. 

convcntlonal 

rouse l ~ercent J 

251.6 

40.1 

4b.9 

57.3-

65.7 

74.2 

62.1 

69.2 

95.!> 

Ti\!3LE II PASSIVE SYSTEH PERFORMANCE -· Values of 
LCR and D vs SSF for six cities for 
three passive system types. 

The six system types are abbreviated as follo•s: 

ww - water Wall 

W\lri'H - Water Wall with Night Insulation Cl9) 

HEDFORD 
OREGON 

~2.q N 
q930 DO 
T(JAN):37 

NASHVILLE 
TENNESSEE 

36.1 N 
3696 DO 
T(JANl=38 

SANTA HARIA 
CALIFORNIA 

3~. 9 N 
3053 DO 
T(JAii):50 

SSF = • 1 • 2 • 3 , q • 5 • 6 • 7 • 8 • 9 

ww 13~ 57 
L WWNI 222 100 
C TW 130 56 
R TWNI 209 9~ 

DC 118 ~2 
DCNI 227 102 

3~ 
62 
32 
58 

62 

22 
~~ 
20 
~0 

~2 

15 
32 
13 
29 

30 

9 
25 

8 
22 

21 

5 
19 
~ 

16 

15 

1~ 

12 

10 

ww 
WWNI 

11. 3 
20.2 
11.2 
18.7 
9.0 

19.9 

9-~ 
16.9 
8. 7 

16.2 
~-5 

17.2 

7-~ 5-~ 3-5 1.9 .6 
15.9 13.6 11.~ 9.0 6.3 ~-2 1.6 
6.~ ~-5 2.9 1.6 .6 0 TW 

TWNI 
DC 
DCNI 

1q.2 12.1 g.e 7.~ 5.2 3.0 1.1 

1q.~ 11.8 8.9 6.5 ~.1 2.0 .5 

SSf : .1 

ww 12~ 
L WWNI 207 
C TW 122 
R TWNI 195 

DC 108 
DUN1 212 

.2 

56 
98 
5~ 
92 
~1 
98 

.3 

32 
61 
32 
57 
15 
60 

.4 

22 
42 
21 
40 

112 

.5 

16 
32 
14 
30 

l1 

.6 

11 
25 

9 
23 

?) 

. 7 

8 
20 

6 
17 

17 

.a 
4 

16 
3 

13 

11 

.9 

II 

8 

7 

ww 
WWNI 

11.2 8.8 7.2 6.1 4.8 3.2 1.6 .3 
19.4 .17.6 14.8 13.4 12.6 10.7 8.6 5.6 2.3 

0 TW 10.8 8.8 6.8 4.9 3-3 2.0 1.1 .4 
TWNI 
DC 
DCNI 

18.3 16.0 14.0 12.7 10.9 8.8 6.2 3.8 1.5 
8.5 4.9 .8 

19.8 16.7 14.6 12.5 10.3 7-5 5.0 2.8 .9 

SSF : • 1 • 2 • 3 • 4 • 5 • 6 • 7 

ww 327 164 107 77 58 q6 35 
L WWNI ~~8 22~ 1~8 108 83 66 53 
C TW 311 152 97 67 ~9 36 27 
R TWNI ~23 l11 138 100 76 59 ~6 

DC 383 185 116 79 55 38 26 
OCNI ~85 2~1 156 112 85 65 50 

ww 
WWNI 

D TW 
TWNI 
DC 
DCNI 

32.7 32.3 29.1 25.7 22.4 19.1 13-2 
44. a 44 :e 42. 6 37. 4 33. e 29. 6 24 • 9 
30.9 28.2 24.8 20.2 15.9 12.0 8.4 
42.3 41.6 37.8 34.0 30.3 23.9 17.1 
37.7 3).6 28.3 21.5 15.5 10.3 6.0 
48.5 46.9 42.3 37.7 32.0 24. 3 17. 1 

.8 .9 

26 17 
q2 30 
19 12 
) 11 23 
16 7 
36 24 

7.6 
15.9 
5.1 

10.5 
2.7 

10.4 

2.8 
6.8 
2. 6 
4.4 

.6 
4.3 
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ALBUQUERQUE 
NEW MEXICO 

35.0 N 
4292 DO 
T(JAN)=35 

BOSTON 
HASSACIIUSETTS 

42.4 N 
5621 DO 
T(JANl=29 

HADISON 
WISCONSIN 

43. 1 N 
7730 DO 
T(JAN)= 17 

TW - Trombe Wall 

Tllfl>li - Trombe Wall with Nfght Insulation ('l9) 

ex; - Direct Gain 

cx;NF - Direct GRin with Night Insulation (f<Q\ 

SSF .1 .2 -3 .4 .5 .6 .7 .8 .9 

ww 
L WWNI 
C TW 
R TWNI 

DC 
DCNI 

178 84 
270 130 
171 80 
255 122 
183 82 
283 135 

53 
83 
50 
78 
47 
86 

37 
60 
34 
56 
29 
61 

28 
46 
24 
q3 
16 
46 

21 
37 
17 
33 

35 

16 
)0 
12 
26 ... 
26 

11 
23 

8 
19 

19 

6 
17 
5 

13 

12 

ww 
WWNI 

D TW 
TWNI 
DC 
DCNI 

16.8 lq.9 13.3 12.1 
26. 3 24. 5 22. 1 20. 5 
16.0 14.2 11.9 9.2 
24.5 22.5 20.6 19.1 
16.5 13.3 9.3 5.6 
27.1 24.6 22.3 20.0 

10.3 
19. I 
7.0 

16.6 
2.6 

16.6 

8.0 5.0 2.5 .5 
16.9 13.6 8.7 ).6 
4.9 3.2 1.8 .8 

13-3 .9.5 5.8 2.q -· 
12.5 8.6 5.1 1.9 

SSF = .1 

ww 81 
L WWNI 159 
C TW 85 
R TWNI 150 

DC 49 
DCNI 158 

.2 

35 
73 
36 
69 

72 

-3 

20 
46 
21 
43 

44 

.4 

13 
32 
13 
30 

30 

.5 

9 
24 

8 
23 

22 

.6 

5 
19 

4 
17 

16 

6.8 5.3 4.2 3.1 2.0 .8 

.7 

15 

13 

II 

.a 

II 

10 

ww 
WWNI lq.l 13-2 11.5 10.3 9.3 7.7 6.1 4.0 

D TW 
TWNI 
DC 
DCNI 

7.2 5.5 4:1 2.6 1.4 .5 
13.5 12.1 10.8 9.6 8.1 6.5 4.5 2.7 
2.9 

14.0 12.1 10.6 8.9 7.1 s.o 3.2 1.6 

SSF : • 1 . 2 • 3 • 4 .s .6 .7 .8 

ww. 62 25 1J 7 
L WWNI 137 62 39 27 
C TW 67 27 15 8 
R TWNI 130 59 36 25 

u~ 
DCNI 133 59 36 24 

4.9 3.4 2.3 1.1 

20 
3 

19 

17 

12 

11 

8 

9 

ww 
WWNI 12.) 10.7 9.6 8.3 7.3 6.2 4.6 3.0 

D TW 
TWNI 
DC 
DCNI 

5.5 3-9 2.4 1.2 .1 
11.7 10.2 8.9 7.7 6.5 5.1 3-5 2.1 

11.7 9.8 8.2 6.8 5.2 3.5 2.1 -9 

.9 

6 

1.6 

1.D 

.4 

.9 

6 

5 

2 

1.1 

.8 

.1 

Compiled by c. Oemis Barley 3 · 



mixes of wall, ceiling, infiltration, and other 
loads which do not necessarily lead to a 
one-to-one relationship between cost and overall 
heating load coefficient. However a conservation 
sub-optimization should be made to best allocate 
a fixed initial expenditure between the various 
conservation options leading to a minimum heating 
load coefficient (as discussed by BarleyS·). 
Even if a detailed sub-optimization is carried 
out, the resulting initial investment in 
conservation will not be a smooth function of 
heating load coefficient but rather a step-wise 
discontinuous approximation to the inverse 
scaling law assumed. For this reason, it is 
recommended that the point calculations used for 
determining the cost constants be for two designs 
at quite different conservation levels. 

VARIATION WITH CLIMATE 

Variations with clirrate can be readily studied. 
LASL nas used data for 216 sitP.s arnund the U. S. 
(90LMET) and also data for sites in southern 
Canada to study these variations. The cost data 
for the La Vereda building were used to identify 
the cpt:i ''"·"'' v ctlue ru1· ~:e:n.;ll sl Ll::l. 

Mapping U1ese results shows that passive solar is 
an economically viable strategy, working with 
conservation, throughout the U. S. and southern 
Canada. It is significant that a mixed strategy 
beats out both a conservation-only and a 
solar-only strategy throughout the U.S. 

Table II gives LCR and D tables for six cities 
for three passive system types. 

VARIATIONS .HJ COST DATA 

Cost data will vary with locale, building type, 
whether construction is new or retrofit, and 
passive solar type. It is difficult to 
characterize such v~riations since they depend on 
30 maroy va1.ial.Jle::.. 

One example which has been studied in some detail 
is the case of the retrofit of a particular 
existing rrasonry building. The results, although 
different in detail, support_the general 
conclusions of this article. 6 Costs are 
higher, but energy savings are greater and a 
mixed strategy beats a single strategy throughout 
all U.S. climates. 

SUMMARY 

A practical solution was obtained by assuming 
suitable simple scaling laws for costs, namely 
that costs scale linearly with passive solar 
collection area and inversely with heating load 
coefficient. These are reasonable assumptions if 
not extended over too wide a range. 
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As an alternative to the 8-step procedure 
outlined, one can estimate values of cost scaling 
constants for a particular situation (steps 1, 2, 
and 3) and then calculate the global optimum 
values of (steps 7 and 8). This provides an 
indication of the maximum initial investment that 
is economic. If this investment is outside the 
budget, then a constrained optimum can be 
calculated (steps 4, 5, and 6). 

The next step is to choose an energy conservation 
strategy which will lead to a value of L which is 
within about 20% of the indicated optimum. (This 
might well be the case analysed to determine the 
constants b and Cc, in which case one simply 
has confirmed that this was an economically 
intelligent choice.) The last step is to select 
the passive solar collection area on the basis of 
maintaining LCR at the optimum value. 

Selection of the actual design might well be on 
r.rit!'ilria other than oo!Jt optimiration. H1e vi'ilu~ 
of the analysis is to inform the designer of the 
neighborhood of the optimum and the magnitude of 
the s8vings achievable as one possible basis for 
a seler;:t.i.on. 

The net energy analysis indicates that payback 
times are short (2-3 years) and that a mixed 
conservation and solar strategy also makes sense 
in terms of minimizing net energy impact as well 
as maximizing dollar savings. 
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ABSTRACT 

DEAN W. FINN-CARLSON 
TOUCHE ROSS AND COMPANY 
780 NORTHSTAR CENTER 
MINNEAPOLIS, MN 55402 

A detailed, dynamic computer simulation has been 
developed to determine the cost optimized solar 
assisted Annual Cycle Energy System (ACES). This 
model evaluates the two systems that form the 
core of recognized quality ACES: the ice-maker 
heat pump and the dual source evaporator. In ad
dition to simulating the ACES system, the comput
er program can simulate combinations of four con
ventional heating and cooling systems: gas fired 
furnace, oil fired furnace, air-to-air heat pump, 
or a central heating/cooling (electric) system. 
This capability permits a weaulngful evalualluu 
of the cost-effectiveness of the ACES system, 
based on the present worth of all cash outlays, 
discounted over the appropriate system lifetime. 
Included in the economic model is time-of-day 
pricing, a feature which provides a realistic 
evaluation of the effect of thermal storage on 
life cycle costs. 

Three building types in three different climatic 
regions have been analyzed. The results docu
ment the cost-effectiveness of the Full, Mini
mum and Cost Optimized ACES when compared to 
four conventional heating and cooling systems. 

INTRODUCTION 

Residential and commercial buildings account for 
approximately one-third of the total energy con
sumed in the United States. Over 70 percent of 
this energy is used for space conditioning 
(heating and cooling) and the production of do
mestic hot water. In the past, space heating 

tThe information contained in this paper has been 
extracted from the study entitled "The Economic 
EvaZuation.of the AnnuaZ CycZe Energy System," 
which was performed for Oak Ridge National, Labora
tory under contract number 7470. 
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and hot water needs (the· two largest consumers 
have been supplied directly by oil and natural 
gas. However, the prices of these fuels have 
increased sharply in the last six years and show 
no signs of leveling off in the near future. In 
addition, spot shortages of petroleum caused by 
the world political situation have raized the 
spector of not being able to secure traditional 
fuels at any price. The only remaining conven
tional energy form is electricity; however, it 
carries a stiff conversion penalty: only one
third of the energy input to a power plant is 
converted to usable electricity. An approach to 
minimize the impact that this shift to electric
ity could have on our national energy needs is 
the ACES concept. 

This concept is centered around an existing 
energy efficient device, the ice-maker heat pump, 
[1,2] which creates ice as a by-product of space 
and \~ater heating. Under the ACES concept, this 
ice is stored and then used in summer to pro
vide almost electricity-free cooling. The capa
bility of this system to use water's heat of 
fusion as a heat source in the winter and a heat 
sink in the summer permits an effective utiliza
tion ot interseasonal energy transfer. 

Previous work [3,4,5 6] indicates that the ACES 
concept has the potential for reducing building 
energy consumption. This paper illustrates the 
extent to which building energy consumption can 
be reduced and determines the economic feasi
bility of the ACES. Since the economically ra
tional consumer will purchase an ACES only if 
it \~ill save money when compared to conventional 
HVAC systems, widespread use of ACES will depend 
on its economic desirability. This study has 
undertaken an investigation. of the relationship 
between energy consumption and the economic per
formance of the ACES. A full description of 
this work can be found .. in Reference [7]. 



The objective of this report was to determine 
the energy effectiveness and economic viability 
of the ACES concept. To perform this task prc
ficiently, the ACES was studied in three build
ing types in three climatic regions and com
pared to a number of conventional systems. The 
different classes of buildings include: 

• Single-Family Residence 

• Multi-Family Residence 

• Commercial Office Building 

The application of ACES to each building type 
was studied in three regions chosen to represent 
major climatic conditions in the continental 
United States. The locations include: 

• Minneapolis, Minnesota 

• Atlanta, Georgia 

• Philadelphia, Pennsylvania 

For each building type in each location, the 
economic evaluation of the ACES was based on a 
comparison of the present worth of the ACES to 
the present worth of a number of conventional 
systems currently in extensive use. They include: 

• Electric resistance heating, electric 
air conditioning, and electric domestic 
water heating. 

• Air-to-air heat pump and electric domes
tic water heatin~. 

• Oil-fired furnace, electric air condition
ing, and electric domestic water heating. 

• Gas-fired furnace, electric air condition
ing, and gas domestic water heating. 

The single-family and multi-family residential 
ACES were compared to all four conventional 
systems in the three regions. Due to the limited 
use of commercial air-to-air heat pumps, the 
commercial ACES was compared only with the other 
three conventional systems in each area. 

ACES OPERATIONAL CONCEPT 

At its most basic level, the Annual Cycle Energy 
System concept consists of extracting heat from 
a storage tank by a unidirectional heat pump. 
As the heat is extracted during the heating 
season, or at other times to provide domestic 
hot water, ice to be used for air conditioning 
during the summer is formed within the tank. 

The water's heat of fusion is available as a heat 
source in winter and a heat sink in summer. It is 
this interseasonal transfer of energy that allows 
both the heating and cooling outputs of the heat 
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pump to be used to satisfy building loads. This 
unique ACES feature results in an annual coeffi
cient of performance (COP) considerably higher 
than that of a conventional system. 

In northern areas of the United States, where 
heating loads predominate, storage of all of 
the ice produced during the heating season would 
result in excess ice at the end of the summer. 
To prevent the accumulation of the excess ice, a 
collector/convector panel is used to supply 
solar and convective energy as needed and as 
available to melt ice. 

In climates where cooling,loads predominate, the 
ACES configuration utilizes a bin sized to store 
all of the ice generated during the heating 
~easun. Titl~ ice will not be sufficient to meet 
all summer cooling needs; after the stored ice 
has been depleted, the ACES heat pump is operated 
at night to generate ice to meet the cooling 
requirements of the next 24-hour period. The 
heat extracted from the water by heat pump 
operation is rejected to the environment by an 
air-cooled fan coil, Two advantages of nighttime 
compressor operation are that the dissipation of 
waste heat is more efficient at lower nighttime 
temperatures and that off-peak electric power 
rates may be utilized in those areas where they 
are in effect. 

System Definition 

For the purpose of this study, three ACES config
urations were defined. Each incorporates an 
electrtcallv driven ~ntdirecttonal heat PumP and 
a water-ice storage tank. The ice-maker plates 
of the heat pump are located above the ice 
storage tank, and flake or sheet ice upon harvest 
will fall by ~ravity into the stora~e bin. 

The ACES configurations analyzed in this study 
are defined as follows: 

• Full ACES--This configuration provides 
the heating, cooling, and domestic hot 
water demando of the building while 
minimizing total energy consumption. The 
wal-=•-1'-'"' o;Lu1ag"' vulum~ ls s"'l"'"L"'J Lu 
maximize interseasonal energy transfer. 
'rhP fn.l.l ACF.:S nti.li.»:.QJ;: :m .,J.,<:tri<:';t.l.l)r 

driven unidirectional heat pump, a water 
source evaporator (ice-maker), water-ice 
s LutHt~e LHuk, vruvlsluu for prullUl:int~ 

and storing hot water, and solar panels 
and outdoor air coils as needed. 

• Minimum ACES--This configuration satisfies 
the heating, cooling, and domestic hot 
water demands of the building under the 
restriction of minimum water-ice storage 
capability, which is defined as storage 
sufficient to provide heating for 12 
consecutive sunless days during the 
coldest month. The components of the 
system are the same as for the Full ACES. 



• Cost-Optimized ACES--This configuration 
provides heating, cooling, and domestic 
hot water for the building at minimum 
total cost over the life of the system. 
It may contain all of the components of 
the Full ACES and may, in addition, 
incorporate an air source evaporator 
that is automatically used when it is 
more cost-effective for the system to 
operate an an air-to-air heat pump than 
as a water-to-air heat pump. The use of 
stored sensible heat as well as heat of 

·fusion is considered to be an option for 
reducing life cycle costs. 

METHODOLOGY 

The three-step methodology employed in the 
Economic Evaluation of ACES is illustrated in 
Fig. 1. The first step was to develop a data 
base containing the structural and operational 
characteristics of the study buildings, component 
operating characteristics and/or costs (for both 
ACES and conventional systems), energy costs 
(including time-of-day rate schedules for electric
ity), energy price escalation scenarios, general 
economic parameters and typical year weather. 

The second step was to synthesize or develop the 
necessary analysis packages. For each building 
type, a computer program was developed that would: 

• Calculate the time-dependent dynamic 
heating, cooling and domestic hot water 
loads. 

• Size the ACES components for the Full 
and Minimum ACES. 

• Determine annual energy consumption by 
simulating the interactions between the 
building, the weather and the HVAC/hot 
water system. 

• Evaluate the economic effectiveness of 
the various systems in terms of life 
cycle costs. 

The final step was ·to use these progrAms to 
define and evaluate the various system/building 
location combinations. At each location, a 
determination was first made as to the type of 
solar panel (absorber, single-glazed, or double
glazed) that resulted in lowest system life 
cycle costs. The identified types were then 
used for the ACES evaluation at that location. 
Once the life cycle costs for the Full and 
Minimum ACES were determined, the configuration 
and life cycle cost of the Cost Optimized ACES 
were determined by parameter variation. Four 
parameters were varied independently: 

• Ice tank size 

• Collector area 

• Changeover temperature 

• Tank insulation 

If the Cost Optimized ACES employed a water 
source heat pump, no changeover temperature was 
used. If a dual source heat·pump was used, the 
changeover temperature marked the point at which 
the heat pump ceased using ambient air as a heat 
source and switched to using the water in the 
ice tank as a heat source. 

COMPUTER PROGRAM 

Figure 2 illustrates the executive flow of the 
computer program used to simulate and evaluate 
the ACES and conventional heating and cooling 
systems. This computer program, ACESIM, is 
comprised of four modules: 

• Loads Module (LODMOD) 

• Design Module (DESMOD) 

• Simulation Module (SIMMOD) 

• Economic Module (ECOMOD) 

The first module calculates the time dependent 
thermal loads imposed on the user-specified 
structure. If these loads have been previously 
determined, the loads module can be bypassed. 

The second module reads the required load informa
tion from a permanent record file or from the 
loads module and determines the size of various 
ACES components. If the ACES components have 
already been correctly sized or if the user 
wishes to evaluate "off-sized" components, this 
phase can be bypassed. 

The third module reads information generated by 
the first two modules and simulates either an 
ACES system or one of the four conventional 
systems. Its output is the time dependent 
history of all gas, oil, and electric consumption 
of the system heing simulated. 

The final model reads the energy use history of 
the simulated system, all capital equipment costs, 
and projected escalation rates, discount rates, . 
and time-dependent utility rates. The final pro
gram outputs are present worth of all cash out
lays for the system (discounted over an appro
priate system lifetime) and payback of incremen
tal AC.ES cost compared to conventional systems. 

Included in the dynamic model are directional heat 
flows through walls, roofs, ceilings, basement, 
internal partitions, tank and surrounding ground 
as well as the time-dependent boundary conditions 
that include direct and diffuse radiation impin
gent on any surface. The equations defining heat 
flow are coupled to one another and to the global 
energy equations defining system response. 



RESULTS AND CONCLUSIONS 

The results of the Economic Evaluation of ACES 
are summarized by building type. The following 
areas are reviewed: 

• ACES component configurations. 

• Annual COP of ACES and conventional 
systems. 

• Economic characteristics of ACES and 
conventional systems. 

All results are presented in terms of two possible 
ACES equipment cost scenarios: today's cost of 
prototype systems (1978) and system costs result
ing from extensive commercialization (1982). 

Ro:tsults for the S1n$1e-Family Residences 

Table 1 contains a description of the Full, 
Minimum, and Cost Optimized ACES for the three 
regions. E:...aminatlon of this tabl~ viel dR the 
following conclusions: 

• The optimum level of tank insulation 
depends on the interaction of climati~ 
extremes and the relative magnitude of 
heating and cooling loads. Heat in
leakage to the ice tank can be significant. 

• The type of solar collector used is a 
function of the climatic location. 

• Solar collectors are not an e~onomically 
attractive means of melting excess ice. 

• Dual source heat pumps are used in all 
locations in the Cost Optimized ACES. 

Table 2 characteri~es the Wt ri nnR l-IVAC systemo 
by location. Important results are that: 

• The Cost Optimized ACES are economically 
superior tu both the Full and Minimum 
configurations. 

• The Full ACES are the most enerey 
efficient; of the syRt~m,: ;on:tlyzed bccauoc 
they maximize interseasonal energy 
transfer. 

• The ACES can be three to four times more 
energy efficient than conventional 
systems. 

• When compared to the Cost Optimized 
ACES, the maximized interseasonal energy 
savings of the Full ACES do not economi
cally justify the required storage 
capital costs. 

• Under current equipment cost constraints 
residential ACES are not in general 
cost-competitive with conventional 
systems. 
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• Using the reduced price scenario, residen
tial ACES are economically superior to 
conventional systems (oil, heat pump, 
electric and sometimes gas). 

• Reduction in ACES investment costs 
results in a more energy efficient Cost 
Optimi.zed ACES. 

• The energy saving capability of the ACES 
with seasonal COP as high as 3.69 is 
extremely favorable (this is not an 
upper limit of the ACES COP; it is 
merely the highest value found in this 
study). 

• Cost savings in the residential sector 
could be greatly enhanced by utilizing a 
high aide. st•:.rdge system (hut tank). 
This configuratiotl woulu reduc.f.' signifi
cantly on-peak utilization during the 
heating mode. 

One findl uuservatiun shoUld be made regarding 
the application of ACES in residential buildingR. 
ACES are much more energy efficient than current 
systems that use electricity to provide space 
hP.at~ng ;~nd ooolin!; uml dowesllc hot ~ater. The 
ACES has a large potential to reduce significantly 
national consumption of source energy if electric
ity is the fuel of the future. 

Results for the Multi-Family Residences 

In Minneapolis, where the heating load far 
exceeds the cooling load, heat in-leakage to the 
ice tank provid<as free icc mel til•!;· The type of 
solar collector that should be used is also 
dependent on location. ·However, solar energy is 
still not a cost-effective method of getting rid 
of excess ice. In cases where loads are not 
balanced, the most cost-effective method of 
8"1:U.ng :dd u£ cn,· .• ~.;;.;, ice is simply not to 
proclttce any. This is accomplished by using 
ambient air as a heat source for a longer time. 

All of the observations made fo.r single-fAmily 
residential ACES applications hold for multi
family applications. The various ACES c;onfigura
tions result in significant annual energy savings, 
but at a r..ost that is unacceptable for syst.~ms 
instAlled at today's prototype prices. However, 
under the reduced equipment price scenario the 
economic picture is very favorable. As was the 
case with the single-family residence$, component 
coot reductions n!suit in a more energy efficient 
Cost Optimized ACES. 

Results for the Commercial Buildings 

Table 3 presents the ACES configurations for the 
Full, Minimum and C.nRt Optimized systems. The 
observations for residential ACES relative to 
configurations still apply. However, the commer
cial ACES differs significantly from the residen
tial systems when the discussion turns to economic 
attractiveness. 



Table 4 presents the characteristics of the study 
systems in each location anj each system's annual 
COP. Once again, ACES delivers significant energy 
savings. The important difference between resi
dential and commercial systems is that commercial 
systems are economically superior to oil, gas and 
electric systems at today's equipment prices in 
all locations. The major reason is that the com
mercial ACES, with both high and low side storage, 
can take maximum advantage of off-peak rates. In 
addition, the ACES can be used to reduce signifi
cantly the magnitude of on-peak demand. Thus, 
the ACES is an economically feasible load shed/ 
demand control device in commercial applications. 
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Table 1. . Single-Family ACES Configurations 

SYSTEM CHARACTERISTICS 
HEAT 

SYSTEM TYPE TANK TANK COLLECTOR COLLECTOR PUMP CHANGEOVER ELECTRIC 

AND LOCATION 1NSULAT!UN SiZE (FTJ) AREA (FT
2

) TYPE TYPE TEMPERATURE(°F) BACKUP 

MINNEAPOLIS 

FULL YES 2592 504 SG ws NONE NONE 

MINIMUM YES 1800 558 SG ws NONE NONE 

GOST OPTIMIZED 

- 1978 INSTALLATION NO 2048 0 NONE DS 15 YES 

- 1982 INSTALLATION NO 2048 0 NONE DS 15 YES 

A'1'LoAN'fA 

FULL n;s 5000 0 NONF. ws Nf1NF. NQ~E 

MINIMUM Y&S 6'18 54 AD!l w~ II ONE !lONE 

COST OPTIMIZED 

- 1978 INSTALLATION YES 648 n NONE DS 30 NONE 

- 1982 INSTALLATION YES 2312 0 NONE DS 40 NOllE 

PHILADELPHIA 

FULL YES 3872 90 ABS ws NONE NONE 

MINIMUM YES 1152 252 ABS ws NONE NONE 

r.IIS'l' llP'I'l M l.Z~[l 

- 1978 INSTALLATION YES 1152 0 NONE DS 20 NONE 

- 1982 INSTALLATION YES 2312 0 NONE DS 30 NONE 

NOTE: SG c SINGLE GLAZE, DG c DOUBLE GLAZE, ABS c ABSORBER, WS c WATER SOURCE, DS DUAL SOURCE 

Table 2. Characteristics of the Single-Family HVAC Systems 

PHILADELPHIA 
HVAC SYSTEM 

IIIDTALL~D AllllUALIZED 
HEATING PLANT/ COST COST 

COOLING PLANT 1978 1982 1978 1982 COP 

NA1'Ul!AL GAB I 
ELECTRIC! 1692 1692 1017 970 • 74 

OIL/ELECTRIC
2 1870 1870 1226 1136 .87 

AIR~i~;A~~2 
2776 2776 1253 1156 1. 68 

ELECTRIC/ 
2 

ELECTRIC 1710 1710 1485 1366 l. 09 

FULL AC~SJ 15899 7631 1700 1029 3.43 

MINIMUM ACES 3 14622 7018 1668 1042 3.1U 

COST OPTIMIZED 
ACES 8646 5032 1250 895 2. 6/2. 9* 

1. Natural gas fired domestic hot water heater 
2. Electric domestic hot water heater 
3. Desuperheater domestic hot water hea~~r 

ATLANTA f!INNEAPOLIS 

I!ISTALLED ANNUALIZED INSIALLW ANNUAL!l.I:W 
COST COST COST COST 

1978 1982 1978 1982 l:UP 1 ~78 19M2 191M 19M2 

1692 1692 732 705 • 91 2122 2122 907 887 

1870 1870 844 IMO 1.06 2020 2020 1084 1011 

2860 2860 882 809 l. 69 3606 3606 1233 1134 

1710 1710 937 861 1.25 2130 2130 1453 1341 

13200 6346 1262 727 3. so 22520 22520 2372 1330 

10)5/ 4969 llMJ 738 2.44 22800 10944 2408 1353 

7686 4784 1000 698 2.3/2.6* 10097 4846 1416 923 

*Cost Optimized ACES has a different configuration 
in 1982; therefore, a different COP. 
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COP 

• 70 

.81 

l. 53 

1.05 

3.20 

3.13 

2.43 



Table 3. Commercial ACES Configurations 

SYSTEM CHARACTERISTICS 
HEAT 

SYSTEM TYPE TANK TANK COLLECTOR COLLECTOR PUMP CHANGEOVER ELECTRIC 

AND LOCATION INSULATION SIZE (FT3 ) AREA (FT
2

) TYPE TYPE TEMPERATURE(°F) BACKUP 

MINNEAPOLIS 

FULL YES 78732 0 NONE ws NONE NO 

MINIMUM YES 16251 3078 SG WS NONE NO 

COST OPTIMIZED* 

- 1978 INSTALLATION YES 16251 0 NONE DS -10 YES 

- 1982 INSTALLATION YES 16251 0 NONE DS -10 YES 

ATLANTA 

FULL YES 24876 0 NONE WS NONE NO 

MINIMUM YES 10302 465 ABS WS NONE NO 

COST OPTIMIZED* 

- 1978 INSTALLATION YES 10302 0 NONE DS 20 YES 

- 1982 INSTALLATION YES 10302 0 NONE DS 20 YES 

PHILADELPHIA 

FULL YES 78732 0 NONE WS NONE NU 

MINIMUM YES 17603 3628 ABS WS NONE NO. 

COST OPTIMIZED 

- 1978 INSTALLATION YES 17603 0 NONE DS 20 YES 

- 1982 INSTALLATION YES 17603 0 NONE DS 20 YES 

NOTE: SG c SINGLE GLAZE, DG c DOUL8E GLAZE, ABS c ABSORBER, WS c WATER SOURCE, DS = DUAL SOURCE 

Table 4. Characteristics of the Commercial Building HVAC Systems 

PHILADELPHIA ATLANTA MINNEAPOLIS 
HVAC SYSTEM ANNUALIZED 

HEATING PLANT/ INSTALLED COST COST 
COOLING PLANT 1978 1982 1978 1982 COP* 

NATURAL GAS/
1 

ELECTRIC 57130 5j13o 18877 17516 .98/.86 

OIL/ELECTRIC
2 

56205 56205 18288 16880 1.19/1.01 

ELECTRIC/ 
2 

ELECTRIC 56628 56628 19697 18082 1.47/1.20 

FULL ACES
3 

147465 144465 17659 16073 3.45/2.41 

MINIMUM ACES 
3 182064 138801 19343 16576 2.55/1.94 

coSt Oi>JlifiZED 
ACES 85867 82867 16576 15085 2. 72/2.03 

1. Natural gas fired domestic hot water heater 
2. Electric domestic hot water heater 
3. Desuperheater domestic hot water heater 

ANNUALIZED 
INSTALLED COST COST INSTALLED COST 

1978 1982 1978 1982 COP* 1978 1982 

66330 66330 28749 26890 1.17/1.12 69220 69220 

65690 65690 28229 26527 1.55/1.29 68470 68470 

64730 64730 32350 30095 1.84/1.48 66930 66930 

106483 104292 23905 21771 3.20/2.42 148358 145085 

129753 107589 25073 22420 2.77/2.17 182376 149548 

81649 78654 23694 21495 2.87/2.23 80084 78317 

*First value of COP does not include air distribution 
energy conswnption; second value does. 
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ANNUALIZED 
COST 

1978 1982 

16315 15272 

16293 15123 

17702 16372 

17384 15847 

20417 17573 

14486 13388 

COP* 

.89/. 78 

1.09/.93 

1.38/1.13 

3.32/2.35 

2.42/1.86 

1.82/1.45 
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AN OPTIMIZATION TECHNIQUE FOR MINIMIZING 
THE COST OF SELF-POWERING INDUSTRIAL HVAC SYSTEMS 

David S. Cowen Edward J. Daniels 
Energy Systems Analysis 

Institute of Gas Technology 
Chicago, Illinois 

ABSTRACT 

This paper presents a generalizable cost optimiza
tion technique for designing industrial heating, 
ventilating, and air conditioning (HVAC) syst~ms 
that include components chat produce both power and 
heat. The intent of the paper is to show that 
intuition - design based on only the initial capi
tal costs of the subsystems or components - could 
result in a less than optimal operating system. 
The analysis reveals that as the total cost of 
owning and operating HVAC systems becomes increas
ingly sensitive to costs other than initial capital 
costs, optimization techniques become essential. 

INTRODUCTION AND SUMMARY 

This paper provides a generalizable cost optimiza
tion technique for designing industrial heating, 
ventilating, and air conditioning (HVAC) systems 
that include their own power and heat source. Such 
a source could be a fuel cell, a solar thermal
electric hybrid ~ystem, a Stirling engine-generator, 
or any other cogeneration system. This technique 
optimizes the size of IiVAC components, given their 
operating parameters and capital and operating 
costs, and the base-load electric power and heat 
requirement for the industrial user. In essence, 
this paper proposes integrating the various meth
ods of producing electrical and heat energy in the 
most cost-effective fashion. 

The methodology is as follows: Equipment specifi
cations are utilized to produce n equations in n 
unknowns describing system performance. An addi
tional equation sums the unit capital and operating 
costs of each component. The performance equations 
are simplified to one unknown, and substituted into 
the "Z" or cost equation. This equation is differ
entiated with respect to that unknown, and a mini
mum solution is found. The •emaining minima are 
found by substitution of this known value into the 
performance equations. 

Statement of the Problem 

A fuel cell manufacturer wishes to design a factory 
that utilizes phosphoric acid fuel cells to gener

:ate heat and electricity. The baseline electrical 
requirement is projected to be 800 kW(e), while 
the process heat requirement is 810 kW(th), The 
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design day winter heating load is 300 kW(th). (For 
the sake of simplicity, we stipulate no cooling 
requirement, although this would be an interesting 
variation on the problem.) 

Three heating appliances are available for the 
system (Fig. 1): 

• An electric heat pump 

e A heat exchanger (shell and tube-type) 

o An electric furnace. 

Heat is to be provided in the form of steam at 
.121 °C (250°F). 

The problem is as follows: Given the operating 
characteristics and annualized capital and operat
ing costs of each component, what is the optimum 
size of each component such that the mini.mum annual 
total cost for the entire heating system is 
achieved? 

Specifications and Assumptions 

The analysis is based upon the followinginformation: 

o Two fuel cells are to be used. The size of the 
first is fixed at 800 kW(e). The second pro
vides additional power for peaking and/or down
time of the first fuel cell. This may be 
considered a "remote-location" example. i!:lectri
city grids and gas pipelines are not accessible. 

e The phosphoric acid fuel cell produces five units 
of thermal energy [177°C (350°F) gas] for every 
four units of electrical energy (DC converted to 
AC at an assumed 100% efficiency). 

• Ten percent of the 177°C (350°F) heat from the 
first fuel cell can be recovered as e2°C (180°~) 
heat. 

o The heat exchanger is assumed to be 100% 
efficient. 

• Components of any size are assumed to be 
available. 



90kW (th) 180°F 

IOOkW(th) 
::150°F 

ELECTRICAL 
LOAD 
[800kWCell 

ELECTRIC 
FURNACE 

250"F 

3ox8 
kW(th) 

100+1.25x8 
kW(th) 

250"F 

0-olxe 
kW(th) 

THERMAL LOAD 
300kW(th) 

A79122B69 

Fig. 1. Schematic of Industrial HVAC System 

o The .coefficient of performance (COP) of the heat 
pump is 3.0. 

o The heat pump absorbs heat at 82°C (180°F) and 
produces heat at 121°C (250°F) (operates at 40% 
of Carnot cycle COP). 

o The electric furnace is assumed to be 100% effi
cient in converting elec.tricity to heat. 

~ System losses of pressure and heat are consid
~~~Q n~gl!gi~l~, 

Cost Data 

The capital cost data shown here (Table 1) are 
based upon official statements or projections.* 

Table 1. Annualized Costs 

Capital Operating 

Heat Exchanger :w 0 

Electric Furnace 25 400 

Heat Pump 150 400 

The units are in late 1979 dollars per kilowatt. 
The operating costs reflect the annualized charge 
£or electricity from the fuel cell at $0.05/kWhr. 

* EPRI, private communication, December 7, 1979; 
Rockwell International, Cost Algorithms, 
76-019-49-72, Atomics International Division. 
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No credit for by-products (thermal or otherwise) is 
taken in this charge for electricity from the fuel 
cell. No maintenance costs are assumed in these 
operating costs. The plant factor is 90% (downtime 
10%) for all three components and the fuel cells. 

We utilize the cost information and the equipment 
specifications to develop the performance equations 
and the cost equations for the components of the 
system (Table 2). The system constraint shown as 
equation 4 sets the boundary for the solution. 
Th"' PJ:Q~l.,..f!l ;!.~ MW to minimio::e the s1.1m of the sys
tem components (the Z equation) costs provided the 
system requirements are met (equation 4). For the 
system under consideration, the solution to the 
problem yields not only the minimum but also the 
value of g in the system. If g is not 0, then a 
heat pump is included in the minimum cost system. 
The 30lution is prc3cntcd in the. Appendix. 

U:3it\!; thl!: :~olv.:d vuluo2. of g of 0, 300:.62, we co.n 
solve for the other variables as follows: 

200 66. :!.li:1 Xe = 2g + 2.25 = 

Z . = $1.460 X 10° mJ.n 

Xhp = 3g xe = 76.434 

Xf (1-g) Xe = 40.764 

Xhx = 100 + 1.25 xe = 182.802 
.; 

Xhp + Xf + Xhx = 3QQ,QQQ 



1. 

2. 

3. 

4. 

5. 

Table 2. System Equations 

Heat Pump Performance 

Xhp = 3g xe (COP = 3) 

where g = fraction of electric output of second 
fuel cell to drive heat pump 

Xe electric output [kW(e)] of second 
fuel cell 

xhp ~ 90 + g xe (energy out < energy in) 

Heat Exchanger Performance 

xhx = 100 + 1.25 xe 

where xhx =heat output [at 121°C (250°F)] of 
heat exchanger in kW 

Furnace Performance 

Xf i Xe 

where i 1-g 

Xf heat output of furnace in kW 

System Constraint 

Cost Equations 

Heat Pump: costhp = (150 + 400g xe) xhp. 

Heat Exc.hanger: costhx = 20 xhx 

Furnace: costf = (25 + 400i xe) Xf 

~z (150 + 400g Xe) Xhp + 20 Xhx + 
(25 + 4001 Xe) Xf 
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Discussion 

Intuition might have led the HVAC designer to a dif
ferent choice of component sizes than the mathemati
cal approach would indicate. If we ·look at the 
capital costs (Table 1), the heat pump would seem 
too expensive on that basis. The designer might 
therefore reject the heat pump and just use the 
electric furnace and the heat exchanger. This 
would result in a system cost of $3 ciillion, $1.3 
million over the actual minimum using a heat pump 
(Fig .. 2). Of course, it is possible the designer's 
intuition is fortified by the knowledge that the 
heat pump provides thermodynamic and economic bene
fits by using low-grade heat. So he would include 
a heat pump - but what size is best? Choosing the 
wrong size could also result in annual million
dollar losses (Fig. 2). 

This example could be made more complex and perhaps 
more realistic by considering other possible fuel 
sources or prime moverR. Of course, burning pro
pane or No. 2 fuel oil is cheaper than having a 
second fuel cell; however, this may not be true 
20 years hence, particularly for remote location 
sites. Also, the system could be expanded to 
include these energy sources and boilers for using 
them. Thus, the methodology would remain the same. 

Conclusion 

Despite capital costs several times higher than the 
competition, the heat pump has a useful place in 
this fuel-cell-driven HVAC system (heating mode 
only in this example). As the example becomes more 
complicated (with, for instance, addition of cool
ing or discrete size components), the economic 
risks tend to become higher. Hence, where the 
total cost of owning and operating energy-conversion 
components becomes increasingly sensitive to costs 
other than the initial capital cost of the compo
nent, and/or as the total system becomes more 
complex, optimization techniques similar to that 
presented here must be employed.· The consequences 
of relying on intuition alone are too great. 
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APPENDIX 

Computer algorithms can be employed especially for 
more complex systems. However, this example is 
solved by hand for exposition. The minimum of the 
z function is found and then the values of all of 
the variables are solved at that minimum. 

Minimize Z = (150 + 400g xe) Xhp + 20xhx + 
(25 + 400i Xe) Xf 

subject to: Xhp + Xf + xhx 300 

Xhp 3g Xe 

Xhp <: <)() + e Xc 

xhx = 100 + 1 .?.'ix~ 

Xf = i lto 

~ Xhp + Xf + Xhx = 300 

Hy substitution of equations 2, 4, and 5, 

200 
Xe = 2g + 2 .2:.; 

e Z (150 + 400g Xe) xhp + 20xhx 
+ (25 + 400i Xe) Xf 

Z = xe2 (1600g2 - 800g + 400) 
+ XC (425g + 50) + 2000 

dZ = 2xe 
<!xe 

(16oog2 - 800g + 400) + xe 2 0 
dg dg 

(3200g 800) I 
. c1Xp 

(42Sg + 50) erg .,. 425xe 

200 
II> Xe = 2g + 2.25 

dxe = -400 (2g + 2.25)-2 erg 

(1) 

(2) 

(3) 

(6) 
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dZ 
Cl dg = 2 ( 

200 ) [ -400 J 
2g + 2.25 (2g + 2.25)2 

x (1600g2 - 800g + 400) 

+ ( 2g !0~. 25r (32GOg - 3C10) 

+ [c2g ~4~~25)~] (425g +so) 

( 
2tl0 ) 

+ 4/'i :Lg + £.£:.; 

dZ ~ 0 (fuL mlulmum) 
dg 

~- (4oo)
2 

(1600g
2 - 800g + 400) 

I (Zt!, + 2. 2.3) (200) 2 (3200g - 8UU) 

+ (~g + ~.~5) (-400) (425!!. +SO) 

~ - 16 (i600g2 - 800g + 400) 

+f.J (7(l+ 7.25) (J:!OOp; 800) 

- 0.04 (2g + 2.25) (425g +50) 

+ 8.~ (:.ig + 2.25)2 = 0 

2.56 X 104g2 + 1.28 X 104g - 6400 

+ (8g + 9) (3200g - 800) 

- (2g + 2.25) (17g + 2) 

+ 8.5 (4g2 + 9g + 5.0625) 0 



~ - 2.56 X 104g2 + 1.28 X 104g 6400 

+ 2.56 X 104g2 + 2.24 X 104g - 7200 

- 34g2 - 42.25g + 4.5 

+ 34g2 + 76.5g + 43.03 = 0 

3.523 I 104g - 1.355 X 104 0 

1. 355 
g = 3.523 = 0.38462 

Second i)erivative 

dZ I 10
4 J 

dg =Lc2g + 2.25)3 

d2z 104 (3.523) 
dg2 = (2g + 2.25) 3 

(3.523g - 1.355 X 104) 

-4 
+ 104 (3.523g - 1.355 X 104) (-6) (2g + 2.25) 

[(2g + 2:25) (3.523) - 21.14g + 8.i3 x 1o41 

104 X __ .:;..;_ __ 

(2g + 2.25)4 

(7.05g + 7.93- 21.14g + 8.13 X 104) 

104 
X---=----. 

(2g + 2.25)4 

(104) (- 14.09g + 8.13 X 104) 
(2g + 2.25) 4 

Real and positive for 0 ~ g ~ 1 

.·. Z minimum in the relevant range. 
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CONTROL STRATEGIES FOR DUAL TEMPERATURE SOLAR HOT WATER SYSTEMS: 

AN EXPERIMENTAL COMPARISON 

R.L.T. Wolfson and H.S. Harvey 

Department of Physics 
Middlebury College 
Middlebury, Vermont 05753 

ABSTRACT 

Two identical solar collector systems were operated side by side for a 
67 day period. Data acquisition and control of both systems were 
accomplished by a minicomputer. Each system included two storage 
tanks. One system's control strategy kept its two tanks at the same 
temperature, simulating a single tank. The other system employed 
a dual temperature strategy designed to·allow greater flexibility 
in adjusting to varying insolation. The dual temperature strategy 
showed a modest 4% gain in energy delivered to a load. 

INTRODUCTION 

Dual temperature storage capability in solar col
lector systems permits the use of flexible control 
strategies resulting in more effective utilizntion 
of available insolation. Dual temperature storage 
can be regarded as a means of artificially enforc
ing a chosen degree of stratification or as a way 
of expanding and contracting storage volume as 
conditions dictate. In any event, dual temper
ature storage allows closer matching of load 
requirements with insolation as each varies. 

Complex control strategies are often evaluated and 
even optimized using numerical simulations. But 
there remain difficulties with simulations capable 
of covering long time periods while properly han
dling short time scale events associated with 
control operations such as valve and pump cycling, 
and with heat capacities of system components. 
Experiments with real hardware include all these 
effoctc. Exoopt for contEol of mctoorologio~l 
inputs, a real system may be made nearly as 
flexible as a numerical simulation through com
puter control and data acquisition. Finally, side 
by side operation of identical systems under 
different control strategies permits direct 
experimental comparison of performance under given 
meteorological inputs. This paper describes the 
results of an experiment in which dual temperature 
control strategy is compared with a more conven
tional strategy. 

EXPERIMENTAL APPARATUS 

At Middlebury College a pair of identical solar 
collector systems is operated side by side, ex
posed to the same meteorological inputs, but under 
different control strategies. Data acquisition 
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and control for both systems are handled by a mini
computer (DEC PDP llV03) so that changes in con
trol strategy may be accomplished by simple soft
ware modification. The systems are amply provided 
with temperature sensors (Fenwal UUT43Jl curve 
matched thermistors) and other environmental 
sensors as well as with computer controlled 
solenoid valves and pumps, so that a wide variety 
of control strategies may be tested. Each system 
consists of a single flat plate collector (Columbia 
Chase model 4394) with 2.1 m2 net area, pump, 
valves and other plumbing, a large storage tank 
of 151 liter (40 gal.) capacity, and a small 
storage tank of 57 liter (15 gal.) capacity. 
Systems are pressurized to 1.4 x 10S nt/m2 
(20 psi). Flow rate during circulation is 
0.05 liters/second (0.8 (;PM). Figure 1 shows a 
diagram of one of the two identical systems. 
Inclusion of two tanks in each system allows 
implementation of dual tP.mperature control 
strategies. 

CONTROL STRATEGIES 

During the fall of 1979, an experimental test of a 
dual temperature control strategy was conducted. 
Both systems were operated with identical criteria 
for switching circulation. Pumps were turned on 
when collector plate surface temperature exceeded 
the temperature at the bottom of either storage 
tank by a turn-on differential of 6° c. Circula
tion was stopped when collector outlet temperature 
fell within a 2" C turn-off differential of the 
bottom of the cooler storage tank. In system A 
valve switching was used to maintain the two tanks 
within 1° C of each other, thus simulating a single 
unstratified tank. (There was, however, consider
able stratification within the individual tanks, 
necessitating the large number of thermistors in 



the tanks.) With circulation on, ~ystem B's con
trol strategy attempted to heat the small tank 
toward a target temperature of 45" C as long as 
collector outlet temperature exceeded the tempera
ture at the bottom of the small tank by more than 
2° C; if this condition was not met, circulation 
was switched to the large tank. If target tempera
ture was reached in the small tank, the large tank 
was heated to target temperature, whereupon both 
tanks were kept within l" C of each other as in 
system A. Prior to the experiment both systems 
were operated under the single temperature strategy 
for several weeks to confirm that they behaved 
identically. 

SENSOR 

~ SOLENODJ VALVE 

• 

Pig. 1. SyRtem ~iagrAm nf nnP 

II A INS 
WATER 

of i!llo idcni:!ioal oyotorno. 
Not shown are relief valves, 
expansion tank, han~ VAlvF!R, 
as well as load draw tank 
which is common to both 
systems. All valves are NC 
confi<;Juration except for 
dump valves near collector 
which are NO to provide 
freeze protection. 

120 liters, constituting more than half the system 
volume of 208 liters (55 gal.) were drawn from each 
system daily. At 0700 and 1700 hours 50 liters 
were drawn, while 20 liters were drawn at 1200 
hours. Loads were drawn in 10 liter quanta, 
alternating between the two systems. Circulation 
was stopped when water was actually being drawn 
from a system, and valving configured so that water 
drawn from the top of the small tank was replenish
ed with water flowing from the top of the large 
tank into the bottom of the small tank. The large 
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tank, in turn, was replenished with mains water 
flowing into its lower section. Prior to each load 
draw mains water was run down the drain until its 
temperature stabilized, so that makeup water tern
perature was the same for both systems. Because 
only discrete multiples of 10 liters could be drawn 
with the present equipment, no attempt was made to 
mix hotter and cooler water to achieve a desired 
load temperature. Rather, the solar heated water 
was assumed to fall short of the desired load 
temperature, here taken as so• c. This assumption 
is generally appropriate for any reasonably sized 
solar hot water system in our Vermont location 
during all but the summer months. Load temperature 
was monitored almost continuously as water left 
the storage tank. An average load temperature was 
then calculated. 

Switching differentials, target temperature, load 
draw schedule, and other control parameters were 
~ho~~~ on th~ ~~¥i~ nf ~~~llr ~Yr~rj~nr@ 1.rf.th the 
~;ybtorn. No att'o>rnpt h;~,; yet bo<:>n mado to opt.i.mi..'l:" 
these parameters. 

'l'hP .r<".tj.on<'lP f0r thP. ~ttAl tP.mpf;'rat.n:rP r.ont .. rnl 
~tro.tcgy is twofulu. Fir!JL 1 lteallug a Lclaliv~ely 
small volume of water quickly may make delivery 
near desired load temperatures more likely. In 
this sense the dual temperature strategy seeks to 
rn;.mimi~.tu unu.<·•~y ~1u~l.i.ty "·ath<Jt' than ',j'.I;.Ln~i Ly. On 
the other hand the presence of a large volume of 
cool water means the dual temperature system may 
meet the circulation criterion during periods of 
of mArg.inAl .inRnlat.i.nn when thf'! Ringle temperature 
system does not, although energy collected at such 
times is of lower quality. 

A simple analysis based on extreme cases should 
~Ql;'"'HQ t-Q i llqt;t-rp_t-~ ~it-n~t:i.nn~ in 1oJhir:-h t-hP- nn;:ll 

temperature strategy is both a realistic and 
practical alternative to the single temperature 
strategy. First, consider the case when total 
daily load ic fo.r loGG than.thc volume of the 
sma] 1 tank alone. Hf;'J:"e the ch.tal tempP:rotnrP. 
oyotom oporatoo primarily ao a oin9'lo tnnlt oyotgm, 
with the small tank alone being active. The small 
t«nk i R Adf'!quat.F! to mf'!F!t load nef'!ds, and because 
of its smaller volume it delivers hotter water. 
This case is uninteresting from a practical stand
point because it implies simply that the storage 
capacity ot the two tanks together. anq ~ndeed of 
the smali tank alone, is grossly oversized in 
relation to the load. However, the case does show 
that the dual temperature system excels in some 
paramet:er range, albeit: due 1:0 pour sysl~:m ~:uylu
P.P.rin<;J. At thP. nt.hP.r F!xtrP.rnP., when the daily load 
vastly exceeds the storage capacity of both tanks, 
lower collection efficiencies associated with 
hotter storage and the insignificance of the 
smaller tank volume relative to the load combine 
to eliminate any advantage possessed by the dual 
temperature strategy. Between these extremes lies 
the range of interest. As meteorological inputs 
vAry t.hF! flF!xih.i l.i.ty of thP. dual temperature 
system means that it may often, although not 
always, provide hot water better matched to load 
requirements. That it might do so in a single day, 
starting from cold storage, is evident. Whether 



any long range advantage persists depends on 
meteorology, load requirements, and details of 
the control parameters. 

EXPERIMENTAL RESULTS 

The present. experiment was begun on 12 October, 
1979; this paper reports results through 17 
December. Data from all sensors were taken 
approximately every five seconds and averaged 
over 10 minutes. The 10 minute averages, along 
with status of system control signals, were stored 
on a floppy disk. Every two weeks the disk was 
dumped to a larger computer for analysis. A data 
summary was also printed hourly as the experiment 
proceeded, and control signal status was always 
availab~e through an LED display on the data 
acquisition and control inter£ac.;e unit. Absolute 
accuracy of temperature and energy measurements 
except for outdoor ambient was approximately 1%. 
However, comparisons between the two systems could 
be made to better than 0.5%. 

Insolation was measured with an Eppley model PSP 
pyranometer mounted in the collector plane, 
o~iP.nted south and inclined at 45°. The inclin
ation angle is approximately the site latitude. 
Pyranometer output was connected through a 
precision instrumentation amplifier to the data 
acquisition system. 

Insolation during the experimental period was 
mediocre, averaging 39% of clear sky values for 
this time of year. A plot of duily insolation 
is shown in Fig. 2. 

!2 25 

' .., 2! 

z 
E! 
I-
< 
...J 
0 

"' ~ 
>-
...J 

< 
0 

Fig. 2. Dnily insolation, in megajoules 
per square meter, measured in 
the collector plane. 

Although load temperatures and calculated solar 
load fractions were low, the extreme variability 
of the insolation probably worked to the advantage 
of the dual temperature strategy because the sys
tems usually started from low temperatures on the 
occasional days ·of high insolation. More generally, 
since the dual temperature system is designed for 
flexibility in the face of varying inputs, the 
experimental period represents the sort of con
ditions unrlP.r which the ·dual temperature strategy 
should be effective. 
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Data for each day was summarized in graphical form 
permitting detailed analysis of the operation of 
each control strategy. Figure 3 shows a day when 
the dual temperature strategy did substantially 
better. 

1200 
INSOLATION 

WATTS/N1 

0 
50 

151 L TANK 

TENP, C 

15 
50 

57 L TANK .,. ... --.----, 
;" ' 

TENP, C 
/ 

15 --- .... 
30 

TOTAL ENERGY 

FRON 15 C 

10" .JOULES 
0 

PUNP DUTY 100 

CYCLE, I( 

0 
6 8 18 

SOLAR INPUT/SYSTEM. ht..l 41.8 tW.fll,f8.TEio!P. 7.1 

ENERGY COLLE.CTEO, NJ 
ENERGY DELIVERED 
SOLAR FRACTION 

SYSTEN A--
1q.s 
5 
.29 

SYSTEN 8---
19.8 
6.9 
.39 

Fig. 3. Data summary for 16 October, 1979. 
Insolation is measured in the 
collector plane. Solar fraction is 
calculated on the basis of a desired 
load temperature of 50° c and a 
starting temperature of 15° C, and 
is the fraction of the load actually 
supplied by the solar system. All 
energies are measured in megajoules, 
based on zero at 15° C. 

Notice that system B, the dual temperature system, 
collected only 2. 5% more energy than system A-, but 
delivered 38% more to the load. The difference 
in performance is due to the availability of hotter 
water from system B's smaller tank, a fact which 
becomes clear when one looks at the plots of tank 
temperatures. 16 October, the day shown in Fig. 3, 
is an exceptionally good day for the dual tempera
ture strategy. This is because of low starting 
temperatures, a result of poor insolation on the 
preceding days, and the high insolation on this 
day. However, intermittent morning sunshine meant 
that the dual temperature strategy did not become 
fully effective until about noon. This can be 
seen because system B's large tank did heat during 
the morning, indicating insufficient insolation 
to heat the small tank continually. Furthermore, 



the dual temperature strategy achieved target tern
perature in the small tank at about 1500 hours, 
and again switched to heating the large tank. 
Thus the effect of differential tank heating wn:s 
achieved largely in the three hour period between 
noon and 1500 hours. Although one might expect 
substantially better results on a clearer day, 
analysis of plots like Fig. 3 shows that truly 
differential heating never occurs for more than 
about three hours, so that 16 October is close to 
optimwu for the dual temperature strategy with 
present operating parameters and hardware. 

An objection to the dual temperature strategy is 
that although the small tank supplies hotter water 
at the first load draw since it was heated, it is 
replenished with colder water than its counterpart 
in the single temperature system. This effect is 
seen clearly at the 1700 hour load draw in Fig. 3, 
where the temperature of system B's small tank 
falls sharply, while system A's hardly chanqes, 
::>ystefil A's lar<:Je tank, on the other hand, falls 
more than system S's. Meanwhile the energy contents 
of both systems fall by the same amount, and 
indeed track nearly identically all day. On this 
particular day both systems end the day on an equal 
footing, but there are occasions when system B ends 
up at a disadvantage. Energetically, this loss is 
due to the relative inefficiency of the higher 
collection temperatures experienced in system B. 
Because of it, one should expect system A to out
perform system B on days of low insolation follow
ing days when system B did better. Figure 4 shows 
such a day, which occurred two days after the day 
of Fig. 3. (The intermediate day was one in which 
system B delivered 6% more energy than system A.) 
Notice that system B actually collected more energy, 
although it delivered less to the load. While the 
difference in system performance is not substantial, 
a nwnbeL· or such days following a single good day 
for system B can nearly offset the gains made by 
the dual temperature strategy. Similarly, a long 
overcast stretch puts the two systems on an equal 
footing, ancl. furt:l'ler dilutes the average gain of 
the dual temperature system. 

The net result of the experimental comparison 
between the two control strategies is summarized 
in Table 1, which shows average performance for 
the entire 67 day experimental period and for two 
subsets of this period. 

TABLE 1. SYSTEM PERFORMANCE 

Data Average Ener<:Jy Delivered,· Sys. 
Subset Insolation, MJ/Day Gain 

l'lJ/M2/Day Sys. A Sys. B 

All 8.0 5.40 5.63 4% 

#1 14.0 3.83 4.43 16% 

#2 7.0 5.14 4.97 -3% 

B 

56 

\200 
INSOLATION 

IIATTS/M1 
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TEMP, C 
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TEMP, C 

t5 ~---~~~~~~-~~~~~--i 
30 

TOTAL ENERGY 

FROM t5 C 
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PUMP DUTY tOO 
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7.7 
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Fig. 4. Data summary for 18 October, 1979. 
That energy delivered exceeds energy 
collected indicates that load was 
supplied partly from energy collected 
on previous days. 

For the entire run the dual temperature st.r.at.egy 
achieved 4% better performance than the single 
temperature strategy, as me;u;urecl by the . .nmo1.1nt 
of energy delivered to the load. For both systems 
the solar fraction was low, being 32.4% for system 
A and 33.7% for system B. The average duty cycle 
for system A's pump was 17.8% between 0600 and 
1800 hours, compared with 18.6% for system B, so 
that syst:em B was collecting energy more of the 
t:irne. Lle~;pitc the higher duty cycle, system B 
collected less than l% more energy than system A, 
b~r.:<~•.ls<a of lO!l:'i(·!~ o:lue ·to higher collection tempera
tures. Thus system B's advantage in load energy 
delivered is due not to more energy collected but 
to the availability of higher temperature water in 
the srnal.l tank. 

To clarify the nature of those days on which the 
dual temperature system excelled, two subsets of 
data were considered. Subset #1 was somewhat 
arbitrarily defined as those days on which the 
solar fraction of load supplied by system a exceed
ed that of system A by 0.02 or more. (This is 
roughly equivalent to system B's delivering at 
least 0.40 MJ more than system A.) There were 14 
such days, representing the best performances of 



the dual temperature strategy relative to the 
single temperature strategy. As Table 1 i~dicates, 
average insolation for these subset #1 days was 
nearly double the average for the entire run, but 
energy delivered to the load was substantially less. 
This suggests that the dual temperature strategy 
does best on sunny days following long periods of 
poor insolation, when water temperature is low. 
Further confirmation of this trend is made by 
noting that only three of the 14 subset #1 days 
followed within two days of another subset #1 day. 
There were a number of occasions when subset #1 
days were followed by other days of high insolation, 
but except for the three cases mentioned, those 
subsequent days were not exceptional ones for the 
dual temperature strategy. The dual temperature 
system clearly thrives on extreme variability 
in insolation on a daily time scale. 

Subset #2 shown in Table 1 consists of those days 
when system A delivered more energy than system B. 
Again, there were 14 days in this subset. 12 of 
the 14 followed within two days of a subset #1 day, 
showing that gains made by the dual temperature 
strategy are somewhat offset during subsequent days. 
Of the two exceptions, one followed immediately 
after a day that almost qualifiP.n for subset #1, 
and the other occurred three days after a subset #1 
day. Although average insolation for subset #2 was 
slightly below average for the entire run, subset 
#2 days varied from completely overcast to nearly 
clear, suggesting that their proximity to subset #1 
days, rather than meteorology, determined system 
performance. 

The analysis by subsets shows that the dual tempera
ture control strategy must be evaluated over many 
days. For the insolation pattern during this 
experimental run, that evaluation shows the supe
riority of the dual temperature strategy. 

CONCLUSION 

The dual temperature control strategy examined in 
this experiment showed a modest gain of 4% in energy 
delivered compared with a more conventional strategy. 
This gain is attributable to the increased flexi
bility with which the dual temperature strategy 
L·cuvumlu to changing insolo.tio:.tL Thi3 5imple ex
periment, in which no attempt was made to optimize 
control parameters, suggP.s t.s t.hat complex control 
strategies, based perhaps on microprocessor control 
systems, may contribute to a modest improvement in 
solar collector system performance. 
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ABSTRACT 

Optimal controllers of the second kind can provide 
significant increases in the amount of useful 
energy gained as compared to that provi.ded by bang
bang controllers. Theoretical increases range from 
5% up to over 50% depending upon t_he c_ltmatolo9ical 
data used [1]. The purpose of this paper is 1) to 
investigate practical constderati~ns which may cut 
into this increased performance and 2) to offer 
possible solutions to these implementati.on type 
problems. 

CONTROL SYSTEM DESCRIPTION 

Optimal controllers of the second kind represent 
controllers that maximize the difference between 
the useful energy collected and the pumping costs 
associated wi'th collecting solat· energy [1]. This 
is equivalent to maximizing the cost functional 

J = Jtf {Qu(m) - P(m)}dt 

to 

where Q rerll·esents useful energy gained, m is mass u . 
flo~1 and r represents parasi"ti.c losses due to oper
ating the pump. If one a!sumes that the parasiti~ 
losses are a function of m3

, tne optimal control 
strategy is 

m = F'
2 

WLAc1[2Cp(F'-FR)J 

where 

FR = F' - (3C5IC4f) 114 

If insolation is measured, f can be determined 
from 

If the outlet temperature is measured instead, f 
can be calculated from 

f- mCP(T0 -Ts)IFR 

if the pump is on and 
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If the pump is off. 

It is worthwhile to try to gain some intuition in 
the above formul~tion before proceeding. Substi
tuting into ttie m equation we get 

m = F I 2u A I 2C ( 3C5) 1 I 4 ( 1 ) 
L c p C4f 

or 
• 114 

k(~) (T -T )114 
FR o s m - (2) 

~~hereas the bang-bang type controllers select m 
to be full on or full off based upon 6T, and pro
portional controllers pick m as a const~nt times 
6T, the optimal controller will select mas a 
function of 6T and the mass flow at that particu
lar moment. Ttiat is, the optimal controller uses 
information concerning available energy as well as 
~T to determine the new m. Ostensibly, this could 
seem like a distinct advantage over the straight 
proportional controller. One must remember, how
ever, tnat the proportional controller will get 
available energy information albeit, indirectly. 
That is, a relatively large 6T indicating that a 
large mass flow is required would soon decrease if 
tfie avai:lable energy was low. While the optimal 
controller would ·determine this immediately by vir
tue of using m in the feedback equation, the pro
porti"onal controller will effectively find this out 
as ~T decreases. Furthermore, inconsistent outputs 
sucfi as large LIT's and low mass flow rates will 
only occur when the system is first turned on or 
if the inputs are changing dramatically. During 
normal operation, 6T is itself an indication of 
available energy since mass flow is determined by 
it. In the dynamically slow world of solar systems, 
then, one would not expect to see much difference 
between proportional and optimal controllers of 
the second kind. In fact, proportional controllers 
may have an advantage in some cases. 

IMPLEMENTATION OF THE OPTIMAL CONTROLLER 

In order to put the problem of implementation in 
perspective, it is necessary to get some idea of 
how this version of the optimal controller com
pares with other types of controllers, in 



particular bang-bang and proportional controllers. 
The computer model for this simple comparison· con
sisted of a single collector with storage inside a 
small insulated building. The collector was run 
for low, average, and high solar insolation days.· 
Insolation and ambient temperatures were modelled 
with simple sign waves. All controllers were · 
"tuned" to some extent and had the same maximum 
flow rates, 100 kg/hr. Results are shown in 
Table l. 

The performance increases expressed as a percent 
gain of optimal over the other controllers are 
in Table 2. 

The point to be made here is that the optimal con
troller shows significant gains over the bang
bang controller; however, the increase over the 
performance of the proportional controller is 
minimal. Therefore, any problems incurred during 
the implementation of the optimal controller whi~h 
result in the incorrect amount of gain for mass 
flow determination will make the system perfor
mance inferior to the proportional controller. 
With this in mind, let us consider the control 
equation, Eq. (1 ). 

There are two major assumptions m(lde fOr the im
plementation of the optimal controller. First ts 
that one assumes that all the parameters involved 
are known and that they are constant. Secondly, 
the assumption was al~o made that pump losses 
were proportional to m3

• The validity of these 
assumptions determines how truly optimal the sys
tem performs; therefore it is worthwhile to see 
how these systems react to variations of the 
nominal parameters. The parameter of Eq. :(_1} · 
which would have the largest variance is the heat 
loss coefficient u

1 
• Variations of 50% or more 

may be possible due in large part to the wind 
conditions. Table 3 gives results for performance 
while varying Uh ±50% from the nominal condi,tions 
for the differe t controllers. 

The point to be made here is that the optimal con
troller still performs quite well as compared to 
the bang-bang controller, however, the proportional 
controller actually performs better in some in
stances. The proportional controller, which was 
tuned for the medium insolation days, keeps the 
same value for feedback gain. The opti~al con
troller was also tuned for the same typ1cal day, 
but the variation in the U~_ value from the nomi'nal 
value used in the controller gain is enough to 
affect its performance the small amount indicated 
above. The percent increase in performance over 
ti1e proportional controller is now +.5% to -.9%. 

The other assumption made during the development 
of the optimal contr9ller is that the pump losses 
are proportional to m3

• This is more than likely 
a good assumption for large systems with heat ex
changers. In many cases, however, the flow in 
the collectors will be laminar and therefore the 
losses will be proportional to m2 for at least 
part of the system. How this affects the vari.ous 
control system~ is quite minimal for energy pro
portional to (m) 2

•
5

• For the optimal versus the 
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proportional controllers were within .3% of one 
another. And, as one might expect with lower pump 
energy charges, the bang-bang controller fairs · 
better than before, reducing percentage increases 
of Table 2 to 24%, 2%, and - 0% for low, medium 
and high insolation respectively. 

Using the computer model as a basis, then, we can 
thus far conclude that under nominal conditions, 
the optimal controller will outperform bang-bang 
controllers, by a substantial margin and outper
form proportional controllers by a very slight 
amount. For off-nominal conditions, proportional 
and opttmal controllers still outperform the bang
bang controller, but the difference between the 
former two controllers is even smaller than 
l:iefore with the advantage sometimes going to the 
proportional controller. The remaining question 
to be asked, then, is would it be worthwhile to 
try to enhance the performance of the optimal 
controller by having an up-to-date value of UL 
such as could be provide,d by an ops~rve,r? 

To determtne the potential enhancement by using 
observer techniques on UL is a two part problem. 
First, fiow much could the perft,rmance be improved? 
Secondly, is UL observable using the present data 
or would tt require additional measurements. An 
indication of the answer to the first question 
ts to note the variation of the (m/FR) 1

/
4 term of 

Eq. (2) as a functi'on of UL. This will give the 
amount of variation in the feedback gain for the 
optimal controller. For 

(m/F ) 1/4 = , ____ m ____ ) 1/4 
. R .mC F'U A 

rrCl - Exp - ~) 
L c mCP 

ThP. nnrmal i 7P.d rP.stil ts for thrP.e eli fferP.nt mass 
flows are shown i"n Table 4. 

One can see that even if one had correct values, 
the effect on results would be minimal. Computer 
simulati'ons also show little or no improvement. 
In answer to tne second question one can formulate 
th·e ooserver in the following manner. 

mk2 
f=x=r=-n-, · 1 s x

2 

f 2 = x2 = UL = 0 

f 3 = x3 = HT( T~) = 0 

xl 

klx2 
P.Xfl - (-,-) 

m 

y = 1 0 0 (x2) + input terms 

x3 



Contra 11 er 

Bang-bang 
Proportional 
Optimal 

Controller 

Bang-bang 
Proportional 

Bang-bang 
Low Insolation 
Medium Insolation 
High Insolatfon 

Proportional 
Low Insolation 
Medium Insolation 
High Insolation 

Optimal 
Low Insolation 
Medium Insolation 
High Insolation 

UL = +!>U% 

Ul = Nominal 
UL = -50% 

ECOLL 

4319 

5296 

5399 

I . 
TABLE 1. ENERGY CALCULATIONS 

Daily Insolation (kwh/m2day) 
2.0 (lOW) 4. 8 (MEDIUM) 9.0 (HIGH) 

EPUMP ENET ECOLL EPUMP ENET ECOLL EPUMP ENET 
1279 3039 15830 2300 13529 32412 2692 29719 

65 5231 15920 318 15601 32321 898 31422 
149 5250 15948 344 15604 32128 586 31542 

TABLE 2. PERFORMANCE GAIN OF OPTIMAL CONTROLLER 

2.0 (LOW) 

72% 
.3% 

Daily Insolation (kwh/m2day) 

4. 8 .{MED.IUM) 

15% 
.0% 

TABLE 3. EFFECTS OF VARIATIONS ON UL 

-50% -25% 0% 

4027 3506 3039 
1529.4 14383 13529 

32485 31057 29719 

6613 5884 5231 

17756 16630 15601 

34490 32894 31422 

6550 5866 5250 

17717 16617 15604 

34687 33057 31542 

TABLE 4. NORMALIZED EFFECT OF UL VARIATIONS 

25% 

2605 
12735 
28468 

4643 
14651 

30052 

4696 

9.0 (HIGH) 

6.1% 

.4% 

50% 

2205 

12014 

27310 

4111 
13766 
28764 

4191 

14669 13802 

30130 28810 

MASS FLOW (kg/hr) 
100 50 10 

1. 005 1. 00~ 1.02 

1 1 

,998 . 991 . 951 
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Note that the first equation is nonlinear and that 
the state variable Ht(<a) must be included since it 
is not being measurea. To determine the observ
ability, linearize the equation and then apply the 
observabil ity criterion. Doing this in general 
terms we get 

af af1 af1 af1 
ax = ax;- Clx2 Clx3 

0 

0 

0 

0 

The observability 

0 

()fl 3f1 
ax1 llxr 

0 

0 

matrix becomes 

0 

()fl 
Q)\3 

af1 2 
(F.]) 

af1 Clf 1 af1 af1 
ax., i.lx2 ax1ax3 

The rank of this matrix is two and therefore not 
of full rank. Mathematically, this means the 
system is not observable. intuitively, it means 
that an observer can not tell the difference be~ 
tween the sun going behind a cloud (lower HT(Ta) 
and the wind increasing (HL increasing). Note 
that if we were to measure HT{Ta) the top row of 
the observabil ity matrix would become (1 0 1) and 
the system would be observable subject to the 
values of state variables at the particular time. 
The net result, then, is that it would require 
more instrumentation for a very mi·nimal amount of 
increased performance. 

CONCLUS I OilS 

Optimal controllers of the second kind can provide 
a substantial performance increase over tha.t of 
the conventional bang-bang controller even when 
considering that some parameters may be off nomi.na 1. 
The performance difference between the opti:ma 1 and 
proportional controllers, however, is very slight 
and off nominal conditions do not affect "thi·s · 
conclusion to any significant degree. If observer 
techniques were to be emp'toyed to determine par
ticular parameters used in the optimal controller, 
additional instrumentation would be necessary and 
the payoff would be minimal. 

NOMENCLATURE 

F' collector efficiency factor 
UL collector heat loss coefficient 

Ac collector area 
cp specific heat of fluid 
FR heat recovery factor 

G2 

available energy 
collector outlet temperature 
storage temperature {inlet temperature) 
ambient temperature 
incident insolation 
transmissivity - absorbtivity factor 
heat loss coefficient x area of storage 
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ABSTRACT 

in this 'f'~er a fomalism is developed, using 
analyt:c teclmiquc~ for in::oratin!; t]te cont:-ol .problem 
of passi\·e sobr cncr~· system., K:i.t.h the desig;n proce
dures. TI1e model e1r.phasizes structure~ consisting of 
composite "'alLs a::d o.l<>.mr.nstrates hc11v their dynamics are 
related tu the co:ttrol. T!w general approach is •vel.l 
suited for applic:J.tion of classical frequency domain 
control theory. 

The theory is aug'r.ented by several examples, whim 
demonstrates the interaction bce-;een the cont..rol func
tions and the building dynamics. The frequency domain 
analysis provides physical insight into the thennal 
resp01~e of passive solar buildings. It .is sho~<n that 
con~osite wall structures can reduce the undesired 
high daily temperature s"'i:1gs of building without effect
ing the overall heat gain. 

INTRODUCTIO:\l 

. Passive solar energy systems have been succesful 
m reducing the heating and/or cooling loads of 
buildings by utilizing t!1e time variation of clir.latic 
forces, particularly the solar f1v..;;. Some of thr: 
exisiting passive structures e:-.-perience large dail"." 
temperature Slvings [1], 1<hid1 have to be cor:~:Jensated 
for by the introduction of m::maged neat sources 3!.d/or 
sinks or some other fonn of con trollers. Usually t!:e 
control_stategy in passive buildings is not part of 
the des1gn but on afterthought. Contrcllers interact 
w1th the building dynamics like any other driving 
forces and therefore shoulJ be an integral part of U1e 
design. 

In this paper a fonnalism is developed •~him :Jro
l?erly accounts fpr the control function. The emphasis 
1s ~ot on the derivation of a particular control 
strategy but on the physical insight into the inter
action of control forces 1vith the building dynamics. 

Developing a simple, yet integrated approach to 
th~ design_ an~ control of passive solar buildings re
qulTes an lnt~mate knrnvledge of U1e complex interalations 
?f the solar inputs, the thermal response of the bUll
Ing, and the control memanisms employed. Within ;um 
an approa7ht. the c!esi¥T' aspect involves selection of 
proper bu1lc11ng matenals and oeneration of bu11dina 
specifications (e.g. orientati~n). TI1e control asp~ct 
relates s:rnthesis of daily control strategies for 
botl_J auxiliary pcMerec! devices (sum as heat sources or 
athc fans) and more passi\·e devices (such as ••indC'< 
covers.or_ni~ht insulation). For both design 31.1d con
trol, lt 1s 1rnperativP. to have available a dynamic 
model for the entire passi.ve solar system. 
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The model to be used in this studv is based on 
the premise th::Jt more: rigorous, anal~·tic approach 1>ill 
leac. to a more accurate, more physically understantlable 
solution whim is :1dapt.able to design and control 
studies and l>hich yields 3 more efficient corr.pute:- code 
for specific calculations. 

In Section II a general model for the thermal 
response of the p:lssi\·e buihling will be introduced. 
1he di.fferenti::Jl couation for Ul"' "rcom tcr.l)1erature" 
will be solved usir{g L:1pl3cc tnmsform tecl~1iquc. 
Submodels repre~enting the heat. floh· through compo~ite 
1;alls and tltc control fucntion 1d 11 be derived. 
Section III inclt:d~s three exaJm,le;; of the utilitv ,,;: 
the gener::Jl 3ppro3.:h. .-\brief suuunary is prcsentf'd 
in.Section IV. 

II. PASSiv"E SOLAR E·:ERGY !·ODEL 

A model for the room temperature eR of a simple 
enclosure consisting of walls (including' ,;indrn,•s), a 
roof and a floor may be described by a first order 
differential equation of the form~ 

(1) 

Here, C represents a control Jr.<.•dtanism or managed heat 
sources. The summation indicates the totality of heat 
flrn<s into ~~e room through each side of the enclosure 
where A,-, is the surface area of the side. The room 
temperature is, in general, a function of space and 
time but, for the present discu<sion 11e shall limit 
ourselves to a ro·om 1vith spatially uniform temperature. 

Eam of the terms on the r .h.s. of Eq.(l) ate 
themselves modelled bv various time depenaent express
ions. Some are described by relatively simple algebraic 
relations ~<hile other submodels require ordinary or 
p~rtial differential equations. 

The general approad1 to the solution of Eq.(l) is 
conceptually straizht f;n"'ard: 

i. Take the Laplace trans form with respect to time 
of Eq. (1) and of the express ions describing the 
various submodels. In particular,-Eq.(l) in frequency 
domain becomes: 

(2) 

ii. Solve the subrrodel expressions in uu: frequency 
domain. 

iii. Substitute su!Jr,odel solutions into Eq. (2) and 
solve for SR. 

iv. Use this expression to analy:e the control 
problem in the frequenc:· dor.min or take U1e inverse 
transform to the t~n~ dcmain. 

* A list of s~lrbols is provided in Appendix A 



Before we proceed with the examination of the 
submodels it should be pointed out that equation (1) 
·a>Uld be expanded to include additional tenns repre
senting various physical phenomena (e.q. heat·gen
erated by lights and machinery, etc.),- Each of 
these terms would be treated as an additional submodel 
leaving the entire approach unchanged. 

In the modeling of the .enclosure extensive con
sideration \{ill be given to· composite wall structures. 
It is hoped that by properly distributing the capacitive 
and resistive materials ldthin the wall one can influ
ence the tine lklays and the temperature fluctuations 
in the interior of the building. 

A. Submodel for the Heat Fl()of Through a Composite Wall 

Let us consider the heat transfer through a com
posite wall (the p-th wall) shown in Fig. 1. Each of 
the slabs have different thermal characteristics and 
the entire wall is driven by time dependent forcing 
functions, FpP and fpi, at the exteri nr ~nc:l interior 
su.....faces. 

COMPOSITE P-th WALL· 

9 N 

OUTSIDE 
SURFACE 

INSIDE 
SURFACE 

X•O 

Fig. 1. Composition of the p-th wall consisting 
of slabs with different thermal characteristics. 
F and F . are the external and internal driving pe p1 
functions 

The thermal diffusion equation dtaracterizing the 
q-th slab of the p-th wall is written: 

(3) 

The first step in obtaining a solution is to ta.'-e 
ti1e Laplace transform with respect to time; 

A 1 aJ .. 
(s epq - epq0 ) = ~ -:z epq 

pq ax 
(4) 

~nere &n~o represents the initial temperature ~stribu
tion within the q-th slab. Extending the teclunque of 
Pipes [ 2 ] the general solution of Eq. ( 4) for the tem
perature and Mat uow may be \{ritten m matrix form: 

(5) 
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-;;here 

~] = r~ . 

r 
COSh ann X 

.-f,,sin h apq x 

sinh ape{ J 
1 . 

-cosh a x. 
z,.4· pq 

[C ] =.[ ~ ]. coefficient vector 
pq B. 

pq 

(6) 

(7) 

(S) 

and finally 

[P ] =lr 'ixlo] = initial condition 
pq -:-~". 

(9) 

The homogeneous boundary condit.i.<?n.<; at t.he interface 
be~<een sl:AIJ~ "' ami q•l are1 

(10) 

aml at Ute twu end-; of. r)le wall we have 1fii\Oi'OOgeneous 
boundary conditions : 

at X"O [:: l [" ] [E ] = ape 
pe 

he(Fpe ~ape) 
(11) 

r-J, 

[:: J 
r;., ] 

[E . ] 
, p1 l h-(F .-a .) 1 p1 p1 

(12) 

Repeated applications of the boundary conditions 
yields a ·relation I.Jetween the fluxes at the two ends of 
th411 W3ll: 

where 

and 

[Ppi] = initial condition 

[IP] = overa.tl·heat tr.mstet matrix 

= 1T [Y ] 
q pq 

(13) . 

(14) 

= heat transfer matrix of the q-th slab 

[

·cosh(apq L4) zpq si.nh (apqLq)J 
= (15) 

f- sinh(a L ) cosh(apqLp) 
pq pqq . . 

The overall transmission matrix [Y ] appears .com
plicated but it is ideally suited to c~utation by 
digital computer. Expr~ssion (13) can be further mani
pulated to yield the desired expression, providing for 
the heat flow and temperature in terms of the forcing 
functions: 



(16) 

driving force vector (17) 

and 

~
h fh. e l. 

:e 

h. 

=-TI 

with 

The heat transfer matrix [T ] is general, it holds 
for compu~i te l<alls •. single slabp1·:alls, wind01.:s, etc; 
and for the limiting case of s apprcad1ing zero (s+O) 
it yields the 1vell kn01m steady state heat transfer 
coefficients. 

A proper extension of the abov~ discussion and 
particularly of equatio.ns (16) ur (13) would provide 
for the temperature and the heat flLLx at any position 
within the 11all. 

Equation (16) represents the desired result of 
this submodel and i.t can be substituted into f:q.(Z) 
to yield: 

cR oR= L '\(TP21 Fpc+ Tzz Fpil + c 
p 

B. Control Submodel 

(20) 

T1vo different classes of control mechanism mill' t 
be distin~<uished. 'i.l1e first class of devices effect 
d1ang~s i~ the stn1c:ture of the enclositre. Various 
night insulations anJ ~<indo1·: covers belong to this 
class cf devices. Since these mcclwni:;ms introduce· 
a sudden variation in tJ1e composi~ion of the wall 
stn1cture th•Jir analysis requires a rc-exam:i.naliun of 
the su!Jmodel for the heat fl.o1v through COJ1llosite "·alls. 
In particular the heat transfer w.atricies [Ypl and [Tp] 
will reflect the c.'lange in wall composition. The 
initial conditions in Eq. 's (i3) and (16) l>ill . 
facilitate the preservation of continuity in the pre
sence of these sudden d1angcs. 

The second class of control mechanisms consist 
of auxiliary p01>ered devices such as air conditioners, 
heaters, attic fans, etc. The submodels for these 
falls into two c.ategories, those that are explicitly 
dependent on the room temperature a11d those that are 
not. The attic fa11, for example, is modeled by 

c = (~1C ) (a · - a ) = c (e - e
0

) p R a R· R 

where ea is the ambient temperature. 

Eadl of the·other controllers can be~represented 
by a similar type of expression for C or C and can be 
substituted into·equation (2) or (20). 

* 1he y tcnns here are elments of the matrix defined 
in b.\. (13). 
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III. Examples 

The results of section II are general and abstract. 
The purpose of this section is to illustrate, tl1rough 
some re;oresentative examples, h01> this method provides 
for a better physic:>l insight into the thermal d~11amics 
of the building and the operation of the controller, 
and that it yields results that agree with ones obtained 
by differer.t tedmique. Three related examples Hill be 
considered sharing tJ1e follOIVing simplifying conditions: 

a) All initial conditions are :era - eRa ~ $po = 0 

b) The internal driving fi.mctio!1 ~<ill be the room tem
perature - F~i = 9R(t) for all p. 

c) All the 1;alls (assumed to be six) Hill be identical 
in size and composition. In particular three dif
ferent ~>all compositions, consisting of concrete and 
insulating glass·, 1·:ill be considered as sh01vn in 
Fig. 2. The themal character is tics of the slabs 
are list···:\ :;;, Table 1. 

r--·--·--------·-.-----··-· -~--------
' R(hr m•C) .. '!\.1) ! C(i\Jfm.l •c) L(m) 

jconcrctc 0. 385 12!, 5.1 v .15 

/insulating 4.-6 142.~5 0,115 

i .. ~!:_a_s_: -- ... i . - -··- - ------·····--· ·-·-·· ·---··--· ·----·- ---· 
• ., . .. 7 ,.. .. ·\ = .4. 54 ."-7/hr m- ·l. 

Table 1 - Thermal 01aracteristic of ti1e Concrete and 
Insulator Sl?.bs a:1d tile Surface Heat Transfer 
Coefficients. 

r 

c 

COMPOSITE WALL STRUCTURE 

c 

•· . . .. 

fL7 

c I 
I I 

I· M 0 

Fig. 2. Illustration of composite wall structure 
consisting of concrete and insulating glass. In 
Fig. Za the concrete is in the inside (I), in 
Fig. 2b the concrete is in the middle (M), a.nJ in 
Fig. Zc on the outside (O). 

Based on these coni:Jitons Eq. ( 20) takes tJ1e fol.loh'
ing form: 

~ se Fpe + T22 \F.] + C p p~ 

The tJrreee exaniples, presented below, are based on 
this equation. The emphasis is on the tedlnique and the 
physic.al understanding not as tJ1c particular nurrber 
generated. 



Exanple 1 - Heat flow through a composite wall into a 
room. For this 'problem it is assumed that the controller 
maintains the room at a constant temperature, 21 °C and 
the external driving function is defined by: 

F ={ 9
solair 

pe 21°C 

p=l 

p;l 
(22) 

where the solair te)Tperature is given in tenns o~ ·a 
Fourier series (see Table 2) • This pa~icul~u· problem 
have been treated by M.S. Sodha et.al. using Fourier 
analysis. 

For this exanple equation (21 ) reduces to: 

The frequency spectn.un of the heat transfer functions, 
IT21I and IT22I. for the three wall structures are 
shown in Fig. 3. For the present. example T2i is more 
significant since the r<;Jom is driven through the external 
wall, however for a direct ~ain building, for example, 
T22 would be more important. All three spectra for 
T21 have the same low frequency value, the total -thennal 
resistance of the wall, which is unaltered. Of .the 
three spectra, tile one with the concrete in the middle. 
has the fastest drop-of£ suggesting a dai111Jin9: of the high 
frequency Huctuations. By· the same argument, 1vhen .the 
conc;:-ete is on the outside, the fluctuations l<~ill be the 
must prevalent. The time dependance of the heat fltLx 
into the room which is the heat load for the controlled 
heat sink (air conditioner) was calculated and depicted 
in the Fig. 4. As exp~cted ·from the shape of the spectra, 
spectra, the wall with the concrete in the middle has 
the least fluctuation. These results are in agreement 
qualitatively and quantiatively with the ones published 
by M.S. Sodha. (3] 

... .. ·I-. 
~·· "'I 

.... 

... 

Example 2 - Uncontrolled (floating) Room Temperature. 

In _this example the controller function is zero 
(C=O) and the room temperature is allowed to float. One 
nf. thE'! walls is driven externally by Bsulair- TI1e ex 
external forcing functions acting on the od1er walls . 
are.arl>itrarely set to a·oc value .(21°C); Nhidl helps to 
isolate the effect of d1e Bsolair op the room temperature. 
Thus the external forcing functions are: 

{ (23) 

With the above· conditions the room temperature in 
frequency domain beco100s 

where 

(ZS) 

and 

(26) 

•· 

·; ./ 

COOUNU LOAD y:J TIME 

.. ~L---~~~-,--~w~•--~,---~~.~------~ 
<4t.>, 

~L--~~--~--~--~---~--~~ ,... ,,;,·' u~o ru• Qr IOl Fig. 4. Time dependence uf heat flux: 
through composite wall. The dotted 

HEAT TRANSFER FUNcnoH IT11 1 VS FREQ' HEAT TRANSFER FUNCTION IT 111 VS FREQ 

Fig. 3. Heat transfer functions r 21 and r 22 vs normalized 
frequency. In these curves and all subsequent curves the 
letters I,M, and 0 identify the position of the concrete 
slabe within the composite wall. For definition of I,M, and 0 
and 0 see Fig. 2. 
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The frequency spectra of IR21I for three wall st 
structures are presented in Fig. 5. Based on these 
curves one can predict that the fluctuation in the 
room temperature will be the ITDSt pronounced when the 
concrete is in the inside. the smallest when the con
crete is in the outside. The room temperature curves, 
Fig. 6,. confinn· this ascertion. The temperature 
fluctuations are small because of the large thennal 
resistance of the enclosure h01.rever the relative tem
perature variations for the th·ree cti.fferent wall 
structures are indication of the thermal dynamics of 
the room. 

A simple parametric variation of IR21I with a 
shCMs that as the thermal capacity of the room is 
increased relative to·the area of the wall driven by_ 
9solairo the temperatua:e fluctuations Hill be damped, 
as e:xpected. The dependence of I R21l on S at ·the fre
quency corresponding to. a period of 24 hours is sha-m. 
in Fig. 7, 

Example 3 - FOrced Infiltration 

Tite final example is an extension. of the one 
discussed above. The room is heated from the outside 
by 9solai6 the external forc:ine functions are defined 
by cq, (23). It is further assumed that the room 
temperature is moderated by a steady exchange of ;;~ir 
between the interior of the· enclosure and the rurbient 
(e.g. an attic fan). TI1e control function is given by: 

c = (Mcp)R (eR- ea) = CR(eR - ea) (27) 

.... :.,Uo •o' 
RESPONSE FUNCTION IR21 1 VS FREQ 

.. .. .... 

Fi.g._ 5,_ Room response spectra, Rzl' with _ft=l. 
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. ..... 
ROOM TEMP VS TIME 

Fig. 6. Room temperature and asolar vs time .. 

RESPONSE FUNCTION lA nl VS j3 

Fig. 7. Dependence of R21 on a. 

where a is the anbient temperature assumed to have a 
sinnsoil!al ti.Joo depdendance Hith a peak at 3:00 P.M. 
in the afternoon. 

(28) 

We introduce a neH parameter a, which is the ratio 
of 'the time rate of air mass that ls being dn:Lllated 
between the interior of the structure and the enviro
ment to the total air mass of the room: 

The room temperature is frequency domain now 
takes on the fonn: 

where 

• T21 
Rzl = a (s+a)--=--o'I2z (31) 



!he frequency depdendence of the room response 
funct1on R~l and the control response function Rt are 
displayed in Fig. 's 8 and 9. Based on the frequency 
depdendence of these response ft.mctions one can 
predict again that the wall constructio~ ~ith the con
crete in the middle will yield the time ·variation in 
the room temperature. The calculated time depdendence 
of the interior temperatu1~ (Fig. 10) concurs this 
predictions.· 

... 

,.• 

IO·l 10-

t.oy'Wo 
,o·:s •o·1 •d'4 ' 

w,(o)o 

I • - G ··- - ,_ --- . --··-·· ..... --···-I Ill If II 
Will •• 

ltOOM TDF V5 TIM! 

Fig. 10. Room temperature and 9solar 
vs time. 

RESPONSE FUNCTION IR,I VS FREQ CONTROL RESPONSE FlJNCTION I R cl VS FR£0 

Fig. 8. Room response spect a Fig. 9. Control response spectra Rc 
RZt with ~=1 ando< =1. with ~=1 and o(,=l. 

IV, S I.D'IIIItll}' 

A fonnalism, based on analytic derivations, is 
presented l<h.ich. integrates the design and control 
problems of passive solar energy systems. The formalism 
aacotu1ts ·for both discontinuous type of control mechanisms, 
such as windO\i covers and night insulation and for 
auxiliary p01ver driven devices like heaters and attic 
fans. For studies involving specific control devices 
or general control optimization utilizing classical 
frequency domain control theory this approach (parti
cularly eq. (20)) is: well suit.ed', 

Through some selected e~amples it is demonstrated 
that the control function interact with the building 
dynamics, and therefore must be made part o~ the over 
all design p.rocedure. These examples also 1llustrate 
the effect of composite wall structures on the building 
response '"hich may be exploited in design. First of all, 
as seen from the examples, examination of the response 
spectra enables one to predict the time dependence of 
the- temperature variations of the room, and furthermore, 
this prediction can be related to the sequencing of 
the building materials. A careful examination of the 
ex~les show that each design ancl/or control change 
effects the shape of the spectra. Therefore the 
frequency domain analysis not only provdie a physical_ 
insight but can also be utilized for systematic design 
and control studies. 
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6 
9
solair = L 

n=O 

·. 11 0 1 

A 44.6 19.0 n 

4>n 0 4.0 

., '3. 4 5 

4,.; LS 0.8 0.5 

1:1 1.6 6.2 6.2 

Table 2; Solair Temperature 

List of Synhols 

e Temperature 

-L = ...! ~ e = heat flow in p-th \\'all ·p Rp ax P 

R = 1hermal resistance 

C Thermal Capacitance 

6 

0.2 

5.7 

CR (M Cp)R = Thermal capacity of the room. 

a IRCs = Operational characteristic impedance 

Aw Surface area of wall 

hi,he = Interior and exterior heat transfer coefficients 

S Laplace tranSform 'V<lriable = jw 

w = Angular frequency 
= 2'11'. 

"'o . T<l11r 
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Abstract 

This paper is concerned with problems related 
to the implementation of on/off controllers. A 
dynamic collector loop model is used to investigate 
of the controller performance in terms of the 
sensitivty of pump cycling and net energy collected 
with respect to control set points, flow rate,. sy . 
system parameters and climatic conditions. Cr1ter1a 
are developed for the selection of the control set 
points in terms of system parameters such as time 
constants, flow rate, and climatic conditions. 
Finally effect of the sensor location on the con
troller action is investigated. 

1. Introduction 

TI1e increased use of solar energy for heating 
and cooling applications focused attention on the 
control problem associated with active solar energy 
systems. Most of the recent work in the control of 
solar energy systems concentrated on various 
optimization processes from the theoretical and/or 
simulation perspective [1-6]. In this paper the 
results of recently developed work is presented 
where the emphasis is on the practical aspect of 
the control problems. Simple questions are asked 
''where shall I put my sensors?" or ''lvhat should be 

-the appropriate values of the control set points?". 
Answers to these questions may not lead to the 
implementation of optimal controllers but lead to 
a class of good suboptimal controllers which avoid 
strategies that can seriously degrade the performance 
of the uctive solar anergy systeHIS, 

Current control design methods treat the col
lector loop and load loop independently (loosely 
coupled via the storage) and use either on/off or 
proportional control in each subsystem separately. 
On the collector side, e1e control goal is to maxi
mize the net energy delivered to the storage tank, 
while on the load side the control objective is to 
use as much heat from the storage as possible sub
ject to the load temperature settings. 

'lhis paper is concemed with the control of 
liquid flmv rate in-the collector loop using an 
on/off feedback controller. In order to determine 
the on/off set points and sensor locations, it is 
imperative that the collector loop model reflects 
the dynamics under control action. Recent work [7] 
showed e1at the dynamics of the components of the 
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collector loop· (i.e., collectors, transport pipb1g 
and stoFage) are best described by distributed 
parameter models, namely a set of partial different
ial equations, since ·they reflect the pump cycling 
phenomena experienced in ele field when implementing 
on/off control strategies [8], These criteria 
for designing "good" on/off controllers which maxi
mize the net energy delivered to the storage while 
minimize the nUJllber of short term pump on/ off cycles. 
This trade-off criteria is given in terms of con
troller and system parameters such as control set 
points, sensor location collector time constans, 
time delays around the loop, flow rate, pump losses 
and climatic conditions. 

2. System ~~del 

The simplest model whid1 provides for ru: . 
accurate description of the performance of llqu1d 
flat plate collectors is Klein's Plug How Model 
(PMF) [ 9 ]. The distributed parameter m?del of . 
ele described by the normalized partial d1fferent1al 
equation given below: 

(The list of symbols is provi~ed at t~e end of the 
paper.) A closed form analyt1c solut1on of Eq.(l) 
is given by: 

where 

F(t) 

T tc ~ 
-~ .. 

y[F'(t)-e ~c F'(t-TtcE;)U((t-TtcE;) 

-t/T' 
+ e fc Al (E;-t/Ttc)U(E;-t/Ttc) (2) 

~E; 
+ e Tfc Az(t-TtcE;)U(t-TtcE;)J 

-t/Tf 
+( 1 - y )[ f ( t) +e c A1 ( ~)] 

t - (t-;1.)/Tf 
= _l_ f [a f(;~,)+T (;~.) ]e c d~ 

Tfc c a 
(3) 

0 



In the above equation F' (t) is the same as F(t) 
with Tfc replaced by Tf6 A(t;,O) is the initial con
~ition; (i.e. inlet temperature); Az(t)=Tfc·co, t) 
1s the boundary condition, U(·) is the un1t step 
ftmction. 

TI1e solution given in Eq.(Z) has been discussed 
in previous papers [ 1]. It does reflect the 
~ollec~or dynamics as observed experimentally 
mcludmg pump cycling fSJ as seen in Fig. 1. 

This same model was also utilized ·in control 
optimization studies recently ['10 ] • In this 
p-'l.per ·this very same model will be used for a 
sensitivity analysis. However before we can 
proceed with the sensitivity studies it is necessary 
to expand on the discussion of the boundary con
JitiufJ.S, Az(t). 

Under stagnant conditions (y=O) a temperature 
difference exists between U1e various system compon
ents (i.e .. collector, transport and storage) because 
of the differences in U1ermal constants and solar 
absorbance. If one assumes that ead1 component 
is isothermal then one obtains step discontinuities 
at the boundaries betlveen the components. In 
reality, U1e temperature and its first derivative 
across the boundaries are smooth and the transition 
(or boundary) region extends specially into the com
ponent. In order to reflect this phenomena, the 
temperature T(E;) across the boundary region 
02f;21 is modeled by: 

(4) 

where 

represents the stagnant temperatures of the com
ponent at the inlet and outlet, respectively. 
Hence, in U1e_sensitivity studies, Tf(z;;) is used 
for the boi.!hdary co11d1 tlon At.. 

3. Parametric Sensitivity Studies 

In order to establish the tradeoff betlveen 
the energy collected, J1 and pl.UTip cycling, J7 
1t 1S necessary to establish the dependence of 
these performance indices on the variou~ system 
and control parameters. This was established via 
a sensitivity analysis in which U1e set of parameters 
varied is denoted by the vector ~- and classified as 
follows: 

{ 

<P -

1 = ~-
<P -..:..w 

Control parameters 

System Parameters 

Climatic Parameters 
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where 

.ic= 

{ 
{ 

liT
0

ff=T
0

ff-Ts - pump tum-off set-point( 0 C) 

liT =T -T - pump tum-on set-point ( 0 C) on on s 

ifi - collector fluid flow 
rate (kg/llT) 

Ttc - system dynamic time constant 

Tfc - system static time constant 

I 0 - peak solar insolation (kj/m2-hr) 

t.T-1a (Ts -Ta) = storage to ambient tem
perature difference (°C) 

J:n adQ:\. ti9n to the paril.llleters 1• there am a 
number of parameters nenoten hy ~. which are held 
constant, namely, 

w - RauiGUl frequency of solar insolation 
(rad) 

T.- Initial temperature of collector (°C) 
1 

t - Time of sw1rise (hr) 
0 

Ta- Collector transmittance obsorbtance 
product 

The sensitivity of the sys tern performance 
(Jl and J 2) was investigated by systematically 
varying eaut parameter of <P about a base line system 
given in Table I. This was accnmplisherl hy fi.rst 
evaluating the collector outlet temperature as a 
function of time (using Eq.( z)) as shown in Fig.l 
and U1en evaluating . J 1 and J 2 for each par::~met.er 
value. (A detailed description of the computational 
algoirthm is given in [lJ J). 

Fi311res 2a-c illu~trates the effect on the net 
energy collected and pump cycling due to variation 
of the control parameters t. T0 ff, t. Ton and ffi; while 
Fig.Zd shows the effect due to variation in system 
time constant, Tfc· Note that these figures depict 
the system performance 9nly during the morning 
hours (6 to 10.5 hrs.) since the tradeoffs are most 
significant in t.hi.s time period under clear day 
conditions. The results of U1e parametric 
sensitivity analysis can be summarized as follows: 

* The most important parameter in terms of both 
r.nr.,·gy ,-,·,lll':•:ti.:•n dml ~1;'·]~,,_ L.i.ua uf 1.:}'\;liug ill 
the tum-off set point, t.T0 ff. This should be 
set as low as possible (usually limited by 
parasitic pump losses). 

* The flow rate, for the on/off controller, should 
be reasonably high for good co 11 erti_on effir.i enry. 

* The tum on set point, t.T0 n, can be set high with
out significantly affecting energy collection while 
markedly reducing pump cycling. 



4. Control Set Point Selection 

The sensitivity analysis presented above, 
gives valuable insight into the perfonnance of the 
collector controlled by an on/off controller which 
can be exploited to derive simple, practical 
expression for the set point .H0 n in tenns of ,Hoff 
so as to reduce the d1ance of cycling without 
greatly affecting L~e energy collection. If one 
allows the collector temperature to rise under 
stagnant conditions until the solar flux is strong 
enough to maintain the steady state temperature rise 
in ~e co~lector (under flow) above 6Toff, then 
cy~h.ng disappears, at least for a clear sky day. 
Th1sconcept can be used to calculate approximately. 
the desired turn-on temperature as follows. 

Under flow conditions the steady state tempera
ture rise across the collector is 

Tfc 
[ac f(t) - (Ts-Ta)] 

Tfc 

(5) 

On the other nand under stagnant condi tons , 
difference benveen the collector outlet temperature 
and the storage temperature stagnant can be 
obtained from Eq. (2) , namely 

-t/Tfc 
Tfc(l,t)-Ts = F(t)+e A1(1)-Ts (6) 

. Assuming a clear sky and a slow variation of 
T and T as a function time , one can compute from 
E~.(5) the time t=toff when 6Tfc = 6Toff· If 
t=toff is n~v ~ubs~ituted_into Eq.(6) the desired 
trun on set pomt 1s obtamed: 

(7) 

If the system is well defined, in particular 
if 6Toff, Tfc• Tf , ac, Ts and Ta are lmown, then 
6T0 n can be calculated numerically. Alternatively 
one can solve for toff and hence for 6T0n analyti
cally, but that leads to a lengthy transcendental 
algebraic expression. H~vever if it is assumecl 
that the collector capacitance under stagnant and 
flow aondition are equal or reasonably close then 
a relatively simple expression for 6T0n results, 
neamely; 

6T = [ l )(F-wT (a2-F2) 1/ 2) on 2 2 fc c 
l+w Tfc 

(8) 

where 

A simple parametric study of the above relation 
was pwefonned Fig. (3) illustrates the dependence of 
6Ton on (Ts-Ta), on the flow rate fit (related to Ttd, 
on the system time constant, Tfc• and on the peak 
solar insolation, I 0 , for various 6T0 ff values. It is 
understood that 6Toff has been selected as low as 
possible. In general this implies 
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6T
0
ff = P(fit)/fit 

where P(fit), is the pumping p<Mer to maintain ;flow. 
rate fit{ ]. These curves in conjunction with Eq.(8) 
may be. used to select the proper value of 6T

0
n for 

a part1cular system, at a particular location. 

5. Sensor Location 

From the above discussion is is seen that the 
selection of control set points 6T0 n and 6T0 ff is 
crucial to the perfonnance of the controller. The 
question arises what effect the sensor location may 
have on the actual measurement of these set points 
and hence on the operation of controller. In 
theory the collector outlet .temperature is sensed 
at the top of the collector, ~=1, whidl represent 
the highest temperature in the collector if boundary 
effects are ignored. However if the boundary be-. 
nveen the collector and the storage (or piping) is 
accounted for than one will have a non-unifonn 
temperature profile at the top of the collector 
as shown in Fig. ( 4 ) • We have sirronulated the 
perfonnance of the controller for a number of dif
ferent sensor locations whidl are shown in Fig. ( 4 ) • 
The results are summarized in Fig. ( 5 ) which 
shows the first turn-on time, t 0n, and the total 
energy collected until 10:00 A.M. as a function of 
sensor location. These examples assume clear sky 
conditions and that the set points 6T0 f£ and 6T011 
are selected in accordance with the previous dis
cussion. The results indicate that the optimal 
sensor location is at the beginning (i.e. upstream) 
of the boundary region. If the sensor is located 
downstream from this point then the system turns 
on at a latter time, thus reducing the useful energy 
gain. Note that this is equivalent to raising the 
turn on set point 6Ton·· If, however the sensor is 
located upstream from the optimal position then the 
collector area will appear smaller than it actually 
is. This will cause cycling and a reduct.ion in the 
energy collection. 

6 • s l.Diunary 

Utilizing the dynamic collector loop model 
a sensitivity analysis of the perfonnance of the 
on/off controller was carried out. The controller 
action was evaluated in terms of control paramete1~, 
namely turn-on and turn-off set points and flow 
rate, the system parameter ( fc), and climat~c 
variations, the peak insolation (1 0 ) an~ amb7ent. 
temperature (Ta). Based on this an~lys1s cr1ter1a 
for the selection of control·set pomts was developed. 
Finally the relation benveen sensor location and 
controller action was investigated. It \-las found 
that improper sensor location may markedly degrade 
control perfonnance. 
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Fig. 1: In this figure the collec:to:r ont.pu.t temperature and accumulated energy are plotted a~ 
functions of time. The dotted portion of the collector output temperature corresponds to 
stagnant condition while the solid line corresponds to flow condition. This particular 
run shows cycling. It should be noted that there is energy collection during cycling 
however at a lower efficiency. 
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Tabl~ I: Baseline system parameter values. 

Nominal Values of Parame ters Climate Set Points 
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REAL-WORLD VALIDATION OF SHAC MODELS 

Louise S. Morrison* 
Solar Energy Research Institute 

Golden, Colorado 80401 

ABSTRACT 

This paper proposes a statistical approach to validation of 
SHAC models. It includes a d~finition of validation, an 
explanation of its purposes, and a description of the sta
tistical aspects of experimental design. It proposes a 
study to validate design codes with statistical samples of 
real-worl~ systems. Also included is a summary of pres
ent SHAC validation methodologies and studies as well.as 
recommendations for future activity. 

INTRODUCTION 

In designing a validation study it is essential to consider 
carefully the following: (a) the definition of validation 
being used, (b) the user community and purposes of the 
validated model, (c) the method of selecting the test sys
tems/components, (d) the instrumentation of the test sys
tems/components, (e) the statistical aspects of the study 
including interpretation of results, (f) the generalization 
of results, and (g) the expected impact of the study. 

PRELIMINARY CONCEPTS 

A major decision in the experimental design of SHAC val
idation studies is the intended degree of control of the 
test system/component environment. 

Controlled Data and Environment 

In a controlled environment, design and performance data 
is obtained from a system/component that fits the model 
assumptions. The system/component is well designed, 
well installed, and fine-tuned for optimal performance. 
Load and weather data are collected at the site together 
with the performance datil so that the driving forces of 
the model are known. A modeling expert using the actual 
weather and load data obtains the . model prediction 
"after-the-fact." The input data to the model is referred 
to as controlled data. 

Uncontrolled Data and Environment 

In an uncontrolled environment, design and performance 
data is obtained from a system operating in a "real-world" 

*This work was supported by Systems Development 
Division, Office of Solar Applications, DOE. 
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or field environment. A model user of uncertain expertise 
predicts performance for a system that may only minimal
ly fit the model assumption, whose quality of design and 
installation is uncertain, and whose existing performance 
level is not altered for the study. Load and weather data 
are not collected at the site; instead user-estimated or 
model-supplied data is used. The model prediction is usu
ally made before the performance data is collected. The 
input data to the model is referred to as uncontrolled 
data. 

The intent of most software/hardware studies has been to 
test a model with highly controlled data; however, sys
tems malfunctions and instrumentation problems have 
limited the degree of control obtained. The intended de
gree of control has great· impact, since the experimental 
design is radically different for a controlled approach than 
for an uncontrolled approach. 

"After-the-Faet" Prediction 

ln validation studies using controlled data, "model predic
tion" is a misleading expression because the prediction is 
made "after-the-fact" using load and weather data that 
was collected at the site together with the performance 
data. This type of study verifies that the modeled per
formance agrees reasonably well with the real perfor
mance. 

"'n-Advanee" Prediction 

In validation studies using uncontrolled data, "model pre
diction" really means prediction. The model is used with 
estimates of load and weather data to forecast "in ad
vance" how a system will perform for the next few years. 

DEFINITION OF VALIDATION 

A major problem in SHAC validation has been a lack of 
consensus about its definition ancl purposes. The defini
tion of validation which will be used in this paper is as fol
lows. A model is defined as validated for a group of 
systems/components operating in a particular environment 
if performance predictions are not significantly different 
from measured performance values for a sample of sys
tems/components that has been selected from the set in a 
statistical manner. The degree of significance of results 
required for validation is a decision of the researcher and 
is addressed later in a section on experimental design. 



According to this definition, no SHAC model has been val
idated with systems/components in general. However, 
each of the various SHAC models has been validated with 
a few systems/components operating in a controlled en
vironment. (This is the default case, in which the set of 
test systems/components is a statistical sample of itself 
but is not selected to be a statistical sample of a larger 
set.) 

VAUDATION PURPOSES 

Models Validation with Controlled Data 

Researchers, engineers, economists, and others desire sys
tems and component models that have been validated with 
controlled data for purposes which include the following: 

• to make comparative performance predictions simi
lar to the EPA mileage ratings for cars; 

• to compare system/component performance with 
standards such as BEPS (Building Energy Perform
ance Standard); 

• to perform sensitivity studies to optimize physical 
systems; and 

• to examine system/component effects of shading, 
snow cover, etc. 

In all these cases, generalization of results applied to un
controlled data is uncertain, but some confidence is ob
l!i iut!c.l. 

Models Validated With Uneontrolled Data 

Installers, distributors, architects, homeowners and others 
desire techniques which have been validated with uncon
trolled data for purposes which include the following: 

• to estimate the economic feasibility of an installed 
system; and 

• to optimally size the system collector array and 
other components. 

A STATISTICAL APPROACH TO EXPERIMENTAL DB-
SIGN -

A very brief discussion of this topic is presented here; for 
a detailed description see Cohen [1]. 

In a statistical approach an attempt is made to select data 
that is representative of some larger set so that one 
knows how much confidence can be placed in the results 
and so that generalization of results can be justified. No 
matter what data is used, there is an emphasis on careful 
oxportm cnto.l dcoign. 

Data Seleetion and Generalization of Results 

Ideally, a model validator would identify a population of 
systems/components and select a rigorous statistical sam
ple from the population according to random, stratified, 
or other sampling methods. For example, one sampling 
strategy would select randomly from all existing SHAC 
systems, another would weight the sample to be represen-
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tative of a potential SHAC systems distribution. A deci
sion would be made whether to collect data in a controlled 
or uncontrolled environment. Any restrictions imposed on 
the sample would be identified, such as systems whi~h Are 
working, systems that fit the model assumptions, etc. Re
sul ts would generalize only to those systems/components 
in the population that meet the limitations imposed on the 
sample anc.J that are operating in a similar environment. 

Most validation studies do not state the method of selec
ting the test systems/component.s. Occasionally, one 
1·eads that systems were selected "randomly," but random 
selection has a precise mathematical meaning and should 
not be used unless actually employed. It is often assumed 
that results generalize even though it is not known how 
the test systems/components came to the attention of the 
validators. 

Interpretation of Results 

The results of a validation study can be interpreted statis
tically in a number of ways. Pui' each :.y::.lt!Ju/cuJII[JOilelll, 
!i calculation of (predicted-measured)/predicted could be 
made for a parameter such as solar fraction. The mean 
and standard deviation of these values could be used to 
establish a confiden~e interval on model output. The size 
of the sample and the value of the confidence limits are 
interrelated. A discussion of these aspects of experimen
tal design can be found in books on sampling theory. 

It is often aesll'llDl~ to consult a statistician for assistance 
in experimental design and interpretation of results. Re
seAr~h tnrlAy involviO's expertise in many die;oipline!; in or
der to solve the really difficult problems. 

Error Sources 

Many sources of error contribute to differences between 
JIIUtlt!l prediction and measUI'M performance, mcluding er
ror due to un modelled para meters, inaccurate estimates 
for modelled parameters, inaccurate measurement of per
formance, etc. 

Sensitivity studies have been done with controlled data to 
determine confidence intervals for a model prediction due 
to individual sources of error. However, because of the 
magnitude and number of sources of error, it appears im
possible to combine the contributions of individual sources 
nf error to obtain a confidence interval for all error. 

In a validation study with un~ontrollerl rlAt11, AU error is 
combined in a single confidence interval because sources 
of error llre not elimiOAtPrl nr minimi7M in th'i' 'i!Xf,''ilri~ 
mental design. This is desirable for "real-world" valida
tion purposes since the homeowner or installer is primarily 
interested in the bottom line, which is the range of system 
performance that can be expecteq based on a model pre
l.iic tiuu. 

STATISTICAL APPROACHES IN OTHER DISCIPLINES 

Other disciplines recognize the need for a statistical ap
proach for problems similar to validation. Opinion sam
pling in politics and market research is done with rigorous 
statistical techniques. Even so, results often do not gen
eralize as expected; in a classic example, in the 1948 
Presidential election Dewey was predicted as the victor 



over Truman when a telephone survey underrepresented 
the many farmers who had no phones. 

Medical experimenters use double-blind experiments to 
minimize the unconscious biases of a researcher. In such 
an approach, neither the researcher nor the test subject 
knows whether the subject is in the experimental group or 
the control group. Solar researchers are naive if they 
think they can carry out validation studies .in an unbiased 
manner without taking specific measures to minimize per
sonal bias. 

IHSTRUMBNTATION 

Obtaining adequate data has been a significant problem in 
validation. Performance and data acquisition difficulties 
have occurred during data collection, and measurement 
error has been large. The cost of presently used instru
mentation schemes has dictated that only a few types of 
systems/components be monitored. The average cost of 
imtalled imtrumentation for a system monitored by the 
National Solar Data Network is approximately $40,000, 
and data processing of the information is prohibitively ex
pensive. 

Existing data may be able to serve many of the needs of 
statistically sound validation studies. However, new data 
may be required to permit the use of relatively large sam
ples of systems/components. There should be an investi
gation of inexpensive instrumentation plans (often devised 
by those without federal funding) and a study of the re
quirements which can be met by data of reduced preci
sion. 

Examples of inexpensive instrumentation plans for 
validating design codes with SDHW systems are given in 
Cohen [1]. In one scheme, Btu meters are proposed that 
cost less than $350 and that have a claimed accuracy of 

.:!:_ 3.%. Drawbacks include potential difficulties in using 
inexpensive Btu meters, such as imprecise measurements 
of temperatures and flow rates, degradation due to lime 
build up, circuit failures, etc. 

PERFORMAIICB MBASURBMBHTS 

Solar fraction is the most common performance measure
ment utilized in validation studies. This indicator can be 
defined in mo.ny different wAys for active systems, and its 
interpretation is especially difficult for passive systems. 
Because of the ambiguity of the expression, quantities 
such as solar contribution, auxiliary fuel contribution, or 
displaced fuel should be used in validation studies. 

PROPOSED VALIDATION STUDY 

A needed validation study would test the ab;lity of design 
codes to predict "in-advance" for a typical solar space 
heating system operating under "real-world" conditions. 
Ai'l example outlining how thi3 might be done ic; given in 
the following sections. 

Data Selection 

The population of residential SHAC systems in a region 
would be estimated by the utility companies. Meter read-
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ers would record addresses of domestic solar energy sys
tems, and mailings would be sent to homeowners request
ing their participation in the study. A firm experienced in 
statistical sampling would select a representative sample 
of the identified systems. Site visits would be made to 
determine systems performance according to model
independent criteria, and restrictions for excluding sys
tems would be established. Results would generalize to 
all systems meeting the chosen criteria. Design and load 
data would be estimated using information available to 
the average model user. Weather data would be obtained 
for the year of the study from an appropriate design code 
weather data city. 

Performance Predictors 

For each design code, performance would be predicted 
"in-advance" using design weather data and "after-the
fact" using the weather data that occurred during the year 
of the study. 

A group of engineers, architects, and others who have had 
SHAC experience in the region would be selected. Each 
person would use engineering judgment (without design 
code usage) to estimate performance for the set of sys
tems. It would be determined if the members of the group 
have previously used a design code. 

Other techniques used by the industry (such as "rules-Qf
thumb" and nomographs) would be identified. Perform
ance predictors used in foreign countries would be ap
praised, since design codes are not applied universally. 
These identified techniques would be utilized to predict 
performance for the test systems. 

The sample of systems would be instrumented as inexpen
sively as possible to obtain essential performance values. 
Measurements would be taken for the test sytems, and 
comparisons would be made with the various predictors. 
A statistical analysis would be made of the results. 

Analysis of Results 

The HVAC industry has developed assumptions about the 
thermal performance of residential heating and cooling of 
buildings, and SHAC models have for the most part incor
porated these basic assumptions. Software/software val
idations studies often result in the modification of the 
models to make the models agree more closely. 

If the study shows that design codes are adequate predic
tors, it will justify their usage for "real-world" purposes. 
Otherwise, the research community should do one or more 
of the following: 

• re--examine the basic assumptions of the design 
codes to determine which assumptions need to be 
extensively reworked to increase "real-world" pre
dictive capability; 

• develop new models with different assun.ptic.ns that 
better serve "real-world" predictive use; 

• recommend that design codes be used strictly for 
studying systems under controlled conditions; 

• recommend the use of engineering judgment or other 
techniques for "real-world" predictive purposes; or 



• encourage "real-world" usage of design codes for 
learning purposes only in developing engineering 
judgment. 

Actually, most researchers agree that design codes are 
poor predictors of "real-world" performance. Precise pre
diction may be an impossible task for a SHAC model, 
since weather and load data is unpredictable. Some feel 
that the industry should be encouraged to use SHAC mod
els until a better alternative is developed. Unfortunately, 
some members of the solar industry do not employ suffi
cient engineering judgment in design code application. 
Whether or not the study is implemented, disseminators 
should state clearly the limitations of design codes in 
making absolute predictions. 

The study would indicate needed improvements in systems 
design, manufacture, installation, maintenance, and in
strumentation. A sociological survey of the system own
ers would give commercialization information. The data 
base of residential SHAC systems woud be valuable for 
many applications. At present, there is not even a good 
estimate of how many residential systems are installed. 

A pilot project should be implemented to give experience 
in creating a statistically valid experimental design. 
From sampling theory, it has been estimated that approx
imately 20 systems would suffice for a statistical sample 
of SHAC systems in a state such as Colorado. 

SHAC VALIDATION EFFORT 

Methodologies 

Theoretical approaches for validation of SHAC simula
tions and design codes have been proposed by Cohen [1], 
Kennish and Knasel [2], Lantz and Winn [3), Winn et al. [41, 
ttnd others. Because validation is such a difficult and 
many-faceted problem, it is probable no single approach 
suffices. 

Kennish's methodology addresses the validation of models 
with controlled data for "after-the-fact" prediction. He 
stresses a practical approach by recommending use of 
existing data, limited numbers of test systems/ 
components, software/software studies, and component 
validation. Kennish is particularly interested in perform
ing sensitivity analyses of design code inputs. There is lit
tle emphasis on statistical experimental design. 

Cohen enlarges the validation picture to include studies 
with uncontrolled data for "in-advance" prediction and 
emphasizes a statistical approach in studies with either 
controlled or uncontrolled data. Cohen's major concern is 
careful experimental design. He recommends using statis
tical samples of systems/components and stresses soft
ware/hardware studies and system validation. Cohen pre
sents an Idealized approach which he recognizes may be 
difficult and expensive to implement, but he feels that the 
researcher should be aware of the ideal and recognize the 
extent to which actual studies depart from it. See Cohen 
[1] for a detailed description of Kennish's and Cohen's 
methodologies. 

Studies 

As stated previously, SHAC models have been validated 
with a limited number of systems/components operating in 
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limited kinds of controlled environments. Generally, 
model predictions have compared favorably to measured 
performance when using controlled data; at times the 
models were modified until agreement was reached. 

In most comparisons there has been little description of 
the experimental design and minimal statistical interpre
tation of results. In few, if any, studies have. the test sys
tems/components been selected as a statistical sample of 
a larger set taking into account factors such as geographi
cal location, installer, system type, etc. Therefore, it has 
been difficult to determine the extent to which the results 
of these experiments generalize. In addition, studies have 
attempted to generalize from systems operating in a eon
trolled environment to those in an uncontrolled environ
ment. Sources of error, such as typical installation prob
lems, have been missed. This has been a very frustrating 
approach and has made validation appear to require an un
ending series of studies. 

So!tware/software studies have been done extensively, 
and models have generally compared well with ea.eh othli\r 
when using t"Ontrolled data or have been modified to do 
so. When models correlate highly, undue confidence in 
them sometimes results, even though none of the models 
has been validated with performance data. 

Many validation studies have incorporated a defense of 
the models and a defense of solar technology. Attempts 
have been made to interpret reallty to fit the model 
rathli'l' than the reverse. "Real-world" v&lldiltlon needs 
have been grossly ignored because validators have antici
pated the many uncertainties of field systems. 

The results or the validation studies give confidence that 
SHAC models can predict performance for systems/ 
components operating in a controlled environment. How
ever, they give little evidence that SHAC models can pre
dict performance "in-advance" for field systems. 

Bibliographies 

SAI has summarized some of the SHAC validation efforts 
in Refs. [21 and [5] and ADL has compiled a validation 
bibliography [61. Results of validation studies are often 
difficult to obtain since they are presented in memos, 
working group minutes, technical reports, and perfor
mance papers. 

MAlOil RECOMMENDATIONS 

• Validation studies should be done with greater em
phasis on careful experimental design and on statis
tical interpretation of results. 

• The first step in a validation study should be the 
preparation of a study plan which includes (a) the 
definition of validation being used, (b) the user 
community and purposes for which the validated 
model is intended, (c) the method of selecting the 
test systems/components, (d) the instrumentation of 
the test systems/compummls, (e) the statistical as
pects of the study including interpretation of re
sults, (f) the generalization of results, and (g) the 
expected impact of the study. This information also 
should be stated in the study results. 



• Validation studies with controlled and uncontrolled 
data complement each other ancl studies of each 
type are needed. More software/hardware studies 
with controlled data are needed because of the poor 
quality and limited scope of the data used in present 
studies. Software/hardware studies with uncon
trolled data, such as the study proposed here, should 
be implemented. 

• Proposed software/software studies should t:>e exam
ined to ensure their potential contribution. These 
studies take computer and staff time, generate re
ports, and at times are little more than busy work. 

• Sensitivity studies should concentrate on the sources 
of error, such as load estimates, which are of large 
magnitude. 

• The use of solar fraction as a performance mea
surement in validation studies should be de
emphasized. 

• Persons operating the National Solar Data Network 
(NSDW) and other data collection programs should 
consider defining populations of solar energy sys
tems and instrumenting a statistical sample. They 
should al'>o investigate inexpensive instrumentation 
schemes and data requirements which can be met hy 
data of reduced precision. 

• EPRI should encourage utility companies to partici
pate in a nationwide census of residential solar en
ergy systems. 

• Researchers should be honest with disseminators in 
expressing the limitations of design codes to make 
absolute predictions for "real-world" syste111s. 

• There should be increased communication between 
the research communitv and the solar industrv. 
Model developers need in.dustry input to design rele
vant and useful models. The industry needs input 
from the researchers to understand the available 
tools and how to apply them. 

i 
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FIELD VALIDATION OF THE DEROB SYSTEM: 

THE BRUCE HUNN RESIDENCE* 
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ABSTRACT 

Hourly thermal performance data for the Bruce Hunn 
residence in Los Alamos, Ne1~ Mexico., a medium sized 
passive solar structure with a Trombe wall system, 
are compared with hourly data simulated for 7 days, 
Dec. 27 thru .Jan. 2. Macro and micro climatic wea~ 
ther data for the Los Alamos site for this 7 day 
period were utilized (Fig. 1).*** The stmulation 
was carried out on CDC6400 at the University of 
Texas at Austin. 

INTRODUCTION 

DEROB is a powerful, and flexible system of prog
rams capable ·of the full dynamic simulation of 
buildings of arbitrary geometries. The system can 
correctly interpret the presence of ihading devices 
and can handle up to 7 thermally coupled volumes 
(i.e. coupled via con<luc Lion, radiation, anu con
vection energy exchange). [1] The system was deve
loped at the University of Texas at Austin in '72-
'73, and has been undergoing continuous revision 
and evolution ever since. DEROB version III was 
used for this study. 
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TEST STRUCTURE 

The Hunn residence is a two-story Trombe wall 
structure composed of 9 major rooms. The house 
was originally designed to use the Trombe wall for 
its entire heating load, coupling it with a duct 
system and rock bin for heat transport and storage, 
but due to construction defects this has not occur
red. [3] The residence currently uses the radiant 
energy from the glazed Trombe wall supplemented by 
a mechanical heat source. The hourly data recorded 
at the Hunn residence, in addition to the micro
climatic weather data, were inside air temperatures 
(Fig. 2), temperatures for the spaces in front of 
the Trombe wall (Fig. 3), wall surface temperatures 
and internal wall te~1peratures (Fig. 4). 
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The structure as simulated was modeled with 5 ther
mally coupled volumes and 41 surfaces (Fig. 5).*** 
DEROB was setup to output wall and ai't· temperatures 
that roughly correspond to the location of the tem
perature-recording probes in the structure. The 
simulation results show that: tempe·ratures pretlit.:Leu 
by the DEROB system for room air and Trombe wall 
temperatures show a very close correlation with the 
recorded temperatures. 79% of the wall tempe·ra
tures are within Z.Hvc ot the pr~di~ted valueY 
(Fig. 6) and 94% of the air temperatures are within 
2.8°C of the predicted values (Fig. 7) with a maxi
mum deviation of 4.2°C. Statistical analysis of 
the room air temperatures shows that the mean of 
the absolutevalues of the differences hetween nre
dicted and actual values was 1°C with a standard 
deviation of l°C, for an accuracy of 3%. For the 
air space in front of the Trombe wall, 58% of the 
recorded temperatures lie within 5.8°C of the pre
dicted values (Fig. 8). 
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r'nNCLlJSlONS 

The DE:ROB ~y.;~f?m h"s p-rP\Ii.nnsly h~en tested a~:atnst 
7 small-scale structures and the Balcomb residence 
utilizing empirical data collected by the Los Ala~ 
mos Scientific Labo-ratory (LASL). [4,5] These vali
dation studies have tested the D~ROB system's abi
lity to accurately simulate a variety of functional 
and geometric conditions often met when dealing 
with passively heated and cooled buildings (e.g. 
Direct Gain systems, water walls. vented and un-· 
vented Trombe !valls, convective loops and multi
space structures). 



The successful nature of the validation studies 
during DEROB's testing phase has been sufficient 
to justify the limited distribution of DEROB, com
plete with User's Manual and logic documentation. 
[6) Further validations, extensions and user ori
ented refinements are planned, _the research effort 
being aimed at developing DEROB into an accurate 
and flexible tool for aid in the design and analy
sis of passive solar buildings. 
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VALIDATION OF SOLAR SYSTEr~ SINULATION CODES BY THE 
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ABSTRACT 

Validation of active solar energy system simulation 
codes by the International Energy Agency using data 
from the Los Alamos Study Center is described . Two 
rounds of comparisons of predir.tP.d to measured perform
ance were completed . In the first round, all partici
pants were given detailed system description data and a 
period of measured hourly weather and loads data with 
the correspuml.i11g measured hourly performance dRtR . In 
the second round , the participants were given minor 
changes to the system description and a second period 
of measured weather and loads data without the corre-
spending measured hourly performance . In the first 
round , each of the participants was able to predict the 
re:;ul ts provided . However , this rP.CJ.lli red an undocu
mented series of adjustments to the user input and the 
models and comparisons of measured and predicted re
sults . Agreement of measured and predicted results 
were nearly as good in the second round except for two 
codes that predicted significantly erroneous results . 
As a result of this exercise, errors and shortcomings 
have been found and corrected in most of the codes and 
confidence in the ability of all codes to model real 
systems has been increased . However, the questions of 
a workable methodology for validation and the means of 
dealing 1rith user error remain unanswered . 

INTRODUCTION 

The International Energy Agency (IEA) Task 1 group on 
solar system modeling and simulation has conducted 
comparisons of performance predictions of several ac
tive solar simulation codes to each other and to a 
carefully measured experiment . Each code has been run 
by the representative from the IEA participating coun
try where the code was developed , who , in most cases , 
was personally involved in developing the code . The 
codes and the corresponding countries are : 

INSOL Belgium 
svs Denmark 
Pnilips Germany 

Faber Great Britain 

FTP Italy 
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Nikken 
LASL 
TRNSYS 

Japan 
USA 
USA 

In the first phase of the validation , representative 
residential liquid and air- based systems were defined 
in detail with the cooperation of all participants . A 
tape of year- long hourly weather data for three very 
different climates with space heating loads pre
calculated by NBSLD was distributed to each partici
pant . In the first series of comparisons , several 
problems and discrepancies were encountered . The most 
significant of these was caused by the differences in 
the radiation tilting algorithms employed by the vari
ous codes . For subsequent runs of the comparison , the 
group agreed upon a common means of calculating radia
tion on tilted surfaces . As the participants iter
atively ran their simulations and compared results, 
nearly all of the original discrepancies disappeared . 
In the process , a variety of user input and modeling 
errors , oversimplifications and other shortcomings were 
identified in each of the codes . In the end, all codes 
predicted the same annual "percent solar" to within ~2 
percent and nearly identical hourly profiles of energy 
collected, auxiliary energy and tank temperature . 
These results are fully documented in a report pub
lished by the IEA 1• 

The second phase of the validation was to make compari
sons on real systems . The Los Alamos Study Center was 
selected as the first system on which to do simulation 
code validations . This paper presents the results of 
this second phase . 

Two separate rounds of comparison were undertaken in 
this exercise using two separate , two- week- long periodc 
of winter time measured hourly meteorological and loads 
data . In the first round , hourly measured performance 
data was included with the meteorological and load 
forcing functions supplied to the participants . A 
detailed description of the system was provided2• In 

the second round , the system description data was 
changed slightl~ and a two- week period of forcing 
function data from another month was distributed 
without any or the measured performance data . 



A ph.·, t.'Jtl l ~!Jh uf we ::>tudy l;enLer is shovm in Fi 8""" 1. 
'l'he 716 m~ collector is in one planar array til ted 35° 
f rom the horizontal . The photo shows how shading 
nrrnr« fr•.;om ~he buildu~g on ~lie east and the conr.onrRP 
to the wes t of the collector. A schematic of the 
system in Figure 2 shows Lhe solar sys t em for 
and cooling and the HVAC system. The present 

h""ting 
study 

i nvolves only the heatlng supply system which includes 
the solar collector , heat exchanger , the large vertical 
storage tank , the steam auxiliary heat exchanger , and 
the associated piping . 

A schematic of the collector is shown in Figure 3 . The 
collector hRR a black chrome sel ec;Llve surface and is 
single glazed with water- white glass . The collector 
fluid is paraffinic oil , which is circulated through a 
tube and shell heat exchanger . Water is circulated 
through the tube side of the he11t exchRnccr and then 
into a 71.G 111~ (IO ,WU eallon) steel tank . WaLer from 
th10 tanlc io c.Lu .. ctla Leu Lo )) termnal boxes with reheat 
coils throughout the 5500 m2 (60 ,000 ft2) building . 
Each terminal box has its own thermostat . vfuen the 
storage tank temperature is inadequate to h""t the 
building, the water is circulated through an amiliary 
steam heat exchanger. 

'"! : 

SOLAR COLL[(I~R DETA ILS 

SILASTIC 5CAL 

Figure 3. Collector Schematic 

l·10DEL Il/FOilMA TION 

Collector 

The participants were provided wi t h al l the physical 
parameters that were known for the collector. These 
included collector ar.,a , absorber properties , glazing 
properties , fluid heat transfer coefficient , back side 
and end heat loss coeffic i ents , collector mass , and 
shade factors from the adjacent structures . A measured 
efficiency curve obtained from the LASL Collector 
Testing Laboratory was also available . Collector 
manifold piping dimensions were specified Alone with 
their mass and heat loss coefficients . Physical 
properties and flow rates of the paraffinic oil used in 
the collector loop were given . 

The heat exchanger model , tube number , tube diameter , 
surface area, and mass were made available . A corre~a
tion of Lhe heat exchanger heat transfer coefficient 
which was derived from measured data was prnvirlPrl 

.................................... -... -.... -.. -.... -.. -.. .J r.:=====~*==*.=:::::;-, ~~~TJNG 
··-: 

' 
' ' ' K • 

•• . l 0 : 

II ~STEAM 1 I : r•~ ~EAT EX •• : 

II tF.E CHANGER 1 

lH --···~-··1 : 
• 0 -~---~----- : 

-~ _.,._ ----~-------.-----------------·---------------- -· ----___ , 

Fi gure 2 . Schematic of Study Center Mechanica l System 
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Storage Tank 

The. size, volume, and surface area of the tank was 
given. The heat loss coefficient of the tank insula
tion was suggested. Because the apparent tank heat 
loss was much larger than the tank coefficient would 
predict for the first data period, an increase by a 
factor of four was suggested. The losses were more in 
line with expectations for the second period so the use 
of the normal tank coefficient was recommended. 

A daily measured tank heat loss determined by a heat 
balance on the tank (taking into account the change in 
energy stored in the tank) is shown in Figure 4. 
Although the scatter in the data is large (because of 
the difference between two large numbers and because 
there are only four temperature measurements .i.n the 
tank) the difference between the two periods is evi
dent. The reason for this difference is unknown, but 
could be due to changes in instrumentation or possibly, 
thermocirculatiou ln Lhe piping. The domeotic hot 
water system (which was not operating during the second 
period due to a failure in the flow meter) could also 
be a factor. 

Specifications of the tank inlet and outlet piping were 
given. 

Auxiliary 

The Study Center switches to auxiliary heat from steam 
heat exchangers whenever the storage tank drops below a 
setpoint. This setpoint is a function of outside 
temperature. The functional relationship was deter
mined from the data and provided to the participants. 
The controller has hysterisis and is not perfectly 
repeatable, sometimes causing different auxiliary oper
ation than the provided function would predict. 

Collector Controller 

The on and off differential settings between the 
collector absorber temperature and the storage tempera
ture were given. 

DATA INFORMATION 

The Study Center is monitored with a 
and a PDP-ISC Data Acquisition System. 
acquired on the system since November 
been reported in (4) and (5). 

First Period 

PDP-11 
Data 
1977, 

computer 
has been 
and has 

The fir·sL ::>!:il of ualt~ yrvv.i.uw Lu Lh" IEA participants 
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Figure 4. Daily Measured Tank Loss 
{By Energy Balance) 

was the period from February 1-14, 1978. These data 
were supplied in August 1978, and the results of the 
simulation were reported at the lEA Task I meeting held 
in Palermo in December 1978. 

The weather data consisted of hourly averages of 
horizontal insolation, solar radiation on the collector 
plane, ambient temperature, wind velocity and direc
tion, building heating load and domestic hot water 
load. 

The participants were also provided with measured 
results so they could make their own comparisons and do 
a certain amount of fine tuning to achieve the known 
result. These data 
collector heat output, 

included the hourly averaged 
heat exchanger output, tank 

energy input, tank energy output, auxiliary heat and 
the average tank temper11tnre. 

Second Period 

For the second round of comparisons a second two-week 
period of data was distributed - this time without the 
measured results. 'rhe period selected was December 
18-31, 1978. It included an initial cloudy two-day 
period followed by eight sunny days ending with four 
more cloudy days. It was cold during this period, and 
the building_loads were high. 

The weather data were provided to the participants in 
January 1979, the hourly results were due back at LASL 
for detailed comparison in April 1979, and the compari
sons were presented the next IEA Task I meeting in 
TOklJO in May 1979. 



TABLE I 

TWO ..UK ENERGY OJWARIS(N 
February 1-14, 1978 

QAUX 

5382 

QLOAD QDHW % SCl..AR 

DATA 46509 14557 11843 17274 333 69.4 

USA 46509 14750 14750 2330 
(TRNSYS) (1.3) 

DENMARK 44765 15193 15193 3001 
(~ .}7) 

GREAT 46509 134}2 12951 810 
BRITPIN (-7.73) 

USA 46509 14548 14446 1547 
(LASL) (- .06) 

JAPAN 46509 13719 13511 
-5.76 

443 

Energy Units: kWh 
( · ) Per cent deviation from neasured 

RESULTS 

First Period 

12420 5277 17274 333 
(4.87) (-1.95) 

12192 5245 17274 333 
(2.95) (-2.55) 

12141 5208 17274 333 
(2.52) (-3.23) 

12360 5208 17274 333 
(4.37) (-3.23 

12509 5047 17274 333 
(5.62) (-6.22) 

70.0 
(0.6) 

70.2 
(0.8) 

70.4 
(1.0) 

70.4 
(l.D) 

71.3 
(1.9) 

The results from this first period were obtained and 
compiled by the various participants at the Palermo 
meeting. In most cases detailed hourly or daily 
results were not available for direct comparison. The 
two-week summary of results is presented in Table I. 
The parameters in the table are defined below. 

QINC 
QCOUT 
QSIN 

QSLOSS 
QSOU'l' 

QAU'.A 

QLOAD 
QDHW 
% SOLAR 

Incident solar on the collector plane 
Collector output 
Storage input 
Storage losses 
!:itorage output 
Auxlllar.v 

Building space heating load 
Dcmestic hot water load 
Percent solar, [100%(QLOAD- QAUX)/QLOAD] 

The measured results are labeled DATA on the first line 
of the table. The percent deviation of the calculation 
from the measured parameter is given below each calcu
lated value in parenthesis. The participants are 
listed from low to high ~rcent solar. 

For this period, all simulators were able to predict 
within 1.9 percentage points of the overall measured 
percent solar value of 69.4 percent. The collector 
efficiency for this period is 31.3 percent. The 
calculated values deviated as much as 2.5 percentage 
points low from this value (or 7.7 percent low on a 
absolute basis). Many of the simulators made compen

coefficient as sating adjustments to the storage loss 
seen by the wide range of calculated storage losses. 

well defined, as This parameter, of course, was 
mentioned previously. 

not 
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TABLE II 

TWfl WI;EK ENERGY COWARISGN 
December 18-31, 1978 

DATA 44792 15137 14901 14237 

QAUX 

10822 24717 0 56.2 

GREAT 44793 12882 12456 36 12425 12496 24717 0 49.4 
BRITAIN (-14.9) (-16.41) (-12.73) (15.47) (-6.8) 

JAPAN 44793 14293 14089 375 13593 11362 24717 0 54.0 
(-~.:)7) (-~.45) (-4.53) (4.99) (-2,2) 

BELGIUM 44 793 14364 14061 380 13306 11262 24717 0 54.4 
(-5.1) (-5.64) (-6.54) (4.06) (-1.8) 

USA 44933 14773 14351 352 14215 10988 24717 0 55.5 
(TRNSYS) (-2.41) (-3.69) (-.15) (1.53) (-. 7) 

USA 44792 14786 14696 396 14283 10707 24717 0 56.7 
(LASL) (-2.32) (-1.38) ( .32) (-1.07) ( .5) 

DENMARK 42863 16652 16652 415· 16281 8436 24717 0 65.9 
(10.01) (11.75) (14.36) (-22.1) (9. 7) 

l!:norg~· Ul"lit~l I~Wt'l 
( ) Per cent deviation from measllrP.rt 

Second Period 

The two-week results for the second period are given in 
Table II. Four of the oimulntor!'l pcedicted within 2.2 
percentage points of the meARurP.rl pRrcRnt solar value 
of ,n.? pPrrPnt, whirh w~~ n~~rly QQ aoguroto oo in tho 
·first period analyzed. However, the participants from 
GreAt RritAin prPrliri;t;~d ~9.~ psoroGmt oolor or 5.3 
points low, and the Danish participants predicted 65.9 
percent or 9.7 points high. The exact reason for their 
devia'tions at this time is unknown but presumably is 
due to user error since agreement in the first round, 
And in previous IEA comparison exerciseo, woo much 
better. 

1'he mo~:lGured 90llector efficiency for th!': .~r;..;;o.-Jd ~1·iod 

was 33.7 percent and tho eamc four simul ntor::~ predicted 
within 1.8 percentage points of t.hi.!;l vlllw:- (Ol' ).6 
percent on an absolute basis). The Bri t.i.sh G<~leulation 
was 15 percent low on collector output, and the Danish 
calculation was 10 percent high, both of which are 
consistent with the discrepancies of the overall 
simulation •e~ults, 

Since the parti.ci.pants rlid not hAve A mell~nrP,fJ '"~"l t 
the given 
predic:tan 

except the 

for comparison, LASL had suggested they use 
tank insulation coeffi.cient. AJ l "'i rm.1ll'\tors 

approximately the same tank heat loss 
British, who were low by a factor of 10. 
possibly due to an error in converting units 
certainly user error of some kind. 

This 
but 

is 
is 

The bar graph in Figure 5 shows the day-to-day varia
tions of measured and calculated daily storage input 
energy. On a daily basis most simulators were in good 
agreement although Great Britain was consistently low 
and Denmark was consistently high. 1'he daily auxiliary 
energy as shown in Figure 6 shows the same trends as 
the storage input energy graph. 
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Figure 5. Comparison of Daily Storage Input Energy 

2000.-------------------------------------, 
I MEASURED 
2 GB<FABERl 

.£ 
3 JAPAN 

3 4 USA<TRNSYSl 
.:£ 1500 5 USA<LASLl 

6 BELGIUM 
1- 7 DENMARK<SVSl 
::J 
a.. 
1-
::J 
0 1000 
>-
Lt: 
a: ,_, 
_J ,_, 500 
X 
::J 
a: 

22 23 24 25 26 27 28 29 30 31 

DRY OF DECEMBER 

Figure 6. Comparison of Daily Auxiliary Requirements 

The standard deviations between daily calculated quan
ti ties and measured quanti ties are given in Table III. 
Four of the simulators were within 10 percent of all 
energy quantities, while two others were outside this 

band. 

Great Britain 
Japan 
Belgium 
USA ( TRNSYS) 
USA (LASL) 
DENMARK 

TABLE III 

DAILY STANDARD DEVIATION 
December 18-31, 1978 

OCDLL QSIN Q9:JUT 
% % _%_ 

17.5 19.2 17.8 
9.2 9.2 9.9 
8.1 8.4 8.5 
6.9 7.4 4. 7 
5.9 '·' 5.1 

11.8 13.6 17.D 

QAUX TSAVE 
% _%_ 

21.8 6.3 
11.9 4.6 
9.1 3.5 
8.3 2.5 
6.5 2.D 

25.7 4.2 
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Figure 7. Six Day Plots of Hourly Storage Temperatures 
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Figure 8. Six Day Plots of Hourly Storage Input Energy 

Hourly plots of average storage temperature and storage 
input energy are shown in Figures 7 and 8 for the 
six-day period from December 21-26, 1978. The Danish 
and British participants are again high and low respec
tively. Phase shifts between various simulations ~o 

not seem to be a particular problem. 

CONCLUSIONS 

It has been shown that all the programs involved in 
this study are capable of predicting the measured 
performance of a solar heating system although major 
questions concerning an appropriate validation method
ology remain. 



This software-hardware, and previous IEA software
software, comparisons have shown that the potential for 
user error is lArge in the preparation of 
of the codes involved in the comparisons. 
the effects of user error contribute 

input for any 
In practice 
much more 

uncertainty to results than any remaining errors or 
differences in the modeling approaches or algorithms. 
No hard data is available on the eytent of iterative 
input adjustment in the first round of this exercise 
but it is the experience of the authors that three or 
four iterations are typically required before results 
are obtained that are within the error tolerance 
capability of the codes. It must be recognized that a 
"tjpical" user is likely to make far more mistakes than 
the "experts" who ran each of the codes in this study. 

A second point is that the two-round ~om~rison method
ology allows users to ini'er the values of some key 
parameters in the first round simulation (sometimes 
called the "training" period) rather than calculate 
them from information normally available to a user. 
Data arrived at in this empiri.~Rl w~?ty may mask one or 
more important effects not properly accounted for in 
the model. The inferance of the tank loss coefficient 
In this exercise is an example of this problem. The 
apparent losses from the measured data were much higher 
than expected, possibly due to thermosyphoning or some 
other unmodeled phenomena. The range of tank losses 
predicted by the codes in the first round shows that 
most participants used the tank loss coefficient 
parameter to adjust their results. Thus not only was 
the actual cause of the unexpectedly high losses 
falsely attributed, but other modeling inaccuracies or 
user errors were compensated for in the tank 1 oss 
coet'ficient. 

A final problem relates to the lack of sufficient code 
output data to completely identify the sources of 
differences. In a "system" simulation, the performance 
of all "comvuue:rts" is interrelated such that an error 
in one <.:umvonent creates disagreement between me!'lsured 
and predicted results in all components. Either 
"stand-alone" component tests Rl:'e required or more 
short term data must be measured in the experiment and 
output by the codes for comparison. As an eYAmple, 
hourly measured and simulated collector input and 
output data could be plotted in the efficiency vs. 6T/I 
format to validate the collector "component" in this 
"system" test. 

In summary, this validation exercise, and others like 
it, are valuable for locating and correcting sienifi
cant modeling errors and lack of modeling capability. 
They are not appropriate, however, for defining the 
error bounds on the codes. Dealing with inevitable 
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user error in a validation methodology is a tricky 
problem but the idea of eliminating its effects with. a 
preliminary "training !'uund" of comparisons has serious 
shortcomings. 

The IEA has provided a valuable forum for comparing and 
improving the consistency of solar simulation codes 
l.lsed throughout the world. The LASL Study CeuLer has 
been established as an appropriate system for per
forming code comparisons and the consistency and 
quality of the performance data has been established 
for future validation efforts. 

1. 

2. 

3. 

4. 

5. 

International .EJteL'gy Agency ~olar Heating and 
Cooling Program - Task 1 Investigation of the 
Performance of Solar Heating and Cooling Systems 
A Modeling and. Simulation Report on Subtask A 
hldited by Ove Jorgensen (October 1979). 
Validation Information for the Study Center 
Information Package from J.C. Hedstrom to IEA 
Participants 8/23/78. 
Validation Information for the Study Center - Phase 
II - Letter from J.C. Hedstrom to IEA Participants 
1/16/79. 
H.S. Murray, J.C. Hedstrom, and J.D. 
"Solar Heating and Cooling Performance of 

Balcomb, 
the Los 

Resources Study 
Proceedings, 

Alamos National Security and 
Center," CCMS/ISES Conference 
Dusseldorf, April 19-20, 1978. 
J.C. Hedstrom, H.S. Nurray. J.D. B<llcomb, "Solar 
Heating and (;ool i ng :RF>sul ts for the Los Alamo~ 

~tudy Center," Conference on SnJ.qr H.,.at.i.ug .1nd 
Cooling Systems Operational Results, Colorado 
Springs, Colorado, November 27-30, 1979. 



THE SEA-LAB PASSIVE TEST BUILDING PROJECT 

James R. Clinton 

Solar Energy Analysis Laboratory 
4325 Donald Ave. 

San Diego, CA 92117 

ABSTRACT 

A group of eight passive test buildings is being constructed 
at an inland San Diego County site. Purposes of the project 
include side-by-side comparison and demonstration of the 
various passive solar heating and cooling techniques and 
validation of calculational models. Different passive systems 
including Trombe wall, water wall, direct solar gain, roof 
pond, sunspace, clerestory and "high mass" concepts will 
be incorporated into individual 16 ft. by 16 ft. two room 
buildings. An eighth standard construction building is fitted 
with an active solar system and will btl u~t!d for comparison 
and control purposes. 

The buildings are fully instrumented and monitored with an 
on-site computer based data acquisition system. A special 
feature of the instrumentation allows actuation of devices 
like fans and dampers under software control. 

One activity associated with this project is the validation of 
thermal network simulation models. Comparisons with 
component models as well as overall seasonal performance 
checks will be conducted. 

Construction began during January ,1980 with all buildings 
scheduled to be operational for the start of the 1980 cooling 
season. 

PROJECT CONCEPT 

Present quantitative knowledge of the operating performance 
of passive solar buildings has come from either occupied 
buildings,(!) or from test cells.(2) While data from these 
sources has been extrememly usetul m estabhshmg the value 
of passive techniques, a number of gaps remain. Data from 
complex buildings is very difficult to reconcile with simple 
performance models, especially with the considerable 
uncertainties due to occupant behavior, and test cells cannot 
cover the range of conditions occurring in larger structures. 

This project is funded by the San Diego Gas and Electric 
Company and the Southern California Gas Company. 
Additional support for modeling is provided by the Solar 
Heating and Cooling Research and Development Branch, 
Office of Conservation and Solar Applications, U. S. Dept. of 
Energy, through a contract with the Energy Center of the 
University of California, San Diego. 
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This project consists of structures of intermediate size which 
will serve to test the primary passive concepts on a uniform 
basis. Each of the buildings, described in detail below, is 
fitted with one major passive solar feature and is as similar 
to the other buildings as is feasible. The two room design 
allows investigations of the important problem of heating 
rooms not equipped with passive solar features. Of the eight 
small buildings, one is a conventional control building and 
seven test various generic passive concepts: 

• Conventional Design Control Building 

• Trombe Wall with Vertical Underfloor Rock Bin 

• Water Wall with Hydronic Slab Heating 

• Direct Gain with Horizontal Underfloor Rock Bin 

• Sunspace with Horizontal Underfloor Rock Bin 

• Clerestory with Massive Wall 

• High Mass Construction (Tilt-Up Concrete) 

• Roof Pond 

The project is located at site about 50 miles northeast of San 
Diego with approximately 2500 Heating Degree Days and 
average summer high temperatures in the low 90's. Even 
though space conditioning requirements are modest in this 
climate, excellent test conditions are assured because a 
range from cool and cloudy through warm and sunny 
(ov~rheating) can occur at any time during the heating 
season. This fact allows convenient investigation of designs 
with solar fractions near 100%, and such designs offer 
stringent test conditions for model comparisons. 

Since typical buildings in this region are minimally insulated, 
space ·heating normally takes more energy per heating 
degree day than in most harsher climates, iri spite of the 
sunny weather. New construction in Southern California 
proceeds at a rapid pace so great opportunities exist for 
implementation of passive designs on a large scale. 
Demonstration of the various concepts to builders and 
architects is an important goal of this project and the reason 
that standard construction practices are employed to the 
greatest extent possible. 



TEST BUILDINGS 

The test buildings are of standard wood frame and concrete 
floor slab construction, except that the high mass building 
has tilt-up concrete walls. The 16 ft. by 16 ft. floor area is 
equally divided into two rooms. Rooms not containing major 
passive solar features are heated primarily be convection 
through open doorways. Some of the buildings are also 
equipped with underfloor rock bins or hydronic slab tubing. 
Roof trusses allow non-bearing room partitions and interior 
walls may therefore be easily added or removed for some 
experiments. Ceilings are insulated with standard R-19 
fiberglass blankets and walls are insulated to R-11. Window 
area is 18% of the floor area in the conventional building 
and of equal or corresponding area in the other buildings. 
Regular windows are single glazed in keeping with standard 
practice in this region, but all glazing associated with 
passive features is double glass. 

Auxiliary heating is supplied to the buildings by a circulating 
hot water system. Each building is equipped with a fan coil 
unit with the fan controlled by a room air thermostat. Heat 
addition is measured by the temperature drop across the 
coil and the flow rate of the circuiating water. 1'he system 
includes a water chiller so that cooling can be supplied with 
the same loop during the cooling season. During the heating 
season, fan-off heat losses from the fan coil units provide for 
a reasonable and measured amount of internal heat gain to 
the buildings. During the cooling season, internal gains will 
be provided by electric resistance heaters. 

A movable, modular building is also in place at the site to 
house the instrumentation and auxiliary equipment and 
provide an area for personnel and informative displays. 

Fig. 1 CONVENTIONAL BUILDING 

The conventional control building is shown schematically in 
Fig. 1. Its primary function is to provide a comparison with 
the passive solar buildings. Also, it is equipped with an 
active solar system with roof mounted collectors. Storage for 
the active system is provided by an indoor water tank. 

Heat delivery from the solar system can be accomplished by 
a fan coil unit or by tubes embedded in the slab. One goal of 
the project is to better understand the implications of various 
means of adding off-peak energy to the buildings and the 
floor slab tubes provide one possible option. 
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Fig. 2 TROMBE WALL BUILDING 

The Trombe wall building is shown in Fig. 2. The wall is 
equipped with exterior double glazing and vents into the 
room. Half of the wall is constructed with concrete blocks 
(reinforced and solid grouted) and other halt is solid 
reinforced concrete. Since the total area of the wall is nearly 
50% of the floor area, most experiments will be conducted 
with half of the wall exposed and the other half insulated to 
the same level as the wood frame walls. Other sizings can 
also be investigated in this manner. 

Air from the wall surface-glazing space can be ducted into 
the room or into a vertically fed rock bin located under the 
floor in the north room. Various control strategies will be 
implemented. The most straightforward is to duct heat into 
the room if needed to meet the thermostat setting and then 
store excess heat in the rock bin. Under normal operation, 
the rock bin heats the floor passively, but because the 
effective thermal conductivity of rock bins in the no-flow 
condition is low, provision has also been made for active 
discharge. 

Fig. 3 WATER WALL BUILDING 



The water wall building, shown in Fig. 3, compares two 
types of water containers. One side of the wall is fitted with 
five 13 in. diameter ·cylindrical tanks. The 5 in. spaces 
between tanks allows for some direct solar gain. The other 
side if fitted with two· 12 in. deep rectangular tanks. As in 
the Trombe wall building, the large south wall relative to the 
floor area means that only half the wall needs to be exposed 
to achieve a reasonable solar aperture. 

Fig. 4 DIRECT GAIN BUILDING 

The direct gain building is shown in Fig. 4. The floor slab in 
the south room is 8 in. thick compared to the 4 in. thickness 
of all other floor slabs. The interior wall is 8 in. solid grouted 
concrete block and provides additional heat storage capacity. 

The rock bin under the north floor is not used in the normal 
operation of this building because air from a living space is 
generally not sufficiently wami to heat a rock bin. However, 
equipment is fitted to the large south window to allow the 
installation of and opaque hot air collector system. It is 
envisioned that as the south room becomes overheated, the 
collectors would become operational and transfer excess heat 
to the rock bin. 

Fig. 5 SUNSPACE BUILDING 
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The sunspace building, shown in Fig. 5, is fitted with a 
commercially available attached greenhouse. An 8 in. solid 
concrete block wall separates the sunspace from the south 
room. A door in this wall can be opened to directly heat the 
interior. 

Excess heat from the sunspace is ducted to the horizontally 
fed rock bin under the· north room. This rock bin can be 
actively discharged and, during the cooling season, can be 
cooled with outside air at night. 

Fig. 6 CLERESTORY BUILDING 

The c.lerest.nry building shown in Fig. 6 is intended to test 
one method of direct gain passive heating in designs which 
preclude the use of the south wall. Also, clerestories provide 
a means of heating north rooms. 

The north wall of the building is of 8 in. concrete block 
construction. The flat roof facing the clerestory aperture is to 
be fitted with reflectors. Designs for reflectors which also 
serve as movable night insulation are under study. 

Fig. 7 HIGH MASS BUILDING 



The walls of the high mass building shown in Fig. 7 are of a 
concrete-foam construction. The walls are factory cast and 
transported to the site for assembly. This method offers a 
reasonable cost alternative to concrete block or conventional 
concrete wall construction. The climate in this region is such 
that a large thermal time constant can provide a large 
decrease in both heating and cooling requirements. 

, , 
Fig. 8 ROOF POND BUILDING 

The roof pond building is shown in Fig. 8. As an alternative 
to the concrete block construction used in other roof pond 
buildings, this test building has wood frame construction. 
Wails are built with 2 by 6 studs to accomodate the 
additional roof load. 

The means for covering the water bags has not yet been 
fixed. A number of designs which allow both proper winter 
and summer operation are being considered. 

INSTRUMENTATION 

The instrumentation system takes data from the sensors 
installed in the buildings and can actuate various devices 
under sottware control. A microprocessor based computer 
Controls a digital voltmeter and scanner. The scanner 
accomodates 120 channels of sensor input and 20 channels of 
actuator output. 

Globe and air temperature in each room of the buildings is 
monitored as well as other temperatures of interest. 
Platinum thermometers are used as temperature sensors to 
achieve the level of reproducibility necessary for accurate 
temperature difference measurements. Two precision 
pyranometers monitor the horizontal and vertical solar 
radiation at the site and a pyrheliometer monitors the direct 
radiation. A third pyranometer is available for measurements 
of radiation at other orientations or radiation on interior 
surfaces. Wind speed and direction and ambient 
temperatures are also monitored. 

Most temperature measurements are conducted every 20 
min. This period corresponds to the time increment used in 
the thermal network simulation method (3) which will be 
used to compare experimental results to simulation results. 
Measurements of temperature difference across the fan-coil 
units and solar radiation instrument readings are taken every 
minute and averaged for the 20 minute time step. Data is 
stored on magnetic disks, with a telephone link included to 
provide a daily check on data reliability. 
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FEASIBILITY EVALUATION FOR 

SOLAR INDUSTRIAL PROCESS HEAT APPLICATIONS 

S. A. Stadjuhar 
Solar Energy Research Institute 

Thermal Conversion Branch 

ABSTRACT 

An analytical method for assessing the feasibility of Solar 
Industrial Process Heat applications has been developed 
and implemented in a flexible, fast-calculating computer 
code-PROSYS/ECONMAT. The performance model 
PROSYS predicts long-term annual energy output for 
several collector types, including flat-plate, nontracking 
concentrator, one-axis tracking concentrator, and two
axis tracking concentrator. Solar equipment cost esti
mates, annual energy capacity cost, and optional net pre
sent worth analysis are provided by ECONMAT. User in
put consists of detailed industrial process information and 
optional economic parameters. Internal program data in
cludes meteorological information for 248 U.S. sites, 
characteristics of more than 20 commercially available 
collectors representillt several generic collector types, 
and defaults for economic parameters. Because a full
scale conventional back-up fuel system is assumed, stor
age is not essential and is not included in the model Al
though the software is neither a dynamic simulation nor a 
detailed design tool, it yields the advantages of speed and 
flexibility and provides a method for uniform comparison 
of diverse solar equipment, IPH applications, and loca
tions. Recent updates in performance calculations, the 
collector array siziJlt algorithm, and system cost esti
mates have improved the accuracy of the PROSYS/ 
ECONMAT evaluation. Efforts in IPH model comparison 
and PROSYS/ECONMAT validation have been initiated. 
The PROSYS/ECONMAT code has been used in a variety 
of the case studies, in-depth applications analyses, and 
generic system studies. Examples of such analyses dem
onstrate the capabilities of the modeL 

INTRODUCTION 

The industrial sector is the largest single U.S. energy con
sumer, using 3796 of the total national energy demand. 
From 5096 to 7096 of this energy is for industrial ·process 
heat (IPH) used in the preparation and treatment of man
ufactured goods and produce [1]. Industry thus provides a 
potentially large market for solar technology but only it 
the C)tiRntit.y anc'l quAlity of energy required by IJ?H appli
cations can be provided by solar energy. 

Although industrial process heat requirements span a 
broad temperature range, a significant amount of heat is 
used at temperatures that can be provided by currently 
available solar technology. At least 2796 of the IPH re
quirement is for temperatures below 300° C (550° F) and 
can be supplie(l by commP.rr.iAI collectors r2l. Using solar 
energy for preheat and technological developments to 
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supply higher temperatures will increase the percentage 
of potential solar contribution to as much as 5096. 

Solar energy for process heat can be supplied directly or 
through a heat transfer fluid such as hot water, hot air, or 
low.:.Pressure steam. To effectively meet the wide range 
of IPH temperatures, many generic collector types.are 
required, as shown in Fig. 1. Because of the diverse tem
perature requirements, system configurations, and the 
variety of available collectors, it is important to select 
the appropriate solar equipment for the specific IPH ap
plication. Considerations in the selection of the most ef
fective solar ·equipment must include process require
ments, meteorological effects, solar system characteris
tics, and economic factors, as illustrated in Fig. 2. Be
cause of the number of variables and computations in
volved, the evaluation can· be performed most efficiently 
with a computerized analysis. 

Type of Collector: 

Central Receiver 

Point Focus 
(Parabolic Dish & 

Fresnel Lens) 

Line Focus 
(Parabolic Trough & 

Fresnel Lens, also· 
Multiple Reflector) 

Evacuated Tube 

50 
10 

Under 400" 2500' 

Development •----~ 

Commercial 
1::!0' 
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40C71i ____ 1_500" 

204 318 427 538 
2000 3000 °F 
1093 1649 oc 

Operating Temperature 

Figure 1. Typical Operating Temperature Ranges 
of So1ar Collectors 

EVALUATION PROCEDURE 

Software developt:d for the analysis of solar IPH applica
tions includes the performance model PROSYS, the eco
nomic evaluation ECONMAT, and several attendant data 
bases. Figure 3 shows the basic relationship of these 



components and the flow of the evaluation procedure. 
The main features of the PROSYS/ECONMAT code are 
summarized in Table I and expanded in the following sec
tions. 

Figure 2. Key Variables in Evaluation of 
Solar lndi,Js1rial Process Heat 

COLDAT 

ECONMAT 

Economic. 
Mlltr.hlnQ 

Figure 3. Flow of Evaluation Procedure 

DATA BASES 

Characterization and analysis of solar IPH applications 
require site-specific meteorological data, detailed indus
trial process information, solar equipment performance 

96 

and cost data, and appropriate economic parameters. This 
information resides on four data bases- METDAT, IPHDB, 
COLDAT,and ECONDAT. 

Table 1. Features of the PROSYS/ECONMAT Code· 

Purpose: 

User Input: 

Internal 
Data: 

Program 
OUt[JUt: 

Advantages: 

Provide method to assess feasibility of 
solar IPH applications. 

Detailed industrial process information 
and optional economic parameters. 

Meteoroligcal information for 248 U.S. 
sites. 

Characteristics of several g~neric collec
tor types. 

DMaults tor economic parameters. 

Long-tet·m avet·age perfonnance [Jredic
tion for Qach collector procesi combina
tion. 

Estimate of solar system cost and annual 
energy capacity cost. Optional present 
v. ut th ai"1aly ~~. 

Flexible, high-speed evaluation. 

Uniform comparison of diverse 
equipment, IPH applications, 
locations. 

solar 
and 

Restrictions: Nondynamic analysis. 

Not a detailed design tooL 

Conventional fuel backup assumed, no 
consideration of storage. 

----------·----··---------

The meteorological data base (METDAT} specifies the 
quantity and quality of the available solar radiation at 248 
U.S. locations as determined by availability of SOLMET 
and ERSATZ data [3]. Values are given for a typical day 
each month and include long-term average daily total ra
diwlinn nn H hnl'i~;nnlal sw•PA<!e, (:]!'!lll'lless nuruli-::w, day·· 
time Hmb\ent 8.verHge ternper!l.turP.; and (!lc.111diness inrlP.Jr 
KT for each location. 

The industrial process heat data base (IPHDB) is composed 
of entries for specific processes and contains for each of 
them: temperature, heat rate, and flow rate t'e4uirelllenls; 
conventional fuel source and efficiency; and appropriate 
system types in order of applicability (3 of a possible 6). 
Each entry is identified as a four--()igit standard industrial 
classification (SIC) and an optional alphanumeric charac
ter if subprocesses are given. 

At the present time, 20 collectors are represented in the 
collector data. base (COLDAT). Of these, eight have per
formance data derived through tests at the facilities of 
Sandia Laboratory, Albuquerque [ 4]. Both performance 
and cost information is given for each collector, including 
optical efficiency, concentration ratio, heat-loss coeffi
cients, internal blocking and shading factors, F .O.B. costs, 
auxiliary costs, and installation labor. Generic collector 



types represented in COLDAT include flat plate, com
pound parabolic concentrator, linear fresnel lens, para
bolic trough, line focus, and parabolic dish. 

The economic data base (ECONDAT) contains site-spe
cific information on labor rates and conventional fuel 
costs, including coal, natural gas, fuel oil, electricity, and 
propane. Fuel costs often vary with usage amount, con
tract status (firm, interruptible, etc.), and use schedule. 
In cases where such detailed information is known, the 
data base values can be overridden through card input. 

PERFORMANCE MODEL PROSYS 

In order to assess the feasibility of solar energy for a 
specific industrial process, it is first necessary to calcu
late the amount of energy that can be delivered by the 
available solar equipment while satisfying the process re
quirements. The analytical performance model applies a 
method developed by Rabl and Collares-Pereira that pre
dicts the long-term average energy delivered by several 
generic collector types. This procedure is based on the 
classical utilizability concept originated by Hottel, 
Whillier, Liu, and Jordan [5,6] for flat-plate collectors. 
Rabl and Collares-Pereira have generalized and simplified 
the method by including other collector types and defining 
the utilizability with respect to the day rather than the 
hour [7,8]. 

Collectors that are modeled include the two-axis tracking 
concentrator, single-axis concentrator, nontracking con
centrator (compound parabolic concentrator), and flat
plate collector. The calculated deliverable energy per 
unit area for a single collector is adjusted to include 
losses normal to larger systems. Six system types are 
modeled, including direct hot water, fluid/water heat ex
change, direct hot air, fluid/air heat exchange, flashed 
steam and unfired steam generator. 

The analytical model is implemented in the computer pro
gram PROSYS (Process Heat System Model), yielding a 
tool with which a varity of solar equipment configurations 
can be evaluated. PROSYS is neither a dynamic simula
tion nor a means of detailed system design, but instead a 
method of predicting long-term average performance. 
While the nondynamic nature of the model imposes some 
li mi ta tions, it yields the advantages of speed and flexibil
ity. The model provides an efficient method for prelimi
nary appraisal of solar energy for industrial applications, a 
standard procedure to compare generic collector types, 
and a rapid means of performing a large number of para
metric studies. 

ECONOMIC EVALUATION ECONMAT 

The basic calculation of the economic analysis is the es
timation of the total solar equipment cost. To allow com
parison of systems r:liffP.rin~ in si?.e and annual ~nergy out
put, an energy capacity cost [$/(GJ/yr)] is calculated by 
dividing the total equipment cost by the annual delivered 
energy. Additional economic evaluation may include cal
culation of life-cycle levelized energy cost, net present 
value, simple payback period, and break-even fuel 
price [9,10]. 

The t:nrnputP.r [lrogram ECONMAT implements the analy
sis using the precalculated performance d!!U:t from 

PERFDAT, the collector costs from COLDAT, and labor 
rates from ECONDAT. Given the process demand heat 
rate and the collector peak delivery rate, the collector ar
ray is sized such that all energy supplied by the solar sys
tem is used by the process and no excess energy is pro
duced. Total solar equipment cost is estimated including 
collector, auxiliary equipment, installation, and system 
costs. 

The optional net present value analysis depends on eco
nomic factors that may vary from case to case. The 
software contains typical default values for economic 
parameters, such as 12% internal rate of retum; 6% 
general inflation rate; 5% add-on fuel escalation rate; 
ann11al operation, maintenance, property tax, and insur
ance at 2% of initial investment; 50% corporate income 
tax rate; 20-year system lifetime; and 20% tax credit. 
Appropriate local fuel price is obtained from ECONDAT. 
All default economic factors, including fuel price and 
labor rate, may be overridden by user input. 

To allow system size variation for a specific process and 
to demonstrate the economy of scale effect, all calcula
tions are shown for ten incremental energy levels. A 
large number of computations are required to evaluate 
each process-system-eollector combination at ten energy 
increments, and a large output results. To facilitate anal
ysis, an option is provided to print only the results for the 
most economic collector per system. 

ANALYTICAL RESULTS 

The analytical tools PROSYS/ECONMAT allow compari
son of a variety of collectors for diverse process require
ments and quick selection of the solar equipment most 
suitable in both cost and perfornMnce for a specific pro
cess. The software can be used for many types of analysis 
merely by varying the information in the data bases. A 
ranking of solar IPH applications for a given location can 
be genera ted by using an IPH DB containing average para
meter values for many "typic"!.!" industrial plants. Con
versely, actual case studies that provide detailed process 
breakdown, preheat potential, and/or process reconfigura
tion can be analyzed with an IPHDB containing specific 
process data. 

A subprocess can be characte!."ized and its solar potential 
appraised over the entire U.S. region in an in-depth analy
sis. For example, consider a pastuerization process at 
169° F operating six days per week, producing approxi
mately 3000 gal/hr, with process heat provided by a con
ventional steam boiler at 65% efficiency. Evaluation of 
solar process heat provided by horizontal parabolic trough 
collectors tracking about the N-S axis in an indirect hot 
water configuration was performed for 27 locations [11]. 
Figure 4 shows the required fuel price in 1979 $/MBtu for 
a 10-year payback for 1979, 1985, and 1990 system start
UD times. 

An assortment of parametric sensitivity studies can be 
performed, including studies of the effects caused by 
changes in collector characteristics, costs, and economic 
factors. A comparison of the performance of five collec
tor types over a range of temperatures is illustrated 
graphically in Fig. 5. 
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Figure 4. Required Fuel Price in 1979 Dollars/MBtu for a Ten Year Payback. 
(Upper Number-1979 Startup: Middle Number-1985 Startup; 
Bottom Number-1990 Startup) 

CONCLUSIONS 

The industrial process heat sector appears to be a large 
potential market for solar energy applications. Because 
of the variety of process requirements and available solar 
equipment, the evaluation of solar technology for IPH is a 
complex procedure most easily accomplished by the use of 
computerized analysis. The PROSYS/ECONMAT software 
was originated to provide this capability. 

Extensive application in end-use matching, case studies 
and in-depth analysis has provided excellent review and 
program checkout. Improvements in performance cal
culations and system cost estimates, and updates in col
lector data, will improve model accuracy. The software 
provides a powerful analytical tool for an efficient meth
od in appraising the feasibility of solar technology for in
dustrial process heat applications. 

The work described herein has been sponsored by the U.S. 
Department of Energy under contract EG-77-C-01-4042. 
r:Iore complete information on this project is in a SERI re
port on industrial process end-use matching [12]. 
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COMPUTER-AIDED SOLAR THERMAL SYSTEMS ANALYSES FOR 
INDUSTRIAL PROCESS HEAT (!PH) APPLICATIONS 

S. Sundaram, C. F. Roos and B. G. Eldridge 
Jacobs-Del Solar Systems, Inc. 

251 South Lake Avenue 
Pasadena, California 91101 

ABSTRACT 

We have developed a computer-simulation program to 
analyze our approach to the solar production of 
.i.!l<.lustrial process heat. Ours is a modular pro
gram--or system of programs--which offers several 
advantages over other simulation programs. It is 
easy to learn, requires little debugging and re
duced run time, and provides its analysis at a 
lower cost than do other such programs developed 
by universities and the national laboratories to 
study solar thermal energy systems. It enables 
us to study all aspects of the solar production 
of industrial process heat, as well as space heat
ing and cooling. The system, Solar Thermal Sys
tems Simulation (STSS~ uses an IBM System VM370 
under CMS environment; it is written in FORTRAN IV. 
STSS, which includes main programs, subroutines 
and data files, will be validated and refined dur
ing the operation of a Jacobs-Del Solar Systems, 
Inc. project. This DOE-funded project, a demon
stration of the solar production of industrial 
process steam, is being conducted at The Home 
Laundry in Pasadena, California. 

INTRODUCTION 

Supplying low- to intermediate-temperature process 
heat (200°-600° F) for industrial use in the u
nited States requires roughly 4 x lol5 BTU/year, 
which is approximately 5% of the nation's total 
energy consumption. The need to supplement exist
ing, Industrial Process Heat energy sources with 
a source which is virtually non-depletable, such 
as solar energy, is acute; our fuel consumption 
rate is growing 3% per year, and our production 
of crude oil and natural gas is declining. 

Solar systems are now being used for some Indus
trial Process Heat applications. We at Jacobs-Del 
Solar Systems, Inc. have developed a computer-sim
ulation program to analyze our approach to the ~o
lar production nf Tnnnst . .rial Process He<J.t. Ours 
is a modular program, or system of programs, which 
enables us to study all .aspects of the solar pro
duction of !PH, as well as space heating and cool
ing. This paper describes the analytical basis 
for the development of the STSS, which will be 
validated and refined during the operation of a 
DOE-funded demonstration project at The Horne 
Lcn.mrlry in Pilsadena, California. 
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SIMULATION MODEL 

The Solar Thermal Systems Simulation Model will al
low us to evaluate candidate solar· systems and, 
P.VP.ntually, to achieve an economically competitive 
!PH system which will offer both significant ener
gy savings and environmental advantages. A func
tional diagram of the STSS is· shown in Figure l. 

The three major components of the STSS are a field 
performance program, a thermal losses in pipes .. and 
equipment program and an economics program. The 
field performance program determines the amount 
of usable energy which an array can collect under 
varying conditions. The second STSS program es
timates thermal losses in pipes and storage tanks 
during a 24-hour day. The STSS economics program 
considers tactors such as capital .i.nvestrnent, life 
expectancy, operating and maintenance costs, taxes, 
functional efficiency, etc. in the process of e
valuating an !PH system. 

The Field Performance P~ogram 

The field performance program determines the amount 
of usable energy an array can collect under vary
ing conditions. These conditions can be categor
ized into three groups: the first group includes 
those conditions which affect collector efficien
cy; the second group is composed of conditions 
which affect one collector by itself, and the 
third group covers the conditions uf interrelation
ships of all of the collectors within the array. 
Direct solar radiation, ambient temperature, in
let and outlet fluid temperatures and wind velo
city over the receiver tube are first-group con
ditions. The conditions in the second group are 
collector orientation, tilt angle, length, etc. 
The third group of conditions are those which de
termine the effect of one row of collectors on the 
next row: orientation, tilt angle, spacing between 
collectors, width of collectors, physical dimen
sions of collectors, size and latitude of the ar
ray. 

Many of the above conditions vary hourly; conse
quently, values are computed hourly and summed 
daily, monthly and annually by the STSS. Average 
hourly values for different months are computed 
and printed. 
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Figure l. STSS Computer Program Flow Chart 
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Receiver Tube Losses. we have developed a heat 
transfer model for receiver tube losses. It con
siders the annulus, i.e., the gap between the ab
sorber tube and the glass envelope, as well as the 
gap pressure. The analytical factors which were 
considered in the model are described in the follow
ing discussion. 

The receiver tube is subject to heat losses from 
the absorber tube due to convection and radiation, 
from the glass wall as a result of conduction, and 
from the outside of the glass because of convec
tion and radiation. If the annular gap is small, 
conduction losses are large; if the annular gap is 
large, convection losses are large. Therefore, it 
calculates the optimal gap width to·balance these 
losses. Evacuation of the annular gap limits heat 
loss to radiative energy loss only and eliminates 
the effect of wind on receiver heat loss. This is 
applicable for evacuated receiver tubes. 

Cosine, End and Shading Losses; Tracking Error. The 
STSS computes the sun's position hourly. Altitude 
and azimuth angles provide data to compute the 
angle of incidence over the end of the collector. 
From the angle of incidence, cosine losses, end 
losses and end shading losses are determined based 
on the physical dimensions of the collector. These 
losses pertain to each collector and are expressed 
per square foot of collector. For parallel rows of 
collectors, these factors are independent of orien
tation, spacing, tilt angle and width of collector. 

Tracking error is taken into account by considering 
the intercept factors--the amount of solar energy 
expected to hit the receiver tube, as predicted by 
manufacturing tolerances. 

The Thermal Losses in Pipes and Equipment Program 

we have developed subroutines to estimate a solar 
system's 24-hour thermal losses through insulated 
pipes during three time periods or modes of opP.ra
tion: warm-up mode, solar energy collection mode 
and nighttime cool-down mode. Two programs, 
STEADY STATE and QUASI-TRANSIENT, cover the dif
ferent oper~tion~+ conditions which exist during 
the three modes. We have implemented the model. in 
FORTRAN IV on the IBM System VM370 under CMS en
vironment. 

The STEADY STATE program calculates heat losses dur
ing the solar energy collection mode; the QUASI
TRANSIENT program approximates the variations of 
fluid temperature characteristic of the cool-down 
and warm-up modes of operation. 

The STSS Economics Program evaluates factors such 
as system capital investment, finance charges, in
surance rates, fuel savings, depreciation, energy 
tax credits (state and federal), life expectancy, 
operating and maiuLenance costs, etc. 
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CONCLUSION 

The advantages of the STSS over other simulation 
models were enumerated earlier. In addition to 
these operational considerations, we are pleased 
by the fact that analysis of the engineering and 
cost data provided by the STSS model during its 
period of operation at The Home Laundry will per
mit us to improve system design and to decrease 
system cost. Thi~ certainly, will foster the com
mercialization of process heat applications. The 
data gathered should also provide justification 
for much-needed reform of tax policies applicable 
to solar systems. 
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FLAT-PLATE PHOTOVOLTAIC ARRAY SI~illLATION AND DESIGN ANALYSIS* 

R. \L Weaver** 
Jet Propulsion Laboratory 

Pasadena, California 

ABSTRACT 

As part of the Jet Propulsion Laboratory's 
Low-cost Solar Array Project, a comprehensive 
program of flat-plate solar array design and c~st 
optimization has been carried out. The objectives 
of these studies have been to improve reliability 
and reduce costs of arrays. Two simulation 
methodologies were developed. The first allows 
the analyst to determine the probable power loss 
due to cell or module failure for various array 
circuit designs. This method has been 
computerized and used to analyze various circuit 
designs with differing levels of 
series/paralleling. The second method was 
developed to determine the life-cycle cost of 
energy produced by a specific system design. This 
simulation also indicates which failure 
replacement strategy should be used to insure 
minimum life-cycle cost. 

INTRODUCTION 

The objective of the design analyses performed by 
the Jet Propulsion Laboratory's Low-Cost Solar 
Array Project is to determine the minimum 
life-cycle cost of energy produced by photovoltaic 
arrays. TlJO prime elements of life-cycle cost are 
the costs associated with building and operating 
the system and the amount of energy produced by 
the system over the period being considered. 
These elements vary with the type of application. 

The enerp,y p-r:r.>rlttr.r.rl hy n phr.>tnvnl tni.r. (PV) systP.m 
is a function of the solar energy incident upon 
the array over the life of the array and the 
series/parallel electric network design. 
Considerable work has been done to determine the 
array tilt angle and azimuth setting to optimize 
the incident solar energy. Those results are 
incorporated into this analysis. An analysis of 
the series/parallel electric network was performed 
to determine the energy losses as a function of 
the cell failure rate, module size and network 

* This paper presents the results of one phase of 
research conducted at the Jet Propulsion 
Laboratory, California Institute of Technology, 
and sponsored by the u. S. Department of Energy, 
through an agreement with NASA. 

**Member Technical Staff, Low-cost Solar Array 
Project, Energy Technology Engineering Section 

design. This analysis was performed using a 
computer program that simulates PV modules with· 
various series/parallel connections and computes 
the resulting current-voltage curves based on the 
above factors. 

The results of power loss analysis and the 
estimated costs are used in a life-cycle cost 
determination program. The minimum life-cycle 
energy cost is used as the final criterion to 
define optimum network design and replacement 
strategy. This analysis directly integrates array 
structures costs, panel costs, module costs, 
replacement strategies, series/paralleling 
tradeoffs, module size tradeoffs, cell reliability 
performance, and several other factors. The 
conclusions presented provide design guidelines 
for future flat-plate photovoltaic modules. 

CIRCUIT DESIGN 

The analysis of array circuit designs is an 
important step in the development of design 
guidelines for PV systems. Component reliability 
and fault-tolerant designs are critical in the 
production of low-cost energy, particularly in a 
relatively complex developing technology. The 
design of PV array circuits must therefore take 
into account the probability of circuit component 
failures and provide a means for minimizing energy 
losses when failures do occur. 

Definitions 

A PV module consists of solar cells electrically 
connected in series and/or parallel. A string of 
cells connected in a pure series arrangement is 
referred to as a series string or substring. When 
series strings are wired in a parallel 
_configuration, they are called parallel strings 
and a group of parallel s~rings connected at their 
end points is called a series block. Modules are 
grouped together in panels for structural 
purposes, forming an array. A branch circuit is 
composed of a group of series blocks between the 
positive and negative termination points of a 
power conditioner. Therefore, an array is a 
collection of branch circuits. The series blocks 
may be whole modules or parts of modules. In the 
former case, series blocks are connected by 
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connectors external to the modules; in the latter, 
some series blocks are connected by internal 
module wirings, while groups of series blocks are 
connected externally. No distinction is made in 
the type of connections involved in this 
discussion. Figure 1 presents examples of a 
module and a branch circuit using the above 
definitions. 

Failure Probabilities 

Since PV technology is still in the developmental 
stage, methods and techniques of cell and module 
production are continually changing. For this 
reason long-term in-service data regarding the 
rate of failure of various array components do not 
exist, and failure probabilities must be treated 
parametrically. Open-circuit failures result in 
the largest power loss per failure and are 
therefore the only type considered here. 

For any given circuit design all failures are 
considered to have a binominal distribution. The 
tollowing steps are used to determine the 
probabilities of various states of array failure. 

The appropriate substring failure density to be 
used for a given array design is determined from 
the following equation: 

(1) 

t~here: 

Fss = substring failure density 

Fe cell failure density 

Nc number of cells per substring 

The relationship between cell failure density and 
substring failure density is shown in Fig. 2. An 
increase in the number of cells per substring for 
a fixed cell failure density results in an 
increase in the probability that a substring will 
fail. l>Ihen a particular circuit design is to be 
analyzed, the number of cells per substring, the 
cell failure density and the substrings per series 

MODULE, 
3 PARALLEL STRINGS 
2 SERIES BLOCKS 
HELLS PEn SUBSTRING 
2 DIODES PER MODULE 

-......_____BRANCH CIRCUIT, 
3 PARALLEL STRINGS 
6 SERIES BLOCKS 
2 CELLS PEn SUBSTR INC 
I DIODE PER SERIES BLOCK 

Fig. 1. Series-Parallel Nomenclature 
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block are specified. The number of substrings 
that fail within a series block governs the power 
output of the branch circuit and thus of the whole 
array. The effect of increased substring failure 
density on the number of aubatrings failed within 
a series block are shown in Fig. 3 for a series 
block containing 8 sub3tring!o A3 th~ substring 
failure density increases the probability of 
additional substring failure increases. 

Using the above failure pru~ability technique, the 
state of failure of a branch circuit can be 
defined for any specific circuit design. The 
results are used in the circuit simulation program 
to determine the power losses due to failures as a 
function of substring failure density. 

Circuit Simullll;i.nn ;md Pnwf>r, T..nss 

The circuit simulation method involves the use of 
a computer model with appropriate statistical 
analyses to caicuiate cell and module I-V curves 
based on the following equation: 

where: 
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Rsh 

current of element at voltage V 

short-circuit current 
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open-circuit voltage 
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The photovoltaic parameters are those commonly 
measured for cells and modules. 

The computer model simulates various circuit 
designs with and without bypass diodes by adding 
the I-V curves of the component elements. An 
element is any cell or combination of cells 
located in a module or branch circuit. Failures 
can be introduced by adding I-V curves of the 
elements containing the types of failures being 
considered. 

The location"' of rnultiph h.ihn:-es arP. significant 
when the number of failures is not large enough to 
saturate the array system. Thus, the most likely 
location of multiple failure has an important 
effect on array performance. The statistical 
treatment of failure location has been performed 
in conjunction with the computer model but not 
internal to it. The output of the statistical 
model is used to define the number of cells most 
likely to fail for a given wiring configuration. 

The output of the circuit-design computer model 
provides the 1-V curve of the re~ultant 
combination of elements along with the maximum 
power of the combination. These results are 
combined with a statistical evaluation of the 
state of a given photovoltaic system to determine 
the most probable power output under given failure 
rates. 

lU7 

For each state of the system the branch circuit 
power loss fraction is plotted as in Fig. 4. 

The array power loss is determined by summing the 
power losses for branch circuits having one failed 
substring, a maximum of two failed substrings, and 
so on. In the summation each power loss is 
weighted by the fraction of branch circuits having 
series blocks (at least one) with a maximum of the 
corresponding number of failed substrings. In 
other words, this fraction of branch circuits will 
have series blocks with numbers of failed 
substrings up to and including the maximum. 

The end result of applying this method is the 
generation of a family of curves giving array power 
degradation as a function of the number of series 
blocks and parallel strings per branch circuit. 
Power degradation is plotted against the substring 
failure density. An example of this is shown in 
Figures 5 and 6 for the case of eight parallel 
strings. The two figures allow a comparison of the 
results obtained with and without bypass diodes. 
Similar results have been generated for branch 
circuits with one, four and 16 parallel strings and 
for different diode placement. For a more detailed 
discussion of this simulation methodology see Ref 1. 

LIFE-CYCLE COST 

The life-cycle cost methodology provides a means of 
integrating the results from a variety of diverse 
flat-plate solar array design studies and to draw 
conclusions relative to optimum module and array 
mechanical and electrical circuit configurations. 
Because of the strong interaction between module 
size and replacement cost, any analysis of module 
size must also consider the expected degree and 
timing of module replacement. This is further tied 
to the entire question of module reliability, 
definition and module failure and replacement 
criteria, and reliability engineering features, 
such as series/parallel, bypass diodes, and 
redundant solar cell electrical contacts. 
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Fig. 4. Branch Circuit Power Loss as a 
Function of Failed Series Blocks 
for Eight Parallel Strings, 
Without Diodes 
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Parallel Strings, With One Diode per 
Series Block 

Conversely, anv analysis for th~ ~election of 
optimal reliability engineering features must 
include consideration of replacement costs, and 
therefore of the size of the modular replacement 
unit. 

In the selection of the optimum mechanical and 
electrical configuration for a flat-plate module 
for a large ground-mounted photovoltaic array, for 
example, complete analysis should, as a minimum, 
address the following interactions: 1) module 
superstrate (Rlass) thitkrtess and mater1al cost 
versus size, 2) module efficiency (perimeter area 
effect and encapsulant transmission) versus size, 
3) module efficiency loss due to cell mismatch 
versus circuit configuration, 4) module assembly 
cost versus size and circuit configuration, 5) 
module manufacturing yield cost (larger modules 
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have higher probability of conta1n1ng faulty parts, 
hut greater circuit redundancy reduces losaea 
associated with faults), 6) module shipping and 
handling and installation cost versus size, 7) 
support structure cost versus module size and 
efficiency, 8) field cabling costs versus module 
size and efficiency, 9) system power degradation 
versus electrical circuit reliability as influenced 
by series/paralleling, bypass diodes, multiple cell 
contacts, etc., and 10) module life-cycle 
replacement cost versus module size and system 
power degradation. Review of these interactions 
indicates the complexity of the problem. 

Cost Elements and Performance Parameters 

Based on work carried out previously (2,3,4), the 
photovoltait array cost elements were identified. 
Table 1 presents these elements for thrRe different 
module si~es; the module is a gl.a~~ ~olar QGll 
sandwich with no frame. 

Module yield cost is the amount that must be added 
to the price of a module to pay for modules 
scrapped during final assembly, shipping, and 
installation due to broken cells or circuit 
failures. The module failure criterion is based on 
controlling elRctri~al mi~mat~h iD the ~~~ay and 
assumes that a module is rejected if its power loss 
is greater than 10% of the average peak power 
output for all modules. The yield cost value in 
Table 1 is for a circuit failure density of 1 per 
1000 solar cells, and is dependent on the level of 
module circuit redundancy. 

Another important.area of cost dependency involves 
parameters which alter module or array electri.cal 
efficiency. Changing efficiency directly leverages 
the total quantity of modules and the support 
structure required, and thus directly affects the 
initial plant cost. Two efficiency dependencieG 
are i.ru[JOttaut iu Lhe present analysis! a) 
decreased harder nn smoll~r m0duler (1), an~ b) 
decreased cell mismatch losses associated with high 
degrees of series/paralleling (3). The effect of 

TABLE 1. COST DEPENDENCIES FOR ARRAY ELEMENTS 

UNil$ MODULE SIZE 1ft x ft I 

ELEMENT 11975$1 2 X 4 4 X 4 4 X 8 

INITIAL 
$/m2 --MODULE DIRECT COST 6D 60 60 

MODULE YIELD COST* $/m2 D-5 D-8 0-23 
• MODULE SUBTOTAL $/o/ r,o-r,'l M·M l'r.ll-i(i 

PANEL FRAME $1m2 24 I8 I5 
PANEL WI RING $/m2 2-4 2-3 I-2 

• PANEL SUBTOTAL $/m2 26-28 20-21 I6-17 
PANEL INSTALLATION $/m2 I I I 
INSTALLED ARRAY STRUCT $/m2 22 22 22 

• ARRAY TOTAL $/m2 !09-ll6 103-112 99-I23 

PER REPLACEMENT ACTION, 
FAIIIT lnfNTIFIC~TION 1/PAN[L 4 4 4 
PANEL SUBSTITUTION LABOR $/PANEL 2I 21 2I 
MODULE REPLACEMENT LABOR $/MOD 12 I2 I2 
REPLACEMENT MODULE PARTS $/m2 6I-66 61-69 6I-84 
I INC I% INVENTORY COST I 

*I CELL FAILURE PER IOOO DURING ASSEMBLY/SHIPPING/INSTALLATION 



these and other system performance dependencies 
are summarized in Table 2. 

Except for the module efficiency entries, the 
majority of the figures in Table 2 reflect nominal 
values required in the life-cycle energy cost 
calculations and have little impact on the 
relative comparisons which result from the 
analyses. The cost elements and performance 
parameters along with power loss values obtained 
from the electric circuit simulation program are 
used as inout to the life-cycle cost program. 

Example Application 

As an example aoplication of the life-cycle cost 
simulation, the following circuit design is 
proposed: 

8 parallel substrings per series block 

(Cells per substring) x (number of series 
blocks) - 2400* 

Cell failure rate of 0.0001 per year 

Using the life-cycle cost program, it is possible 
to answer the question "What fraction of the 
initial power remains at the end of each year if 
4 ft x 8 ft modules containing 320 cells are used 
and no failures are replaced?" 

The effects of increasing the number of series 
blocks are plotted in Fig. 7. The selection of 
one series block would result in a 50% power loss 
in the first three years and is therefore an 
unacceptable design choice. On the other hand, 

TABLE 2. NOMINAL LIFE-CYCLE PERFORMANCE PARAMETERS 

MODULE SIZE 1ft x Ill 

INITIAL ARRAY EFFICIENCY 2 X 4 4 X 4 4 X 8 

ENCAP. CELL EFFICIENCY 0.15 0.15 0.15 
NOCT Err!CIENCY 0. 92 0. 92 u. 'Tl 
PACKING EFFICIENCY D.89 0. 91 0. 93 
ARRAY EFFICIENCY SUBTOTAL 0.123 0.126 0.128 

BALANCE~F-PLANT EFFICIENCY 

FIFr.TRICAL EFFICIENCY o. qz 
MODULE SOILING EFFICIENCY 0. 92 
BALANCE~F-PLANT SUBTOTAL 0.85 

BALANCE~F-PLANT COSTS 11975$1 150 $/kW 

Dl SCOUNT RATE lOVER INFLATION I 10% 

ANNUAL INSOLATION 1825 kW-h/i /yr 

*This defines the voltage level of the system when 
the cell voltage is specified. 
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20 

use of the 1200 series blocks design would result 
in losses of only 5% over the 20-year life. The 
life-cycle cost of energy for this example is 
sho\m in Fig. 8. 

It is apparent (Fig. 8) that the optimum 
configuration for an array of 4 ft x 8 ft modules 
in eight parallel-string branch circuits is 240 or 
more series blocks, with no module replacement. 
Figure 9 compares this result with similar results 
for 2 ft x 4 ft and 4 ft x 4 ft modules. As seen 
in Fig. 9 both smaller module sizes result in 
higher system energy costs because of the higher 
support structure cost for small modules. Also, 
the cost reduction due to yield-cost improvements 
occurs at a higher number of series blocks because 
of the fewer cells per module. If, for some 
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reason, a low degree of series/paralleling is 
utilized together with a full replacement 
strategy, the smaller modules are preferred over 
the larger 4 ft by 8 ft modules. This is because 
of the higher replacement cost for large modules 
and the similarly higher yield costs when no 
module internal series/oarallelling can be 
utilized. 

Figure 10 illustrates the key argument against the 
adootion of this low-series/paralleling, 
full-replacement strategy by indicating the effect 
of a higher cell failure rate.· As can be seen, 
the low series/paralleling configurations are much 
more sensitive to higher-than-expected failure 
rates than are the high series/paralleling 
configurations. 

The effects of varying other circuit design 
factors are shown in Figs. 11 through 13. lrt fig. 
11 thP. fill factor of the cells in the circuit '~as 
varied and the results indicate that the lower of 
the two tends to be better for optimization 
ourposes. Figure 12 depicts the effects of 
varying the number of substrings in parallel in a 
series block and Fig. 13 shows the effects of 
utilizing bypass diodes in the circuit. An 
indepth discussion ot the lite-cycle cost 
simulation method for design optimization can be 
found in Ref. 5. 

CONCLUSIONS 

The techniques described herein are proving to be 
very useful in analyzing photovoltaic designs. 
The simulation methodologies are sufficiently 
accurate to provide comparative results for the 
design selection process. Specific design 
g•.•irll~line-. tir""'" frnm this work are: 

(1) The fewer cells that are connected in 
substrings the smaller the power loss 
per expected failure. 
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The paralleling of oubotringe furthQr 
reduces power loss when a large number 
(greater than ~ 100) of series blocks 
are employed. 

The use of bypass diodes reduces cell 
overheating when failures occur. 

Increasing the number of series blocks 
per branch circuit reduces the 
life-cycle cost. 
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METHOD FOR PREDICTING LONG-TERM AVERAGE PERFORMANCE OF PHOTOVOLTAIC SYSlEMS 

Y. Gupta and S. Young 
Science Applications, Inc. 

8400 Westpark Drive, Mclean, VA 22102 

ABSTRACT 

Based on the utilizability concepts of Liu and 
Jordan, an analytic model has been developed to 
predict the long-term average performance of grid
connected photovoltai c power systems. In contrast 
with hourly simulation, the methodology utilizes 
insolation probability distributions and correla
tions to evaluate long-term PV system performance, 
including energy flows from array directly to load, 
through storage to load, and to the utility for 
sellback systems. The method has been validated by 
comparison with hourly simulation results and can 
be adapted for rapid computer simulation or for 
hand-held programmable calculators. 

INTRODUCTION 

Based on the utilizability concepts of Hottel, 
Whillier, and Liu and Jordan, an analytic model has 
been developed to predict the long-term average 
performance of grid-connected PV systems. This 
model stands in contrast to other PV system evalua
tion techniques. Clear day and/or average day 
methods for estimating solar system performance re
sult in large errors because they do not address 
the day-to-day stochastic fluctuations of insola
tion . Hourly simulation methods, on the other hand, 
provide detailed information but require extensive 
computer evaluations over many years to average 
yearly weather fluctuations of 10 percent or more, 
and the hourly meteorological data that is required 
may not be available in many locations. Moreover, 
hourly simulation methods require a significant 
amount of expertise and expense which often pre
cludes their use for the design of small systems. 
As a result, solar thermal system designers hnVP. 
long used utilizability methods based on statis
tical correlations of long-term insolation proba
bility distributions developed by Hottel, Whillier, 
and Liu and Jordan. However, these methods do not 
directly apply to PV systems since the collector 
efficiency relations are significantly different, 
and the match between array output and load demand 
is extremely important, particularly for utility 
sellback configurations. This paper derives a 
methodology for integrating insolation probability 
rlistributions to estimate photovoltaic system per
formance for design purposes. 

METHODOLOGY OVERVIEW 

The method adapts the utilizability techniques of 
Liu and Jordan [1] to estimate for each month, the 
long-term performance of the photovoltaic system, 

·inc ludin g array output, energy flows from array 
directly to load, and energy flows through storage 
to the load or to the utility for sell back. The 
monthly performance results can then be used in a 
conventional present worth analysis to determine 
system economics and sizing. An overview of the 
methodology is provided in Fig. 1. 

Inputs for the methodology consist of monthly 
meteorological data, photovoltaic system parameters, 
load data, and economic data. Compared to a de
tailed hourly simulation, the Liu and Jordan ap
proach has the advantages of automatically averag
ing over yearly fluctuations, of requiring only 
monthly rather than hourly meteorological data, and 
of being computationally much simpler. Elements of 
the methodology are described below. 

WEATHER DATA 

Weather data required for the methodo logy consists 
of monthly_values of average daily total horizontal 
radiation H, average clearness index 

( 1) 

(where H0 is the daily extraterrestrial borizontal 
radiation), average daytime temperature T, and 
average wind speed ~- The radiation data are re~ 
quired to estimate hourly i nsolation on the collec
tor, and the temperature and wind speed data are 
used to estimate array efficiency. The clearness 
index K characterizes cloudines s and atmospheric 
transmittance and provides a basic correlating para
meter for estimating dittuse radiation and insola
tion probability distributions. Additional weather 
data may be required to determine electric loads; 
presently, load data are assumed as an input. 

INSOLATION MODEL 

The insolation model estimates hourly horizontal 
radiation and diffuse radiation based on correla
tions developed initially by Liu and Jordan [1] and 
later extended by Collares-Pereira and Rabl [2]. 

The first step is to separate total radiation into 
its direct and diffuse components. Figure 2 plots 
the ratio of daily horizontal diffuse radiation Hd 
to daily horizontal total radiation H as a function 
of the daily clearness index K. The solid curve 
represents the average value of Hd/H to be expected 

llJ 
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SYSTEM PERFORMANCE AND ENERGY FLOWS 

Liu and Jordan [1] have developed general ized prob
abili ty distribution curves which characterize the 
fraction of days which occur with different amounts 
of insolation. They have shown that the form of 
these curves depends only on the value of the aver
age clearness index K. Figure 4 shows, for each K, 
a plot of K versus the cumulative fraction F of 
days having total horizontal radiation which does 
not exceed the corresponding K value. In proba
bility notation, the cumulative distribution func
tion F(x) is defined for each month as: 

F(x) = Prob jK ~ xl (10) 

and is characterized by the single parameter R. It 
should be noted that by definition of expectation, 
the distribution function must satisfy: 

J
1 

K = e( K) = d F• K ( F) ( 11) 

0 

where K(F) is K as a function of Fin Fig. 4. 
Based on the probability distribution F and the in
solation correlations given previously, it is pos
s ible to compute the average daily radiation inci
dent on the collector by integrating the expected 
hourly radiation over time t and over the distribu
tion of daily K values: 

t 1 
T = fs dt i df •e[i (tliK] 

-ts 0 

( 12) 

where i(t) is a function of r(t), rd(t), q(t), 
qct(t), H, and Hd; and Hand Hd are functions of 
K=K (F) which in turn is a function of F. The inte
gration is performed using Simpson's rule, with 
linear interpolation of the K( F) values provided in 
Table 5 of Liu and Jordan [2] . The array electri
cal output is then A·~ ·I, where A is the array 
area. 

The electric energy output of the array may at times 
exceed Lhe un-~ i Le eleLlr iL Jemu.nd. 13ccJusc tho 
electric energy used directly for on-site loads is 
valued differently from excess energy which is sold 
back to the utility (or sent to battery storage 
with an efficiency loss), it is necessary to com
pute the solar excess fraction, i.e. the fraction 
of the array electrical output which exceeds the 
demand and is available for sellback or for storage. 
The expected value of the daily excess fraction is 
given by : 

(13) 

where A17i (t) represents the clectri cal output of the 
array at timet, d(t) is the daily electric demand 
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at timet, and the plus sign indicates that only the 
positive part (i.e., the excess) contributes to the 
expectation. Rearranging terms and expresssing the 
expectation in terms of the F curves yields: 

t 

~(EF) = is dt • i~t) • </>(t) 

s I 

( 14) 

where cf> (t) is given by 

1 + 

</>(t) = f dF. ~rr:(t) - d(t~ ) j K]. (15) 
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on those days when the clearness index is K. In 
probability notation, the curve represents the con
ditional expected value of Hd/H given K, denoted by: 

e[HdiH 1 KJ. (2) 

Collares-Pereira and Rabl [2] have derived a general 
correlation for the diffuse fraction given by: 

1.188-2.272K+9.473K2-21.856K3+ 
14.648K4, for .17<K<.8 

(3) 
. 99 for K~. 17. 

The above should not be confused with similar corre
lations developed for the monthly average daily dif
fuse radiation Hd during the entire month given that 
the average_totaT radiation is IT with average clear
ness index K; this is denoted hy: 

(4) 

Tile latter expected value should hP. r.nlr.lllated by 
inLf'yrc~ting the correlation given above for 
e(Hct/HIK) over the insolation probability distribu
tion for the rnunth, and the results are not neces
sarily consistent with published correlations for 
Hd/H. 

Next, the hourly radiation must be estimated based 
on the daily totals. Figure 3 shows a plot of the 
hourly diffuse radiation as a function of the daily 
diffuse radiation. Again, this represents a condi
tional expectation given the daily diffuse radia
tion Hct. A close approximation is provided by a 
formula based on the extraterrestrial hourly to 
daily ratio Ill: 

= ~ cosw - sinws (S) 

24 sinws- w5 • cosws 

where w is the solar hour angle corresponding to 
time t and Ws is the sunset hour angle~ A similar 
relation exists for the ratio: 

q(t) = e[h(t)/HIHJ (6) 

of hourly to a daily total horizontal radiation as 
pr-ovided in Rdererrce [2]. 

INSOLATION COLLECTION 

Standard equations are used to determine the inso
lation available to thP. r.ollector as a function of 
hourly diffuse and total radiation on a horizontal 
surface. In general, the radiation i(t) incident 
at time t on the collector can be expressed as a 
function of the horizontal diffuse and total radia
tion by: 

(7) 

where r(t), rd(t) are conversion factors which de
pend on the time of day t, the latitude L, the 
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declination o, and the collector type. The above 
formulation may be used for both flat plate and 
concentrating collectors. The conversion factors 
for a tlat plate array facing south, for example, 
are given by [1]: 

r(t) = rb(t) + p(l-cos{3)/2 

rd(t) = rb(t) - (1 + cos{3)/2 

where 

(8) 

rb(t) = cos(L-{3)coso cosw + sin(L-{3) sino 
cosL coso cosw + sinL sino (9) 

and f3 is the tilt angle, p the ground reflectance. 

UJb 
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Fig. 3. Hourly Oiffuse Radiation Correlation [2] 

ARRAY EFFICIENCY 

A simplified array efficiency model has been devel
oped which detP.rminPs thP ilVPrno~ array electrical 
efficiency TJ as a function of ambient temperature, 
wind speed, and incident radiation. The Photovol
talc array efficiency equations and steady state 
energy balance equations were first solved to de
rive an PCJIJntinn for the cell temperature rise 
above ambient, Tc-T, as a function of ambient tem
perature, incident radiation, wind speed, anu nruu
ule heat loss coefficients. The form of the equa
tion was then used to develop an approximation for 
array efficiency based on nominal efficiency data 
and cell temperature data (e.g., NOCT). Details of 
the derivation and validation are provided in Ref
Prpnce [3] . It should be noted that in contra~L Lo 
solar thermal collectors, photovoltaic array effi
ciency is not strongly dependent on temperature, 
and moreover it decreases (approximately linearly) 
as ambient temperature increases. 



Again, the integration is performed using Simpson's 
rule and linear interpolation of the K(F) curves. 
The function ~(t) represents the hourly excess 
fraction at time t and corresponds in concept to 
the utilizability function of Liu and Jordan. By 
rearranging the terms in the equation for~. it is 
possible to show that ~ depen~s on only three para
meters: the clearness index K; the hourly demand 
to solar ratio 

d(t) 
X=-===:; 

A7Ji(t) 

and the hourly collection parameter ratio 

q(t) · r(t) 

(16) 

( 17) 

This makes it possible to develop generalized curve 
fits for the~ function which can be used directly 
without re-performing the· numerical integrations 
for expected value. 

SYSTEM ECONOMICS 

Standard economic analysis techniques are applied 
to evaluate the present worth of system costs, 
annual operation and maintenance costs, and elec
tl'ic energy savings based on the monthly photovol
taic system performance calculated previously. 

CONCLUSIONS 

A methodology has been developed to evaluate the 
performance and economics of photovoltaic power 
systems by integrating over monthly insolation dis
tribution curves which are correlated in terms of 
the monthly average clearness index K. The re
quired meteorological data consists of long-tenn 
monthly averages. Because the performance calcu
lations are computed on a monthly rather than 
hourly basis it is possible to rapidly evaluate a 
large number of system configurations. and sizes for 
system optimization. 
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NOMENCLATURE 

A general convention used for insolation variables 
is that capital letters denote daily total values 
(e.g., H), while lower case letters with timet in 
parentheses denote hourly values at that time (e.g. 
h(t)), and a bar over any variable indicates the 
long-term ave.!:age value over all days in a given 
month (e.g., H or hTD in ,January). 

.Ll7 

A 

F 

i ( t) 

K 

Array area, m2 

Collector slope angle, degrees 
Declination, degrees 
Expected value in a given month 
Array efficiency 
Fraction of days for which K does not 
exceed a specified value 
Daily total, diffuse, and extra
terrestrial ra~iation·on a horizontal 
surface, kWh/m .d respectively 
Daily radiation ~ncident on the 
collector, kWh/m .d 
Hourly radiation .incident on the 
collector, kWh/m2.h 

Clearness index = H/H
0 

Latitude, degrees 
Hourly fraction of daily total and 
diffuse radiation, respectively 
Ground reflP.ctivity 
Conversion factors from horizontal 
radiation to radiation incident on 
the co 11 ector 

T Ambient temperature, °C 
t =·solar time from noon, hr 

Tc Cell temiJer·atul'e, °C 
ts Solar sunset time, hr 
~ Hourly excess fraction 
w Solar hour angle= 2nt/24, radians 
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ABSTRACT 

This paper presents a simulation study of combined 
photovol taic/thermal ( PV /T) solar collector-seri_es 
heat pump systems for heating and cooling applica
tions. A computer program incorporating detailed 
performance models for the PV/T collector, elec
trical and thermal storage, heat pump and building 
load is developed to simulate the year-round oper
ation of such a system. System simulations are 
made for three US locations to study the effect of 
important design parameters on the collector and 
overall system electrical and thermal performance. 

The long term performance is found to be rela
tively insensitive to electrical and thermal 
storage size over most of the range of values of 
practical interest. The collector area, orien
tation and performance parameters as well as the 
geographical location dependent weather and build-

. ing loads have a significant effect on the system 
performance that is critical from the point of 
view of design. Combined PV/T collector-heat pump 
systems are found to have the maximum potential 
for energy savings in cold regions with high ther
mal loads. 

INTRODUCTION 

The search for alternate energy sources has 
spurred the study of various solar heating and 
cooling 3y:Jtcm:J aimed a.t reduelng the eonuwnptiOI! 
of non-renewable energy resources. Solar thermal 
collectors can be used to supply some of the ther
mal requirements of a building. Direct photovol
taic generation of electricity, expected to become 
economically viable by the mid 1980's can be used 
for the electric power requirements. An alter
native to these individual schemes for supplying 
all the building energy demands is the combined 
photovoltaic/thermal (PV/T) collector, which essen
tially combines a photovoltaic module and a solar 
thermal collector in a single unit. It can be 
expected that l'V /'!' coLlectors would cost less anct 
require significantly reduced space than a combi
nation of separate photovoltaic and thermal collec
tors providing the same power. 

Extensive analytical and experimental studies of 
solar thermal and photovoltaic systems have been 
undertaken but little work has been accomplished 

119 

vith combined PV/T collector systems. Florschuetz 
[1] has extended the Hottel-Whillier-Bliss model 
for the thermal analysis of flat plat collectors 
to the analysis of combined PV/T collectors, in
volving simple modifications of the conventional 
HWB model parameters with the additional assump
tion that the electrical output varies linearly 
with cell temperature. Evans, Facinelli and 
otterbein [2] have developed an extended TRNSYS
type subroutine which has been used to simulate 
PV/T collector performance under var,Ying ambient 
and flow conditions. More recently, the thermal 
and electrical performance of an air type and 
liquid type combined PV/T collector has been exper
imentally evaluated by Hendrie [3], yielding close 
correlations with theoretical results. 

A number of conceptual design and systems analysis 
of PV/T collector systems have been carried out 
for the US Department of Energy. A MIT Licoln 
Laboratory study [ 4] concluded that PV/T collector 
systems provide the least cost options for resi
dences in cold climates, while all-photovoltaic 
systems are the most cost effective for regions 
characterized by high air conditioning loads. 
Also that heat· pump systems minimize auxiliary 
energy consumption. A Westinghouse Corporation 
study [ 5] of residential photovoltaic systems con
cluded that both hybrid and all photovoltaic sys
tems are superior to separate photovoltaic and 
thermal collector systems. The use of on-site 
electrical and thermal storage is considered essen
Llal. 

The purpose behind this work is tyofold. The first 
is to simulate and compare under varying operating 
conditions, the thermal and electrical performance 
of a combined PV/T solar collector-series heat pump 
system when applied to the heating and cooling of a 
building. Design parameters of importance are the 
collector area, flow rate, performance parameters, 
orientation; electrical and thermal storage size; 
control temperatures for direct and heat pump heat
ing and location dependent weather and building 
energy loads. A detailed computer simulation pro
gram is developed incorporating performance models 
for the solar collector, storage components, heat 
pump, electrical power conditioning equipment, ser
vice water heating module and building load. Based 
on system simulations for Washington, D.C.,Madison, 
Wi. and Phoenix Az., the criti~al qesign param
eters are isolated and broad gu1del1nes developed 



for system design and optimization. Results are 
based on a comparison of long term performance 
indices including electrical and thermal solar 
fractions, collector efficiencies and component 
COP's. 

The second part of this work develops a general 
design procedure for the PV/T collector-series heat 
pump system that may be used to estimate the month
ly solar fractions for a given load. This paper 
presents the results of the first part of the study. 
The design procedure will be the subject of a 
forthcoming paper. 

SYSTEM DESCRIPTION 

The PV/T collector-heat pump system is designed to 
supply the space heating and cooling, service not 
water and miscellaneous electrical loads of a 
112m2 (1200 rt2) aJ,l-electric reRinP.nt.iAl hnilnin~ 
A schematic of the system is shown in Fig. 1. 

The primary solar energy collection function is 
accomplished by a combined PV/T collector of a very 
basic design, consisting of a liquid cooled flat 
plate thermal collector with silicon photovoltaic 
cells affixed on its absorber surface. The photo
voltaic cells are arranged in a conventional 
series-parallel configuration covering the entire 
absorber plate area. These PV/T collectors are 
used to supply the energy demands of a well insu
lated single family residence of 1200 ft2 floor 
area. The collector panels are mounted on the roof, 
facing south. The building has an estimated UA of 
850 KJ/hr-°C (448 Btu/hr-°F) and is maintained at 
a set temperature of 20°C (68°F). Heat gains due 
to occupants, lighting and infiltration are taken 
into account. The annual space heating and cool
ing loads are estimated as 54.9 GJ (52.0 MrnBtu) and 
30.0 GJ (28.4 MrnBtu) for Washington, D.C., 91.2 GJ 
(86.4 MrnBtu) and 20.8 GJ (19.7 MrnBtu) for Madison, 
14.3 GJ (13.6 MrnBtu) and 94.0 GJ (89.1 t-WBtu) for 
Phoenix, respectively. 

Thermal Subsystem 

The thermal energy collection loop consisting of 
the solar collector, heat exchanger, relief valve, 
hot storage tank, pumps and controllers, transfers 
the o.:ullected Solar heat to the liquid storage tank. 
The tank is treated as fully mixed with a thermal 
loss factor of 23.4 KJ/hr- CC (12.3 Dtu/!u·-0 F). 
Collector and heating circuit piping thermal losses 
are ignored. 

The system operates in t.he heating or r.oolj ne ,uc•dl'l 

depending on the nature of the building space load. 
A thermostatic deadband of ±5°C (±90F) prevents 
frequent mode switching under marginal conditions. 
Direct heating is supplied from thermal storage, 
when the tank temperature is above a set value. 
Otherwise, a heat pump supplies the demand with 
the hot storage as the evaporator heat source. Aux
iliary heat is provided by induct resistance coils. 
If the storage temperature falls below a minimum 0 - , 
3 C (37.4°F), both direct and heat pump heating 
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are deactivated and the electric auxiliary sup
plies the entire demand. The cooling load is met 
entirely by the heat pump rejecting heat to the 
ambient. There is no provision for auxiliary 
cooling and the machine has tobe adequately sized 
to meet the expected summer loads. Figure 2 shows 
the capacity and electrical input for the heat 
pump in the heating and cooling modes. The heat
ing COP of this machine varies from 2.4 to 3.9 
over the evaporator source temperature range of 
0 to 40°C (32 to l04°F) and the cooling COP from 
2.9 to 1.8 for ambient temperatures of 20 to 45°C 
(68 to 113°F). This heat pump is typical of a 
current technology, high effeciency device and is 
used for all the simulations. 

The service water heating module consists of a 
preheat tank into which solar heat is trans
ferred from the main l!to~·age L<~.uh wHl "- malu 
supply tank which is maintained at supply temper
t~.Lw. "'"' Lllruugh auxiliary :reslS'tatl.ce heat~ng. An 
average daily hot water demand of 400 kg (882 lb) 
at· 55°C (131°F) is assumed based on the require
ments of a four person family. 

Electrical Subsystem 

The electrical subsystem supplies the heat pump 
electrical input, space heating and service water 
auxiliary loads and the diversified building 
electrical demand. This includes loads associ
ated with lighting and other household appliances 
and is represented by a single location ilidepen
dent daily profile [6] applicable to an average 
four member family. The electrical subsystem 
incorporates a maximum power tracker that monitors 
the power output of t.he photovoltaic array and 
continuously adjusts its voltage to operate at 
the maximum efficiency point. 

The intermittant nature of the photovoltaic power 
supply makes it eo::~entia.l to have electrical stox·
<".ge capability in the oy::~tcm. Although v·c..,•ious 
advanced storage cells are under development, at 
present only lead acid batteries are commercially 
available for this purpose. The electrica~ stor
age module used for the system simulations con
sists of a 96 cell lead acid battery with a capac
ity of 48 kwh, operating at an average voltage of 
200V. The battery efficiency is set at 84%, which 
is typical of' state-of-the-art deep discharge lead 
acid batteries. 

The rest of the power conditioning equipment con
sists of a regulator that monitors the battery 
state of' charge and regulates the charging rates 
of the battery. It prevent.~ ovP.r r.harging or dis
charging of the battery and controls priorities on 
recharging the battery as opposed to sending array 
power to the load. A power inverter is a neces
sary power conditioning component to convert the 
battery or array DC output to AC. A Bechtel Corp
oration study [7] of power conditioning alterna
tives suggests that line cornrnutated inverters 
operating in parallel with the utility should be 
used for photovoltaic power systems since this 
would virtually eliminate switching transients and 
utilize the solar output more fully. 



In order to simulate the electrical performance, 
an operational control strategy is necessary to 
interface.the array, battery, utility and load. 
This should be one that most effectively utilize 
the available solar output and prolongs battery 
life. The regulator monitors the battery state of 
charge, the photovoltaic output and electrical 
demand and institutes the appropriate energy flow 
path. When the battery is near fully charged con
dition, the regulator will "dump" excess array 
output through shunt resistors. Otherwise excess 
array output is used to partially recharge the 
batteries. When a specified minimum battery state 
of charge is reached, the regulator will prevent 
further discharge by switching to utility power. 
In addition, once this minimum state of charge is 
reached, first priority on the use of the array 
generated power is given to recharging the battery 
to some specified state of charge. 

Details of the mathematical models appear in 
further detail in reference 8. 

Figure 1 - Combined Photovoltaic/Thermal 
Collector- Series Heat Pump 
Schematic 

SYSTEM SIMULATIONS 

A computer program is developed to simulate the 
year-round performance of the PV/T solar collec
tor-heat pump system described in the preceeding 
section. A U.eLall~d listing of the program and 
input variables is given in reference 8. 

In order to evaluate the effect of system design 
parameters on the long term performance, a series 
of simulations are made over the period of one 
year, with the design parameters being varied in 
an orderly fashion. Other variables are main
tained at baseline values representing state
of-the-art components found in literature. The 
design parameters of interest include the collec
tor area, flow rate, orientation and perfor
·mance constants; electrical and thermal storage 
size, control temperatures and location depen
dent weather and building loads. Performance 
measw·es av~rag~d ov~r a mon~hly ur yearly basis 
are compared. A simulation timestep of one 
hour is used in every case. Hourly inso~ 
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Figure 2 - Heat Pump Operating Characteris
tics for Heating and Cooling 
(Carrier Model 50YQ030) 

lation, ambient dry bulb temperature and wind 
speed data characteristic of three US locations 
(Washington D.C., Madison and Phoenix) are read 
from TMY tapes to drive the simulations. The 
three locations are chosen to represent a diver
sity of weather and building load patterns. 
Madison is characterized by high winter heating 
loads while Phoenix is subject to high summertime 
air conditioning loads with Washington, D.C. some
where inbetween. The performance indices used as 
indicators of the system electrical and thermal 
performance are detailed in the next section. 

Performance Measures 

The indices of major interest in this work are 
those based on long term integrated energy quan
tities. Besides the collector electrical and 
thermal efficiency and the heat pump COP, these 
include: 

a) Thermal Solar Fraction (fth): The thermal 
solar fraction is an indicator of the ther
mal subsystem performance and can be defined 
as: 

fth 

where; QLT 

(QLT - QAUXT -WHPH)/QLT 

QSW + QSH 

(1) 

(2) 

Here, the effective thermal load (QLT) that 
the system tries to satisfy is the sum of 



the service water (QSW) and space heating 
(QSH) loads. The fraction of this thermal 
load not supplied by the solar thermal sub
system either by direct or heat pump heating 
appears as auxiliary space heat and service 
water load (QAUXT) and heat pump electrical 
input (WHPH). 

b) Electrical Solar Fraction (fe): The fraction 
of the system electrical load satisfied by 
solar (fe) is given by: 

f = (QLE - QUTIL)/GLE 
e 

(3) 

Where QUTIL is the required utility backup 
power. The effective electrical load (QLE) 
that the system sees is the sum of tae service 
water a.nd space heating auxiliary ( QAUXT) , the 
heat pump electrical input in the heating 
(WHPH) and cooling (WHPC) modes and the diver
sified building electrical load (QDIV). 

QLE = QAUXT + WHPH + WHPC + QDIV ( 4) 

c) Net Solar Fraction (f): The single most 
informative indicator of the hybrid system 
performance is the fraction of the total 
load ( QL) met by solar. Considering the. 
total system energy load as the sum of the 
space heating, space cooling, service water 
and diversified load leads to defining_of 
f as: 

where: 

f = ( QL - QUTIL) /QL 

QL = QSW + QSH + QSC + QDIV 
COP 

c 

(5) 

(6) 

d) System COP (COP): This is an indicator of 
the overall syst~m energy conversion effi
ciency and is defined as the fraction of the 
incident collector insolation that is avail
able at point of use as either electrical or 
thermal energy. 

COPs = (QL - QUTIL)/QI (7) 

where QI = total solar radiation incident on 
~~~'= Ct.•ll~Ctt.IJ:'. 

Results 

The simulation results are summarized in the 
conclusions. Some of the more interesting 
results are presented below in greater detail. 
Although the results shown in this paper are pri
marily based on simulations for Washington, D.C., 
those for Madison and Phoenix lead to the same 
general conclusions and are available in reference 
8. 

In order to generate data on sizing of the stor
age components, a series of simulations are made 
to study the sensitivity of the system perfor
mance to changes in the electrical and thermal 
storage capacity. The direct effect of changing 
battery capacity is on the electrical subsystem 
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performance. Figure 3 presents the variation of2 
Fewith·the battery ca~acity for 50, 75 and 100m 
(538, 807 and 1075 ft ) collector area systems 
located in Washington, D.C. Insufficient battery 
capacity results in a sharp increase in the photo
voltaic energy dumped. As the collector size goes 
up, this increasing imbalance between array out
put and demand causes further degradation of the 
electrical performance at low battery sizes. How
ever, above 250 ampere-hours any additional capac
ity does not result in any significant increase of 
Fe. These results demonstrate the need to incor
porate electrical storage capability in the sys
tem and to optimize its size for any particular 
application, in order to best utilize the avail
able photovoltaic output. 
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Figure 3 - Annual Electrical Solat· Fntctlun (Fe) 
Y.:l. Du:tL,:a,y Caya<.:H,y (Wa:;l!lugLuu, D.(;.) 

Figures 4 and 5 show the effect of flow rate (G) 
and thermal loss coefficient (UL) on the electri
cal (n~) and thermal (nth) efficiencies of the 
collector. As expected, low values of U1 result 
in hi gh~r t.h~rmAl ~f'f'i l"i P!"f'i P<: n\\P tn r"'t;\1,\I;'Ptl h'i\\t 
losses from the collector. But the resulting 
higher absorber plate temperature causes a deteri
oration of the electrical output. 

Similar collector efficiency ploto ohovinc the 
effect of the (Ta) product for a 1, 2, and 3-
cover system and the photovoltaic cell reference 
efficiency (kl) are presented in Fig. 6 and 7. 
nc increases linearly with k1 as expected while 
n.~h suffers· a drop because a smaller fraction of 
the incident energy is available for thermal con
version. However, increasing the transmittance of 
the covcro or the aboorptancc of the photovoltaic 
cells improves both ne and nth• because a larger 
fraction of the incident solar radiation is avail
able for conversion. But the resulting increase 
in the average collector temperature would tend to 
offset some of this improvement. These results 
indicate that single-glazed low performance flat 



plate collectors of inexpensive design coupled 
with efficient photovoltaic modules would serve 
the purpose of achieving efficient photovoltaic 
conversion while providing reasonable thermal out
put. 
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Figure 8 presents the energy savings per unit 
collector area achieved by installing the PV/T 
collector system in Washington, D.C., Madison 
Phoenix. The maximum energy savings are attained 
in Madison over most of the range of collector 
areas of practical interest. Madison is charac
terized by high thermal loads and results in max
imum utilization of the PV/T collector output. In 
the case of Phoenix which is subject to lower 
thermal loads all year round, the system tends to 
be thermally oversized most of the time. This 
results in elevated storage temperatures and lower 
collector efficiencies except at very small collec
tor areas where there is more of a balance between 
supply and demand. 
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CONCLUSIONS 

1) The electrical and thermal storage capacities 
,.,R well as the collector flm-rrate are found to 
have only a small effect on the long term per
formance of the PV/T collector-heat pump sys
tem over a wide range of values of practical 
interest. However, very small values of the 
battery capacity, thermal storage size and 
collector flowrate below 250 ampere-ho~s, 
100 kg/m2 (20.5 kg/ft2) and 50 kg/hr m2 

(10.3 lb/hr rt2) respectively,tend to pena
lize long term performance. 

2) From point of view of maximizing photovoltaic 
output,expensive collector thermal designs 
with low heat loss coefficients and employing 
multiple glazings are not justified. 

3) A minimum storage temperature of' :30°C (tl6°FJ 
for direct space heating minimizes auxiliary 
en~r!rY nsa.eF.. 

4) Combined PV /'I' collector systems have the 
potentia.L :t'or achieving m<l.:;><;:i.mwn energy savingR 
in cold climates characterized by high ther
mal loads. 

5) The long term system performance is found to 
drop off rapidly at small collector areas 
because 'starvation' of the heat pump evap
orator results in poor utilization of the 
series heat pump capability. Large collector 
areas however lead to elevated storage temp
erature and degraded collector efficiencies, 
because the system tends to be thermally over
sized a lot of the time. The optimum system 
size can be determined by examining system 
costs, fUel savings and other economic fac
tors. 
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NOMENCLA'l'Ullli 

f - Monthly solar fraction 
Jo' - Annual so.Lar fraction 
G - Collector fluid flowrate per unit area 

(l\g/hr-m2 l 
k1- Photovoltaic cell reference efficiency 
Ut,- Co.L.Lector therma.L loss coefficient 

(KJ/hr-m2-°C) 
n - Collector efficiency 

(<a)- Collector transmittance- absorptance product 

Subscripts 

e - Electrical 
th - Thermal 
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ABSTRACT 

A comparison of the cost-effectiveness of four 
types of Solar Domestic Hot Water (SDHW) systems 
is presented for five (5) locations throughout 
California using a net present worth (NPW) 
analysis with inflation. Computer simulations 
were previously performed to obtain the annual 
auxiliary energy requirements for a prescribed 
hot water load. The systems considered are 
two-tank thermosyphon (2TT) and pumped (2TP) and 
one-tank thermosyphon (lTT) and pumped (lTP). 
The accuracy of the computer simulation was 
previously verified by comparison to experimental · 
data on each of the four types of systems. 

It was found that when thP. SDHW systems are 
compared to a conventional electric hot water 
system, the NPW is always positive, with or 
without a tax credit, for the locations 
considered. The 2TT was found to have the 
highest NPW with the 2TP quite close. 

When a SDHW system is compared to a conventional 
natural gas hot water system the NPW is negative 
in most locations without a tax credit but for 
most of the systems the NPW becomes positive with 
the California 55% tax credit. 

It appears that most SDHW systems are now cost
effective in most California locations with the 
preG~nt tft~ ~rerlit. 

INTRODUCTION 

Solar energy can significantly contribute to that 
4% ( - 1.5 million barrels/day) of the total 
national energy in the U.S. which is used by 
domestic hot water heaters [1]. A variety of 
Solar Domestic Hot W"tPr (SDHW) syl'ltP.ms arP. 
currently competing in the marketplace. The best 
design for a particular location depends on a 
combination uf c::limalt:, cost, efficiency, 
reliability and hot water usage. 
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The objective of the present work is to compare 
the cost-effectiveness of thermosyphon and pumped 
SDHW systems for different climatic conditions 
and load demands. To accomplish this, annual 
colar contributions for each system were 
predicted by analytical models. These models 
were previously verified by comparing· analytical 
results with experimental data. Computations 
were then. performed for five different locations 
in California [2]. Input weather/radiation data, 
as well as hot water load distribution and size, 
were varied for each simulation. Annual solar 
contribution predictions have been previously 
presented for other locations in California 
[3,4]. 

Both passive (thermosyphon). and active (pumped) 
solar systems are considered I.n this work. 
Thermosyphon systems, sometimes called natural 
circulation systems, eliminate the need for pumps 
and their corresponding controls. As discussed 
in [5], the flow occurs naturally due to the 
density differences between the hot fluid in the 
collector and the cooler fluid in the storage 
tank and downcomer. Fluid in the storage tank 
must be mounted at or above the collector. 
Furthermore, since therm;,syphon systems generally 
use the potable water d ~ rec t ly in the collector, 
freeze protection may be problematic. No 
consideration of freeze protection or its effect 
on the selection of thermosyphon versus pumped 
systems is given in the present paper. 

For both passive and acrive systems, designs with 
either one or two tanks can be used. With 
one-tank designs, solar energy and auxiliary heat 
are both added to the potable water which is 
stored in a single tank. Two-tank systems have a 
separate solar storage tank, the outlet of which 
is connected to a conventional hot water heater 
(the solar system acting essentially as a 
preheater for the convention.al hot water system). 



SOLAR OOMESTIC HOT WATER SYSTEHS 

The four SDHW systems considered 1n the present 
work are: 1) Two-tank pumped (2TP), 2) 
Two-tank thermosyphon ( 2TT), 3) One-tank pumped 
(1 TP), and 4) One-tank thermosyphon (lTT). A 
diagram of the 2TP system is shown in Fig. l (the 
second tank (conventional hot water heater) is 
not shown). The 2TT system differs from the 2TP 
system only in the deletion of the pump and 
valve, the requirement for an elevated tank, and 
usually the use of slightly 1 qrger diameter 
interconnecting piping. The lTT system is shown 
.i.n Fig. 2. For this system thf'. <'uxiliary heater. 
is in the storage tank. A diagram of the lTP 
system is shown in this case dnd the (iuid in the 
solar collector loop can he a 50/':>0 solution of 
antifreeze and water. 

Storage 
Tank 

Insulation 

Hydraulic Pump 

Fig. 1 Diagram of 
(Delete Pump 
Thermosyphon) 

Two· Tank 
and Valve 

Ma~e- Up 
Fluid (cold) 

Pumped 
for 

System 
Two Tank 

ANALYTICAJ. MODELS AND EXPERIMENTAL RESULTS 

A versatile computer program, SHOW (Sol~r Hot 
Water) was developed to numerically s1mulate 
these four solar systems. System parameters, 
climate conditions and load demands are required 
inputs for system simulations. Collector flow 
rates are either calculated, (in the case of the 
thermo syphon systems) or are input (for the 
pumpod cyctomc). Colloctor inlot/outlot 
temperatures, as well as storage tank temperatures 
and auxiliary energy requirements, are outputs 
from the computer program. Fifteen vertical 
nodes were normally used in the storage tank 
simulation and the effects of flow into and out 
of the tank, auxiliary heat addition, heat 
conduction between nodes and tank heat losses are 
included. The flat-plate collector model uses 
experimental performance data which are 
correlated as recommended by ASHRAE [7]. An 
expanded description of these models is given in 
(2] with further details (3]. 
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Fig. 3 Diagram of One-Tank Pumped System 

To establish Lh~ valit.liLy uf the analytical 
models, experiments were performed using four 
commercially available ~UHW systems. system 
parameters (capacity and dimensions of the 
various components) are discussed fully in 
[3,4]. Tesls were performed for a wide range of 
climate conditions and for two different load 
profiles which are shown in Fig. 4. With Load 
Protile #1 (LPl) most of the hot waLer i~; u~;et.l iu 
the evening, while with Load Profile #2 (LP2) the 
use is entirely during the daytime. Comparisons 
of analytical and experimental collector inlet 
and outlet temperatures and auxiliary energy for 
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Fig. 5 Comparisons of Analytical and Experimental Collector Tempera tu r.es with LPl and a Total Daily 
Load of 379 liter (100 gal.) 

the four systems are presented in [3,4). In 
almost all cases, the agreement is excellent. A 
sample comparison of these results is given in 
Fig. 5 which shows analytical and experimental 
values of collector inlet and outlet temperatures 
for the 2TT and the 2TP systems using LPl with a 
total daily load of 379 liters (100 gallons). 
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ECONOMIC ANALYSIS 

Economic decisions are often made using a Net 
Present Worth (NPW) calculation. In a NPW 
analysis, all benefits and costs are brought back 
to a common time, the present. A positive NPW 
represents larger overall system benefits than 
cost during the assumed lifetimP nf the syctcm. 
It usually represents an attractive aconomic 
s.ituation. Further details of the economic 
analysis are given in [3). 

For example, 1.n the present study the NPW is 
given by 



Presentinflation 
Life BC(I)inflation 

L 
I=l (l + r)I 

where 
BC( I) in flat ion Save (I) (1 + r)

1 

(l) 

_ [Loss (I ) ~ L + { (1 + r) I 

( l + r) 

M(I) + Ins(I) + Replace (I) + Aux (I)}] 
and Save (I) = Savings in fuel costs at year I 

L = Loan payment at year I 
Loss (I) = Loss of interest on down payment at 

year 1 
M (I) = Maintenance costs at year I 
Ins (I) = Insurance costs at year I 
Replace (I) = Replacement costs at year I 
Aux (I) = Auxiliary fuel costs at year I 
r - Inf1.:1ti.on ,-~rP "t yer~r T 

RESULTS 

These computed annual. solar contributions for the 
four systems described above and for five 
different locati0ns in California are given in 
Table 1 _ The weather I radiation c ond it ions used 
tn these simulations are presented in [3,4]_ 

In order to fac i l i. tate the economic comparisons, 
a Base Case is established. Economic parameters 
for the B"''"' Case are shown in Table 2. NPW 
results after inflation for a 238.88 liter (75 
gallon) daily load distributed according to LPl 
are shown in Table .3. The values not in paren
theses are for the bar.e case results. Values in 
parentheses are with the California's 55% Tax 
Credit taken into account. Initial capital cost 
data <!re given in [ 3] The results show positive 
NPW values for all locations and all systems 
i 'west i gated. 

TABLE l. YEARLY f'ERCENT SOLAR FOR A 2.38.88 LITER 
C/5 GALLON) DAILY LOAD Dl8TltlllU'fGO 
ACCORDING TO LP l. 

Sy stern 
Location 2TP 2TT lTP ITT 

1':1 C.J:!llt ··o R9(83)* 90 78(72)>~ 79 

Los Angeles 63(58) 63 54 ( 49) 56 

Richmond 58 (53) 58 52(47) 51 

Sacramento 66(61) 66 58(5-3) 56 

San Diego 73(68) 73 64 (59) 65 

, .. Numbers in parentheses are for pump energy 
taken into account. 
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TABLE 2. ECONOMIC PARAMETERS FOR BASE CASE ANALYSIS 

Construction: 
Tax Credit: 
System Life: 
Loan Duration: 
Loan Interest Rate: 
Minimum Attractive Rate of 

Return: 
Maintenance Costs: 
Replacement Costs: 

Replacement Increment: 
Insurance Costs: 
Initial Fuel* Cost: 
Down Payment on Loan: 

Back-up system Cns~: 
Esr"l"tinn RatP. of Maintenance: 
Escalation Rate of Insurance: 
Escalation Rate of Fuel: 
Inflation Rate: 

Retrofit 
None 
20 years 
10 years 
12% 

5.5% 
0 
$1.50/ft2 
collector area 
5 years 

of 

1% of Capital Cost 
4. 5c/KWHR 
10% of capital and 
installation cost 
0 
0%/yr 
0%/yr 
l%/yr 
12%/yr 

* based on an electrical water heater 

The system with the largest NPW vlllue for a 
pllrlicular location 13 ucually the most cnst
effec tive system. The most-cost effec ti.vr-> system 
for each location is designated with a line under 
its NPW value. Table 3 shows that the NPW 
1ncreases considerably but that Ll•e relative 
order does not change with 55% tax credit. The 
2TT is seen to be the most cost-effective system 
at all locations investigated when a 238.88 liter 
(71 gallon) daily load is required and 
distributed acl:urding to LPl. Rcsultc from [3] 
indit:"'ted that the 2TT system is the most 
economical SDHW system at the five locations 
considered above for all daily load sizes less 
than 2/8.5 liters ( 100 gallons) Emd for both LPl 
and LP2. For daily load~ greater than or equa.l 
to 278.5 liters (100 gallons) disLributed 
<Jnlin>ly d•.•cing th.~ nnyti.mc (LPf) thEl 2TP ~y~tem 
was found tu have the hi.ghp:qt NPW at all of the 
.Jbov"' J.<:~~; . .:>r ions. 

The effect of using natural. gas rather than 
electric;: auxiliary heaters was investigated. The 
NPW results after inflatiou for a 238.88 htcr 
(75 gallon) daily load distril.JuLed acl:u.:·d.i.r.g to 
LPl, are shown in Table 4. An effective (cost of 
energy to heat water) natural gas cost of 
l.5c/KWHR was used iu the calculation (sec [3 ]). 
n1is is based on 26c;:/Therm and a gas hot water 
heater efficiency of 50% compared to an 
c lee tr i~~l hot '·"•.l.er hP.r~r·,.f e ffic:iency of 83%. 

CONCLUSIONS 

When the SDHW <;ystems are compared to a 
conventional electric hot water system, the NPW 
is alway.; pns1 t1ve, with or without a tax 
credit. The 2TT wa.; found to have the highest 
NPW with the 2TP quite close. 



Location 

El Centro 

Los Angeles 

Richmond 

Sacramento 

San Diego 

* Values 

** Values 

Location 

El Centro 

Los Angeles 

Richmond 

Sacramento 

San Diego 

* Values 

not 

TABLE 3. NPW VALUES AFTER INFLATION FOR A 238.88 LITER (75 GALLON) DAILY LOAD 
DISTRIBUTED ACCORDING TO LPl 

SYSTEM COST USED FOR DETERMINING NPW ARE GIVEN IN APPENDIX A 

2TP 2TT lTP 

$2820*( $3360 )** $3190($3710) $1920($2660) 

1620 (2160) 1900(2420) 8180560) -----
1380( 1920) 1660(2180) 722( 1470) ----
1770 (2310) 2050(2560) 10100750) -----
2100 ( 2640) 2380(2900) 1300(2040) ----

in parentheses are Base Case results. 

in parentheses are with the California 55% Tax Credit. 

in 

TABLE 4. NPW VALUES AFTER INFLATION FOR A 238.88 LITER (75 GALLON) DAILY LOAD 
DISTRIBUTED ACCORDING TO LPl, FUEL COST = 1.5~/KWHR 

2TP 2TT lTP 

$173($713)* $325($842) $-377 ($369) 

225(315) -105(412) -743(2.39) 

-305 ( 235) -18.5(333) -75(-29.5) 

-178 (36 2) -57.1(460) -679 (66 .1) 

-66(474) 54.4(572) -584 (162) ----
parentheses are with the California 55% Tax Credit. 

lTP 

$2130($2940) 

10400850) 

797 (1610) 

1040 0850) 

1470(2280) 

lTP 

$-382 ( $428) 

-748(61.3) 

-8 28 ( -18 . 3) 

-748(61.3) 

-605(205) 

When compared to a conventional natural gas hot 
water system the NPW is negative in most 
locations without a tax credit but for most of 
the systems it becomes positive with the 
California 55% tax credit. 

[3] M.F. Young, Solar Domestic Hot Water Heaters 
A Comparative Study and Storage Tank 

Investigation, Ph.D. Dissertation, University 
of California, Davis, 1979. 

It appears that most SDHW systems are now cost
effective i.n most California l.oc:ations wi.th the 
present tax credit. 
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APPENDIX A - SYSTEM COMPONENT COSTS 

In this appendix, cost estimates of t:hP. v;~ri.ous components of each oyotcm are given. Th.,se "<.:ap.ilal" or 
"first" costs were used in determining the NPW. Capital costs were obtained from retail vendors while 
installation costs were estimated after several surveys. 

2TT (Two Tank Thermosyphon System): 

Capital Costs: 

66 gallon storage tank w/o electric heater 
30 gallon electric hot water heater 
4' x 10' single glazed non-selective collector 
Piping and insulation 

Retro-fit Installation: 30 hrs. at $25/hr 

Total Cost 

2TP (Two Tank Pumped System): 

Capital Costs: 

66 gallon storage tank w/o electric heater 
30 gallon electric hot water heater 
4' x 10' single glazed non-selective collector 
Stainless steel pump 
Differential controller 
Piping and insulation 

Retrofit Installation: 20 hrs at $25/hr 

Total Cost 

l'l'P tone-Tank Pumped System): 

Capital Costs: 

~U gallon storage tank with heat exchangers, electric heater, l/2 h.p. pump and 
pro~ortional controller 

4' x· 10 single glazed non-selective collector 
Pi.ping and insulation 

Retrofit Installation: 20 hrs at $25/hr 

Total Cost 

ltT (One-Tank Thermosyphon System): 

capital Costs: 

Two 4' x 5' flat-plate single glazed non-selective collectors, 80 gallon storage tank 
with electric heater and interconnecting pumping 

Piping and insulation 

Retrofit installation: 

Total Cost 
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$ 195.96 
$ 100.80 
$ 387.00 
$ 50.00 

$ 733.76 

$ 750.00 

~11183. 76 

$ 195.96 
$ 100.80 
$ 387.00 
~ 171.00 
$ 66.67 
$ 50.00 

$ 971.43 

$ 500.00 

$1471.43 

Cl010.G7 
$ 387.00 
$ 50.00 

$1447.67 

$ 500.00 

$1947.67 

$1695.00 
$ 50.00 

$1745.00 

$ 300.00 

$2045.00 
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A~STRACT INTRODUCTION 

Results were analyzed from experiments on six so-· 
lar domestic hot water systems tested at National 
Rureau of Standards. Use of pumps, fans, con
trols, and solenoid vD.lves in the pumped systP.ms 
resulted in high parasitic energy consumption. 
Storage losses from double tank systems were 
greater than expected due to poor storage tank in
sulation. Direct systems performed better than 
indirect systems as expected. The thermosyphon 
delivered the most solar energy to the hot water 
load for the lowest initial cost. The air system 
performed poorly due to the parasitic energy cu1r 
sumption and poor heat transfer across the a.ir-to
water heat exchangr~r. Reliable freeze protection 
needs to be developed .for direct sys terns, espe
cially thermosyphon systems, to take advantage of 
direct heat transfer. 

The Solar l':nergy Research Institute (SERI) ana
lyzed experimental data provided by the National 
Bureau of Standards (NBS? of six solar domestic 
hot \Jater systems (SDH\n. The objective of this 
study is to aid users and designers in understand
ing existing systems and their relative bene
.fi.ts.2•3•4•5 The systems tested in this study, 
selected as typical of those being installed at 
the time,** were expos~d to the same cl i.ma tic con
ditions and supported approximately the same ther
mal load. These systems, therefore, do not ne
cessarily reflect the state of Lhe art 11or were 
they optimized to meet the thermal load. The six 
systems tested are shown in Fig. 1 and a descrip
tion of each system is given in Table 1. 

Table 1. SYSTEM DESCRIPTION 

System 

Single 11 Directb 
Double, Direct 
Single, Indirect 
Double, Indirect 
Air System 
Thermosyphon 

Collector Area 
m2 (ft2) 

33.3 (36) 
5.0 (54) 
5.0 (54) 
5.0 (54) 
7.3 (80) 
5.0 (54) 

Solar Storage Tank Auxiliary Tank 
R. (gal) R. (gal) 

:.J1U (8l) c~-) 

310 (82) 159 (42) 
310 (82) ( --) 
310 (82) 159 (42) 
310 (82) 159 (42) 
250 (66) (--) 

aSingle or double describes the type of system based on· the number of 
tanks. 
bDire~t or indirect refers to the method of heat transfer. 

*This work was supported by the Systems Development Division, Office of Solar Applications, DOE. 
**Results discussed in this report are based on the performance evaluations of only those systems tested; 

therefore, the authorc discourage P.,PnPri1li7.ing these findings to !!pply them to systems with different 
thermal characteristics. 
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Storage Tank 

Direct • Single Tank 
Drain Down 

Preheat Tank 

Indirect - Double Tank 
Ethylene Glycol 

Pre Heat Tank 

Direct · Double Tank 
Drain Down 

Preheat Tank 

Indirect - Double Tank 
Air Collector 

6. 

Figure 1. Six Common !;DIIW System~ Curnmlly In Use 

Indirect - Single Tank 
Ethylene Glycol 

C.W. = Cold Water 
H.W. = Hot Water 

SYSTE~I PERFORMANCE 

Tl!l!; !;Ludy included ari;t.Jysis ot collector, p1p1ng 1 

and storage tank losses as well as energy rnnsltmed 
by pumps, controls and solenoid valves (parasitic 
energy consumption), and auxilil'lry h.;o,.ting neces
sary to meet the load. The thermal ·efficiency 
was calculated as well as the system efficien-

Pi'trh systP111 a~> Hell :lC .:1 net nolar fractit>n, 
When a11 .;,lt!t:Ltlc br.tckyp was used, thP. systPm pt
ficiency and net solar fraction were also calcu
lated conGidcring the energy usetl aL the fossil
fueled generating plant (assumed at 33% efficien
cy) • * . 

cy. The solar fraction was calculated for 
The restJHs from thP. r.hPrmi'tl ;tnn «y<Hem 01n:alysoc 
are shown in Table 2. 

System 

Single, !Hr. 
Double, Dir. 
Single, Ind. 
Double, Ind. 
Air System 
Thermosyphon 

Thermal Efficiency 

28.2 
17.9 
22.1 
17.1 
6.6 

23.3 

Table 2. SYSTEM PERFORMANCEa 

(%) Systent Efficiency (%) 

zl.4 C/.!l) 
12.5 (2.0) 
19.6 (14.7) 
14.6 (<J.4) 

3.1 (-4.0) 
22.6 (21.2) 

Net Solar 
Solar Fraction (%)b Fraction % 

40.9 31. 1 (11.4) 
39.8 28.1 (4.6) 
48.6 43.1 (32. 3) 
37.9 32.2 (20.9) 
21.7 10. 1 (-13.2) 
50.2 48.8 (45.7) 

aFigures in p;trenthesis represent values if parasitic energy consumption were considered as en
ergy required at a fossil-fueled electric generating plant. 

bcollector areas must be considered when comparing solar fractions. 

*For definitions of terms used, see nomenclature in back of report. 
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The double tank systems had lower efficiencies 
than the single tank systems becau.;e the addition
al tank provided a greater heat transfer area for 
heat loss. These tanks had l.07m2.°C/I~ (!.t6.l) in
sulation. Tank losses would be re~uced and ther
mal performance enhanced for double tank systems 
having greater storage tank insulation. 

!:~direct systems had lower effic.i.encies than the 
corresponding· direct systems due to the presence 
of a heat exchanger and use of an antifreeze. 
These led to high collector inlet temperatures and 
therefore lower collector efficiencies. The heat 
transfer fluid, a· mixture of ethylene glycol and 

water, had 80% of the heat capacitance of water. 

Parasitic energy consumption is a major factor in 
determining the system efficiency of a solar do
mestic hot water system. Parasitic energy affect
ed the direct systems more than. the indirect sys
tems because of the addition of solenoid valves 
for freeze protection and the double tank systems 
more than· the single tank systems because of the 
longer operating time. The direct systems had two 
lSI~ solenoid valves, which used more energy than 
the pumps, for draindown freeze protection. (see 
Table 3). 

Table 3. PARASITIC I':NERGY CONSUt1PTION 

System Hours of Operation 
(6 mo. total) 

Estimated Energy 
Consumed by Pumps (kWh) 

Estimated Energy 
Consumed by Solenoid 

Valves (kWh) 

Single, Dir. 
Double, Dir. 
Single, Ind. 
Double, Ind. 
Air Systel'l 
Thermosyphon 

681.66 
RR2.87 
690.24 
870.49 
644.94 

Because a greater temperature difference existed 
across the collectors of the double tank systems, 
they operated longer than the single tank sys
tems. The greater temperature difference resulted 
from water (or antifreeze) which had never been 
heated by the auxiliary heating coils entering the 
cdllectors at a lower temperature. 

The efficiencies of the single and double tank di
rect systems decreased 24% and 30%, respective
ly, due to the parasitic energy consumption. The 
efficiencies of the single and double tank indi
rect systems decreased ll% and 15%, respectively, 
due to the parasitic energy consumption. 

The air system, the only double-glazed system 
tested, did not perform well as a stand alnne* so
lar domestic hot water system. This was due to 
the poor heat transfer across the air-to-water 
heat exchanger, resulting in high collector inlet 
air temperatures and large collector losses. Only 
22% of the incident energy on the collectors was 
absorbed by the air. The efficiency of the air 
system decreased by 53% due to parasitic energy 
consumption. 

Of the systems tested, the thermosyphon systems 
had the best overall system performance due to low 

68.2 
88.3 
69.0 
87.1 

64.5(+48.Fan) 
NA 

91.4 
91.4 
91.4 

NA 
NA 

32.4 

parasitic energy consumption.** Thermal perform
ance was enhanced by the direct method of heat 
transfer rendering it more efficient than the in
direct systems. 

SYSTEN ECONOHICS 

The economics of solar domestic hot water systems 
depends on both system cost and system perform
ance. 

The initial system cost was broken down into five 
areas: collector costs; storage costs; pumps, 
controls, and solenoid valves; miscellaneous com
ponent costs (relief valves, gate valves, expan
sion tanks, thermometers, air vents, heat ex
changers, piping, and various fittings); and in
stall'ltion costs. Collector costs were assumed to 
vary from $8l/m2 ($7.50/ft2) to $162/m2 
($15/ft2). Collector costs tended to be the 
largest and the most variable of these and most 
influenced the total system cost. The other four 
areas of the cost breakdown were essentially fixed 
costs. The total installed cost for a system 
varied substantially depending on rhe colleclur 
cost used. 

*As opposed to a combined water and space heating system. 
**Solenoid values were added to this system midway through the testing. The degradation of the system 

efficiency due to the parasitic Qnergy cons1.•mpti.nn shnulrl nnt:, therefore, be compared directly to the 
other systems. 
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The cost per joule (Btu) delivered was calculated 
for the testing period. Table 4 shows the cost of 
delivered energy for the lowest cost for the col
lector ($81Im2). The effect of parasitic energy 
consumption is included in column 6 anti not in
cluded in column 5. 

Table 5 shows the cost of delivered energy for the 
highest cost for the collector ($162/m2). As in 
T~ble 4, parasitic energy is accounted for in col
umn 6 and not considered in column 5. 

Because of the cost per joule (¢/kJ) reflects only 
the period of testing of the above systems, a more 
helpful number for comparison is the cost per GJ 
($/Rtu) as determined using the initial eost, a 
system lifetime of 20 years (without system degra
dacion), and t:he assumpt t6r\ that these systems 

would deliver approximately three times as much 
~n~TeY tn th~ thermal load during one year of op
eration as they did during the testing perioti. 
Although this is a simplified method that does not 
i nrlnrlP m;li nt~n<~nce costs, uncertainties existing 
in the escalating costs of fuel make it useful for. 
relative comparison of the systems and estimating 
the cost of energy delivered to the therm~l load. 

In order to faci 1 it ate comparison of those sys
tems, we calculated a relative ranking with the 
best system equal to one unit of cost per GJ de
livered to the thermal load. The result, shown in 
Table 6, includes the negative effect of parasitic 
energy by subtracting it from the energy delivered 
to the thermal load. 

IHth further research and development parasitic 

Table 4. SYSTEM ECONOMICS I a 

[Collectors at $81/m2 ( S 7. so If t 2)] 

Iilit:iill ¢lid (¢/Rtn) ¢/k.J C¢/Btn) n~y" of 
System Cost ($) (lv/O parasitics) (\v/ parasitics) Testing 

Single, Dir. 1718 .092 (. 097) • 121 (. 128) 127 
Double, Dir. 2325 .131 (.139) .186 ( .197) 127 
Single, Ind. 2397 .109 (.115) • 123 (.129) 127 
Double, Ind. 2802 .164 (. 17 4) .193 (.204) 127 
Air System 3329 • 343 (.362) • 757 (.799) 127 
Thermosyphon 1267 .054 (. 050) .0'j7 (.060) 121 

T<~ble 5. SYSTEr·! ECONOMICS II 
[C:nl)Pct.nr!> ::1t $l62/m2 ($15.00/ft 2) l 

Initial 1-/kJ (¢/Btu) ¢/kJ (¢;Btu) Days of 
Syster.~ Cost ($) (w/o p~rRsitirs) (w/ parasitics) Testing 

Single, Dir. 2123 • 114 (.120) .150 (.158) 127 
Double, Dir. 2933 .166 (.175) .235 (.248) 127 
Single, Ind. 3005 .137 (.144) • 154 (. 162) 127 
Double, Ind. 3410 .200 (.211) .235 (.248) 127 
Air System 4229 • 416 (.460) .962 (1.015) 127 
The nnosyphcWI 11'11~ .UI:ll l.Utl6) .08/o (. 088) i21 

Table 6. COST Of D~:LIVE:R8ll Eti~RGY AND R~LATIVE RANKING I 
(Including parasitic energy consumption) 

$/GJ ($/MBtu) Relative $/GJ ($/HBtu) Relative 
System (Collectors at $81/m2) Ranking (Collectors at $162/m2) Ranking 

Single, Dir. 20.21 (21.32) 2.12 24.98 (26.34) l. 79 
Double, Dir. 31.07 (32. 77) 3.26 39.20 (41.34) 2.80 
Single, Ind. 20.45 (21.57) 2.16 25.64 (27.05) 1.83 
Double, Ind. 32.24 (34.00) 3.39 39.23 (41.38) 2.80 
Air System 126.24 (133.16) 13.28 160.37 (169.16) 11.45 
Thermosyphon 9.42 (9.93) 1.00 13.94 (14.70) 1.00 
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energy consumption can be reduced. Therefore, the 
cost per GJ neglecting parasitic energy consump
tion calculaterl for each sys tern can serve as an 
incentive to reduce parasitic energy consumption. 

The relative rating without considering parasitic 
energy is shown in Table 7. 

The relative rankings from Table 6 and 7 are com
hinerl in Table· 8. Notice in Table 8 the same 
order results regardless of whether parasitic en
ergy consumption or col t~ctor cost is con
sidered. llo1vever, considerable differences do 
exist among the relative rankings depending on the 
collector cost and the inclusion or exclusion of 

Table 7. COST OF DELIVERED ENERGY AND RELATIVE RANKING II 
(Excluding parasitic energy consumption) 

System 

Single Dir. 
Double, Dir. 
Single, Ind. 
Double, Incl. 
Air System 
Thermosyphon 

$/GJ ($/MBtu) 
(Collectors at $81Im2) 

15.34 16.19 
21.91 23. 11 
18. 17 19.17 
:u .41 Zll.YL 
57.20 60.33 

9.13 09.63 

Relative 
Ranking 

1.70 
2.43 
2.02 
3.04 
6.35 
1.00 

$/GJ ($/MBtu) Relative 
(Collectors at $162/m2) Ranking 

lll.96 (20.00) 1. 41 
27.64 (29.16) 2.05 
22.78 (24.03) 1.69 
33.36 (J.5.1lJ) '2.47 
72.66 (76.64) 5.38 
13.52 (14. 26) 1. 00 

Table 8. RELATIVE SYSTEM RANKINGS 

Collectors at $81/m2 Collectors at $162/m2 

w/o parasitic:s w/ J><ll"dsitics w/o parasitics w/ pafa:;.i L i..::; 

The r!'wsyphon 
Single, Dir. 
Single, Ind. 
Double, Dir. 
Double, lnd. 
Air System 

1.00 
1. 70 
2.02 
2.43 
3.04 
6.35 

parasitic energy consumption. Systems should be 
comparee! only for a gtven collector cost and 
parasitic energy consideration because of the 
assumptions used in normalizing the cost of energy 
for the best system, i.e., the thermosyphon 
system. In other words, comparisons should only 
be made within a given column, not across rows. 

CONCLUSIONS AND RECOMMENDATIONS 

Results clearly demonstrate that the thermosyphon 
is the best choice from an economic perspective. 
This relative ranking is valid only for the sys
tems tested. lf freeze protection requiring size
able parasitic energy were arlrled to the thermosy
phon system the order might change. lt should be 
noted that pumps and solenoid valves that use less 
energy than the ones usee! in this experiment are 
available and are beginning to be used. Parasitic 
energy consumption is not negligible for systems 
similar to these tested. Designs shoulrl minimize 

1.00 
2. 12 
2.16 
3.26 
3.39 

13.28 

1.35 

1.00 1. 00 
1. 41 1.79 
1. 69 1. 83 
2.05 2.80 
2.47 2.80 
5.38 11.45 

parasitic energy consumption by using properly 
sized pumps and other parasitic equipment. 

lt can be concluded that single tank systems per
form better than double tank systems if the tank 
insulating value is similar to ones in this exper
iment. Double tank systems may be preferred for 
other reasons, such as greater capacity and use of 
existing equipment. With different insulation 
schemes the double tank systems may perform better 
than the single tank systems. 

The air system that was tested performed consider
ably below all the other systems. However an air 
SDHW may be desirable if it is coupled with an air 
space heating system. Care must be taken to mini
mize the parasitic energy consumption. 

The direct systems performed more efficiently than 
their respective indirect systems even with large 
parasitic losses associated with the direct sys
tems. With lower powered solenoid values or other 



means of freeze protection the margin between the 
dir:ect and indirect system can be expected to in
crease. Other aspects of direct systems require 
further study. Reliability of the freeze prot.ec
tion equipment needs to be considered. Corrosion 
due to the constant filling and draining of direct 
systems needs to be examined. Direct systems in
herently transfer energy more effectively than in
direct systems and work needs to be done to design 
reliable and efficient direct systems. 

Although then1osyphon systems have definite advan
tages--1m" parasitic consumption (if at all), low 
initial cost, and operational simplicity--they al
so have the disadvantages of being difficult to 
protect from freeze damage without degracling the 
thermal performance. Manual or seasonal draindown 
freeze protection should be considered. Seasonal 
draindown of thermosyphons can compete economical
ly with active direct and indirct systems. 

It is our recommendation, finally, that to in
crease SDHW system performance on the whole, de
si~ners. manufacturers, and researchers need to 
concentrate on reducing parasitic energy consump
tion, increasing reliability of components, and 
maximizing the system efficiency. 

NOMENCLATURE 

Net solar fraction: Solar energy used at the 
thermal load minus the parasitic energy consump
tion divided by the thermal load. 

Parasitic energy consumption: Energy consumed by 
pumps, fans, and controls and solenoid valves in a 
solar energy system. 

Solar fraction: Percentage of the thermal load 
met by solar ~ne>:gy. 
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System efficiency: Solar energy delivered to the 
thermal .load minus the parasitic energy consump
tion, divided by the solar energy incident on the 
collector surface. 

Thermal efficiency: Percentage of the incident 
radiation used at the thermal load. 

Thermal load: Thermal energy required to meet the 
ltuL water load, excluding.storage tank losses. 

Thermosyphon system: 
sity gradients for 
mechanical pumps. 

System which depends on den
fluid circulation instead of 
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COMPARISON OF SOLAR THERMAL POWER SYSTEMS 

ARSTRACT 

J. J. Iannucci 
Energy Systems Studies Division 

Sandia Laboratories 
Livermore, CA 

Because of past development efforts, three major 
candidates currently exist for solar thermal power 
systems: central receivers, rar~holic troughs, and 
parabolic dishes. In this study, systems using each 
of these technologies have been designed and casted 
to provide thermal energy at 93, 149 and 3l6°C (200, 
300 and 600°F) for end use sizes of 3, 30, 300, and 
1500 MWth. Higher temperature designs were also 
generated for the central receiver systems. Each 
system was engineered to the same specifications 
and applications as constraints. As examples, all 
systems can survive the same wind speeds and are 
made of the same materials where appropriate at the 
same unit costs. The results point up the principal 
design differences and allow one to rank these three 
technologies, based on annual delivered thermal 
energy costs, for a range of applications and end 
use sizes. 

INTRODUCTION 

Solar energy-is actively being considered for many 
applications in the United States. Prominent among 
these applications is the production of process heat 
at various temperatures and for diverse plant sizes. 
While central receivers, parabolic troughs, and 
parabolic dish systems each might be able to fulfill 
all of these needs at all temperatures and sizes of 
interest, certain technologies may be economically 
superior for certain applications. The objective 
of this paper is to present consistent designs, 
costs, and performance values for a large technol
ogy/application matrix. First order design differ
ences and similarities are highlighted. Detailed 
annual performance simulations are performed and a 
simple economic model employed to yield levelized 
energy costs for each case. 

The thermal energy systems exanined were: 93, 149, 
and 3l6°C (200, 300, and 600°F), each at sizes of 3, 
30, 300, and 1500 MWth, provided by each of the 
three technologies: central receivers, troughs, and 
dishes. In addition, designs were developed for 
central receivers at 510 and l093°C (950 and 2000°F). 

The design philosophy has been to create tailored 
systems for each technology, collector temperature, 
and plant output, which are mutually consistent. 
Each must produce thermal power at the same power 
ratings and temperatures. Each must survive and 
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perform in the same environmental conditions with 
the same insolation. Costs and performance must be 
calculated by the same techniques. Here the con
straints upon the design of the systems end. For 
example, the choice of working fluid, piping layout, 
pipe diameters, insulation thickness on each pipe 
element, pumping motors, pressure drops, thermal 
losses. and overnight protection are free to be 
chosen for each system as best suits it. Great care 
has been taken to be even handed with each technol
ogy, not forcing it to use techniques or materials 
with which it is incompatible or are needlessly 
expensive. As an example, pipe diameters and in
sulation thicknesses are chosen individually and 
carefully with regard to both cost and performance. 
Despite the consistency of the design philosophy, 
the resulting systems for each of the three solar 
technologies are quite distinct as would be expected. 

Each of the systems has been divided into several 
subsystems which were designed in parallel. The 
collector subsystem consists of the reflective sur
face and all that is required to support and direct 
its motion. The receiver subsystem is the set of 
tubes through which the working fluid passes (and 
insulation around them as required) and also in
cludes the support to hold these tubes in place. 
The transport subsystem is the set of piping network 
components necessary to connect the receivers to 
one another and to the end use point. Each of these 
subsystems and the design procedures used are des
cribed below and then the overall costs, efficien
cies and delivered energy costs are given. Much 
more detail will be found in References l-5. 

COLLECTOR SUBSYSTEM 

Each collector subsystem was designed with the fol
lowing ground r~les: (l) use of lamiilated glass 
mirrors of 50 m aperture area; (2) the glass was 
bonded to steel hat sections; (3) steel support 
structures connect these hat sections to a drive 
tube; (4) harmonic drive was used for 180° motion, 
no provision was made for inverting; (5) the drives 
bolt to precast, prestressed concrete piles which 
are driven into place. The design process then con
sisted of (l) determining the area and weight of the 
glass surface .64 centimeters (.25 inches) thick 
based on f/D = .5 for dishes and f/D = .25 for 
trnuyhs; (2) determining the wind loads at the 



gimbal axes (to determine the required drive torque 
for winds of 145 km/h (90 mph) while stowed, 80 km/ 
h (50 mph) in any orientation and 48 km/h (30 mph) 
while in operation); (3) determining the dimensions, 
weights, etc. of the main structural members to 
withstand wind and gravity loads (with the same max
imum stresses and deflections allowed in the McDon
nell Douglas heliostat design) [2]. 

While the wind lift and drag forces on each system 
are very similar, the torques are not since the cen
ter of pressure is much further from the rotational 
axis for curved sections. This leads to the need 
for stiffer (and heavier) structure (both steel and 
concrete) and larger drives, especially in the dish 
design. The cost breakdowns for each of the three 
collector subsystems are shown in Table 1. 

Pertormance coefficients (optical efficiencies ver
sus sun position) were d~tF.rminP.rl nnrl arP prPsentPrl 
in Reference 2. 

TABLE 1. COST BREAKDOWN FOR DISHES, HELIOSTATS, 
AND TROUGHS, 1979 $. 

DISH HEL.IOST/\T TROUGH 
{N-S) 

M1rror Surface $ 639 $ 566 $ 697 

Drives 1290 868 556 

Controls & Wiring 309 381 213 

Structure 893 553 646 

Pedestal/Foundation 652 416 600 

Installation & Other 409 349 506 

Total $/Unit $4192 $3ll3 $3210 

Total $/r.12 Aperture $85/m2 $64jm2 $66/m2 

NOTE: Costs assume established production at 25000 
units per year, with 8% fee and IU% contingency in
cluded. "Other" includes checkout, assembly, main
tenance equipment and transportation (exept pedestal), 
but not land, receiv~rs, nr piping. 

RECEIVER SUSSYSTEM 

Within each technology considered, the receiver sub
system needs to be more closely tailored to match 
the end use than was the coll~~tnr subsystem (e.g., 
the heliostat design for any centrai receiver sys
tem is independent of temperature and probably inde
pendent of system size over a broad range of sizes; 
the receiver, however, must be designed specifically 
for a given temperature and power rating). All sys
tems were constrained to have an expected life of 
30 yean., to operate at the designated temperatures, 
and to be optically consistent with the appropriate 
collector subsystem. Based upon these constraints, 
a conceptual design was developed for each receiver. 
The receiver dimensions were calculated and the tube 
sizes and insulation requirements determined. For 
the central receiver systems, the tower height was 
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determined, the choice between external and cavity 
was made (only the highest temperature system is a 
cavity), and the overall dimensions of the working 
fluid panels derived. For the dish systems, all 
receivers were cavities with external insulation 
applied; the cavity opening was optimized with re
gard to optical spillage and thermal losses. The 
trough receiver was a simple carbon steel pipe 
(with selective coating) at the focal line. IL was 
determined that a glass envelope was desirable at 
300 and 600°F. While each trough reflective section 
was 50 m2 in area (2 meters wide by 25 meters long), 
a thermal length of 200 m (400 m2 area) was chosen 
to ensure turbulent flow for good heat transfer in 
the receiver. This was accomplished by ganging 
eight troughs in series [3]. 

The receiver 2osts wit.h srrppnrt struts are roughly 
13 and 25 $/m of collector aperture area for the 
lnwP~t nnrl hiQhe5t timperaturo trough~, rc~pcctivc
ly. The dish receivers with support struts cost 12 
$1m2. The l~wer temperature central receivers cost 
5 to 6.5 $/m including the tower cost. The ~000°F 
central receiver was estimated to cost 29 $/m , with 
the 950°F system in the 11 $/m2 range [3]. 

ENERGY CENTRALIZATION SUBSYSTEM 

Energy centralization designates the process of en
ergy transport once the concentrating collectors 
(central receivers, dishes, and troughs) have put 
the diffuse insolation into a transportable form. 
In the case of thermal collectors, this form is 
simply the sensible heat which has been added to a 
working fluid. Energy centralization entails all 
that must be done to accumulate all of these ener
gies until the nameplate capacity of the plant has 
been piped to, 0r near, a sin9le end use location. 
Specifically, this means laying out a complete pip
ing network (including risers and downcomers) tn 
connect each r"ece i Vt!r· tu an entl use po1 nt (ana hrlt.k) 
in the most cost effective way. A Lagrange multi
plier techniques has ~een u~ed to optimize (1) the 
pipe diameters with respect to cost and parasitic 
pumping power; {2) the insulation thicknesses with 
respect to cost and thermal losses while operating 
[4]. The items included in the energy centraliza
tion subsystem accounts are: field piping (installed 
inrl11rlina handling, alignment, footing::;, ~lidcr3, 
fittings, welding, expansion allowances, testing 
and checkout), insulation with weather protection, 
risers and downcomers (insulated and flexible as 
appropriate), pumps, valves (isolation, control, 
check), diagnostics, fluid, and heat tracing where 
necessary. 

The costs of the baseline thermal energy centraliza
tion systems are summarized in Table 2. The basic 
cause of the dramatic cost differences is the length 
of piping required for each. (As an example, for 
the 1500 MWth case, the pipe lengths required are 
roughly 61 130, and over 1000 kilometers for lht! 
central receiver, trough, and dish systems, respec
tively.) It should be remembered that the trough 
receiver tubes do double duty, hence the difference 
in field piping with the dishes. Details and sensi
tivities of all these costs to collector size, par
allel and series connection, and edge vs. central 
collection have been determined also [4]. 



TABLE 2. BASELINE THERMAL ENERGY CENTRALIZATION 
COST SUMMARY*. ($1m2) . 

TEMPERATURE 
oc OF 

93 (200) 
149 (300) 
316 (600) 
510 (950) 

1093 (2000) 

TECHNOLOGY 
CENTRAL RECEIVER TROUGH 

0.5 - 1.5 7 - 7.5 
0.5 - 1.0 7 - 8 
l. 5 - 2.5 10 - 16 

5. 
9. 

DISH 

50 - 55 
51 - 56 
69 - 99 

*All costs in rounded 1979 dollars, the ranges rep
resent variations in system power rating from 3 to 
1500 MWth. 

The performance of the thermal energy centraliza
tion systems follows the same tendencies. The de
sign point thermal losses are shown in Table 3. 
Another concern, the parasitic pumping power require
ments, are fairly well balanced between technologies. 
These range (in MWh electricity required per MWh 
thermal produced) depending upon power rating and 
temperature from 0.2 to 3.7% for the dishes, 0.05 
to 0.83% for the troughs, and 0.1 to 2.1% for the 
central receiver systems. The overnight thermal 
losses lead to annual energy impacts of up to 10%, 
3.3%, and 0.14% for the dishes, troughs, and cen
tral receiver systems, respectively. Thus, the 
overall transport performance edge goes to the cen
tral receiver, the dish systems performing most 
poorly. 

TABLE 3. BASELINE PIPING THERMAL LOSSES AT DESIGN 
POINT (%). 

TECHNOLOGY 
TEMPERATURE CENTRAL 

.oc OF RECEIVER TROUGH DISH 

93 (200) 0.05 - 0.15 0.7 - 0.9 3.6 - 4.8 
149 (300) 0.1 - 0.2 l. 2 - 1.6 5.0 - 7.0 
316 (600) 0.3 - 0.7 3.6 - 3.8 16.6 - 20.4 
510 (950) .65 

1093 (2000) .11 

ENERGY PRODUCTION COSTS 

The performance coefficients at off-design condi
tions (temperature, windspeed, sun angle, etc.) were 
calculated and used in the STEAEC code [6] to calcu
late the annual energy production trom each plant 
design. Insolation data for Barstow, California, 
was used as typical of other southwest localities. 
The subsystem costs and performance can be combined 
with other known cost items, which are common to all 
systems, to yield delivered energy costs for pro
cess heat. 

The following assumptions were used to calculate the 
delivered energy costs: (1) 17.75% fixed charge 
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rate; (2) operation and maintenance costs of 2% of 
capital cost escalating at 8% per year; (3~ balance 
of plant of $2500 per MW and land at 1 $/m ($4000. 
per acre); (4) sun following dispatching with no 
storage; (5) 30 year payback with utility account
ing, 1979 dollars. Table 4 shows preliminary esti
mates of the process heat costs which were deter
mined [5]. 

CENTRAL 
RECEIVER 

PARABOLIC 
TROUGH 

PARABOLIC 
DISH 

TABLE 4. PROCESS ENERGY COSTS. 
($/106 BTU,t 1979$) 

Temperature, °C (°F) 
Size 93 149 316 510 1093 

( 200) {300) ( 600) ( 950) ( 2000) 

3 MW 
30 MWf 

300 MW 
1500 MW~ 

3 MWt 
30 MWt 

300 MWt 
1500 MWt 

5.60 5.60 6.20 
5.70 5.60 6.30 
6.00 5.90 6.70 
6.60 6.30 7.60 

6.50 7.00 8.70 
6.60 7.10 8.90 
6.80 7.20 9.30 
7.00 7.30 9.80 

3 MWt 8.90 8.70 12.40 
30 MWt 9.30 9.00 13.40 

300 MWt 9.80 9.40 14.80 
1500 MWt 10.90 10.00 17.90 

7. 40 19.50 

tTo convert to $/MWht multiply by 3.413. 

SUMMARY AND CONCLUSIONS 

When trough, dish, and central receiver systems are 
designed with the same design criteria and per unit 
material and fabrication costs, certain similarities 
and differences arise. The collector subsystems 
are physically similar and their costs compare 
closely, differing primarily due to the stiffer 
drives and structures required in the dish systems. 
The receiver subsystems are quite diverse in design 
and cost as would be expected: the more highly con
centrating systems (dishes and central receivers) 
have smaller and hence less expensive receivers in 
the lower temperature ranges. At very high tempera
tures, where more expensive materials are required, 
the receiver costs rise appreciably. The energy 
centralization subsystems are quite distinct from 
o~e anoth~r in cost and performance. Primarily due 
1;Q the sheer lengths of pipe required (e.g., the 
l5QO MWth cases use 6, 130 and over 1000 kilometers 
for the central receiver, trough, and dish systems, 
respectively), the central receiver piping is least 
expensive and most efficient. 

The bottom line delivered thermal energy costs are 
quite attractive across the matrix of technology, 
temperature, and scale. The costs are fairly inde
pendent of scale due to the effect of a slight dis
economy of solar capital cost with scale. The cen
tral receiver systems are competitive at all temper
atures and sizes, appearing to be slightly superior 
to trough systems. The dish thermal costs are some
what higher than the other two systems due primarily 



to the cost of its piping network [1,5]. 
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INFLATION AND TAXES IN BENEFIT-COST ANALYSIS 

J. Clair Ellis 
The Aerospace Corporation 

ABSTRACT 

Economists have long promoted the use of the 
techniques of benefit-cost analysis in both public 
and private decision-making to enhance objecti
vity and economic effici.ency. The analysis of 
solar energy systems has relied on those tech
niques to an unprecedented extent. Unfortunately, 
the varying applications of those techniques often 
introduce substantial uncertainty and confusion 
into the analysis results, particularly concerning 
the choice of a discount rate and the treatrcu::nt of 
inflation and taxes. While the ~ppropriate dis
count rate has been widely discussed, if not 
unanimously agreed upon, neither the standard 
textbooks nor the theoretical literature provide 
an it~tegra.lecl trcatrnent of the latle1· two "real 
world" considerations. 

This paper examines the effects of income tax 
considerations on the choice between real and 
nominal approaches to benefit-cost analysis. 
Substantial biases are found in both approaches as 
they are typically applied. The advantages and 
disadvantages of both approaches are discussed, 
as well as recent theoretical and empirical ad
vances which may provide improvements. A 
generic required revenue model is used to 
analyze the remaining uncertainties. An example 
of a solar energy system to supply industrial 
process heat is used to illustrate and quantify 
those uncertainties. The implications for future 
benefit-cost studies are summarized and sugges
tions are offered.which may lead to more 
realistic, and more modest, deciGion recommen
dations. 

(Paper was not available for publication. Copies 
of it may be obtained directly from the author, 
The Aerospace Corpor<'~tion, P. 0. Box 92957, 
Los Angeles, California 90009.) 
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SOLAR MODELS DATA BASE 

K. A. Kramer 
Data Base Analyst 
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Abstract 

The Solar Energy Information Data Bank (SEIDB) of 
the Solar Energy Research Institute (SERI) has under
taken the identification and classification of models 
and simulations used in solar energy applications. At 
the present time, there is no central resource for de
scriptions of the variety of programs which are avail
able. By Spring of 1980, the SEIDB will have more 
than 170 descriptions of solar models and simulations 
stored in a computer and searchable online. 

This Models Data Base contains descriptions of models 
with wind, active solar heating and cooling, photovol
taics solar thermal, biomass, passive solar, and ocean 
syst:ms applications and technologies. The fun'!tions 
of the models range from optimizing the size of solar 
collectors to monitoring the response of an OTEC 
plant platform to ocean waves. 

The individual models described in the data base repre
sent varying stages of development and levels of 
users. Models available for single runs to the general 
public are described, as are models which require so
phisticated programming and which are used for com
plex research applications. 

Each record in the data base describes one solar model 
in three sections: background information, technical 
descriptions, and computer information. The back
ground file lists the developer, access information, 
user level, contact names and addresses, literature 
references, and validation tests. The technical . file 
contains six text fields describing in detail the model 
problem, analytical method, limitations, user inputs, 
data files, and results of the run. The computer file 
outlines the model's operating requirements including 
language, machine, core, operating system, and run 
time. 

Users may access the information in the data base in 
several ways. The model name is indexed for the user 
who wishes to retrieve information on specific model. 
Technology indexes have been assigned each model for 
the user who wishes to see, for example, all photovol
taic or passive solar models. A user who wishes to 
learn about all economic models or models that pro
vide design analysis may access the data base by nu
merous keywords or purpose codes. Besides descrip
tive indexes of the models, the user may find all 
models available for a single run in California or all 
models available for architectural applications. 

Introduction 

In the elq)anding areas of energy tE;!chnology, there are 
major demands for information and data being made 
not only by the technical community, but by govern
mental agencies and legislative bodies, architects, 
manufacturers, the financial community, builders, and. 
homeowners. A specific information need of many of 
these groups is for the identification ofmodels and 
simulations used in solar energy npplications. To meet 
this need, the Solar Energy Research Institute (SERI), 
with its Solar Energy Information Data Bank (SEIDB)*, 
has developed a Solar Models Data Base with the goal 
of identifying and classifying data on models and simu
lations with solar applications and making this infor
mation readily available to the solar community. 

Need for the Models Data BasE' 

As in other fields, models and simulations have gained 
wide use and respect within the solar community dur
ing recent years and, therefore, the number of models 
has grown significantly. Currently, numerous models 
exist that analyze a variety of solar energy aspects 
and applications. Many of these models were devel
oped by universities for standards and testing applica
tions. Private industries and utilities have developed 

*This research, information and data center, specified by Congress in the Solar Energy Research Development an_d J?e
monstration Act of 1974 (PL 93 473), provides a centralized and comprehensive resource directed toward furmshmg ( 
valid information and data in usable forms, to meet the varied requirements of the diverse solar audience. The Solar 
Energy Information Data Bank includes the development of online accessible data bases of solar rel~ted info~mation, a 
computer network to utilize the data bases, an information dissemination program, a solar energy mformat10n center 
with a collection of over 25,000 publications, and an Inquiry-Referral service. 
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models to test their own products or systems, and to 
project future needs. The Federal government has 
made a significant investment in model development 
for research and development efforts.. With the 
myriad of useful models and simulations being devel
oped, information about these models needs to be 
available to the modeling and solar communities. 
Government sponsored models are generally docu
mented but these reports may not be widely advertised 
or distributed. Other significant models may be buried 
in the thesis library of a university or are being devel
oped by a private company only for their own use. The 
research and development efforts in the field of solar 
models and simulations will be most effective when 
the results of the efforts are widely known. The Solar 
Models Data Base Program is designed to provide 
broad dissemination of this information. 

The Solar Models Uata Hase serves two major needs of 
the solar community. First, by utilizing the data base, 
or corollary publications, model users can find the 
model or simulation that best answers their modeling 
needs. Secondly, model developers may access the re
som·ces to discover other modeling activity in specific 
areas and, thereby, avoid duplicative effort. 

Model users, including builders, architects, designers, 
analysts, engineers and others, are continually looking 
for new, efficient, mot·e precise models. A researcher 
developing a collector sizing model may not know that 
a federal grant is funding a similar project. A state 
may need to project gasohol demand for the next de
cade and not realize that another state has begun re
search in that area. A builder's pricing model may not 
account for a new Federal tax credit which a more re
cent model would calculate into the system price. By 
utilizing the data base, all these people would enhance 
their use and development of solar models. 

Contents uf th~:: Mudels Data Base 

The models and simulations contained in the data base 
are categorized by the following technologies: 

Active Solar Heating/Cooling, Bioconversion, Chemi
cal Conversion, Hybrid Systems, Low-Head Hydro, 
Energy General, Passive Solar Heating/Cooling, Photo
voltaic (Solar Cells), Process Heat, Satellite Solar 
Power, Ocean Systems, Solar General, Energy Storage, 
So.lar Thermal Power, Wind Energy Conversion. If any 
aspect of a model pertains to one or more of these ap
plications or technologies, the model is eligible for in
clusion in the data base. In addition, the model may 
simulate a variety of circumstances surrounding a 
solar technology. Life cycle cost analysis, collector 
sizing, thermal mass sizing, and cost/benefit analysis 
at·e common model applications that can be found in 
the data base. Alcohol fuel demand, blade perform
ance of a wind machine and evaluation of wave stress 
on 11n OTEC plant platform are more unique applica
tions that can also be found in the data base. 

Bec11use of the variety of applications and technologies 
in the data base, the complexity of the models varies 
also. Models run on TI-59 programmable calculators 
such as TEANET are included, as are models such as 
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SIM (Solar Insolation Model) which requires a ten 
seconds run per location per year on a Cyber 7 4. A 
beginning user of models may wish to see descriptions 
of other programmable calculator models whereas a 
researcher may use the data base to locate other com
plex photovoltaic models. Search strategies for the 
data base allow both users to find what they need. The 
contents of the data base are designed to supply all 
information necessary to determine if a specific model 
will serve an individual user's needs and if he/she can 
obtain and run the model. For the computer scientist, 
specific computer hardware requirements are listed. 
For the elementary user, the level of knowledge 
needed to run the model is described. For scientists 
and researchers, detailed descriptions of the purpose, 
analytic approach, inputs and outputs of the models 
are included. 

Formating of the Models Data Base 

A rt:>t:.>ord in tht:> Models Data Base t:.>ont!l.ins three maJn 
sections; the name of the model functions as the main 
locator. 

Section I 
Model Name or Acronym 
Developer 
Commercial Contacts 
Level of User Knowledge 
Documentation 
Literature References 

St:>ction IT 
Purpose of Program 
Inputs 
Analytic Approach 
Comparable Models 

Section Ill 
Computer Languogo 
Type of Computer 
Core Required 

Validation Tests 
Availability 
Costs 
Sponsor 
Years of Releases 
Current User Types 

Problem Definition 
Outputs 
Limitations 
Degree of Solar 
Emphasis 

Operating Sy~~:tem£ 
Machine 
Run Time 

The following is a sample record from the data base. 
F-CI:f ART was chosen beca.use of its f~;~miliRrity to 
userc;. SF.RT will not Rttempt to VAlidate Rny moclels 
included in the data base and inclusion in the data base 
does not denote endorsement. 



Model Name 

Model Developer 

Year of Or:iginal 
Release 

Year of Current 
Release 

Program Sponsor 

Developer 

Contact 

Purpose of 
Contact 

Contact 

Purpose of 
Contact 

Accessibility & 
Cost 

Documentation 

Literature 
References 

Example of Information on F-Chart to be Included in The Solar Models Data Base 

F-CHART 

University of Wisconsin 

1976 

1979 

Solar Heating and Cooling Sys
tems Development Branch, Of
fice of Conservation and Solar 
Application, Department of 
Energy 

University of Wisconsin, 
Madison, Wisconsin 

Accounting Branch 
Solar Energy Research Institute 
1617 Cole Boulevard 
Golden, C 0 80401 

To Purchase/Order 

Design Tool Manager 
Market Development Branch 
Solar Ener·gy Research Institute 
1617 Cole Boulevard 
Golden, C 0 80401 
(303) 231-1261 

For More Information 

For Purpose 
Magnetic Tape ••• 
Card Deck •.••• 
0 verseas Shipping • 

User's Manual 

$100.00 
$150.00 
$200.00 

1. Klein, S. A., Bech man, W. A., 
and Duffie, J. A., 11 11 Doaign 
Procedure for Solar Heating 
Systems," Sol;~r Energy, 18, 113, 
(1976). 

2. Klein, S. A., Bechman, W. A., 
and Duffie, J. A., "A Design 
Procedure for Solar Air Heating 
Systems," accepted for publica
tion :in ~!1_e.r:IW,• (1977). 

3. Bechman, W. A., Klein, S. A. 
and Duffie, J. A., Solar Heating 
Design by the F-CHART Meth
od, W:il.ey-Interscience, New 
York, (1977). 
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User Type 

Level of User 
KnowlP-dge 

Program Description 

Purpose of 
Program 

Problem 
D ef.inition 

Analytic Approach 

Jnputs-Data 
Files 

4. Hughes, P. J., etal., "F-CHART 
Version 3.0 Users Manual," Re
port 49-3 of the Engineering Ex
periment Station, University of 
Wisconsin-Madison, June (1979). 

5. R. T. Ruegg, "Solar Heating and 
Cooling in Buildings: Methods 
of Economic Evaluation," NBSIR 
75-712, U.S. Department of 
Commerce, National Bureau of 
Standards. 

Architects, Utility Company, 
Researcher, Home Owner, Engi
neer, Contractor/Builder, De
signers, Educators 

Beginner 

Design Method, Building Energy 
Analysis 

F-CHART, which models liquid 
or air solar water heating or 
combined solar water and space 
heating systems (solar cooling 
or heat pump systems cannot be 
modeled) is capable of estimat
ing the thermal performance 
and lifecycle economics to as
sist in the design of the system. 

The F-C HART design method is 
based on standard solar heating 
system configurations using 
either liquid or air as the heat 
tr'ansfer medium. This method 
l:.l·o~tl: oolleotor f\1:'0;;1 e~P. t.hA 

main design variable but is cap
able of considering secondary 
design variable such as storage 
unit capacity. The F-CHARTS 
are the result of correlating 
hundreds of detailed simulations 
of solar heating systems. 

The meteorological data re
quired to use the F-CHART 
m et.hod are thE! long-term 
monthly average of daily total 
solar radiation on a horizontal 
surface or on the collector 
plane, the long-term monthly 
average ambient temperature, 
and the long-tcr m monthly 



Input3-U3er 

outputs 

average heating degree days 
(65°F base). 

The solar ene1·gy system data 
needed for the F-C HART in
cludes the collector parameters, 
the effectiveness of heat ex
changers between collector and 
tank and between the tank and 
building (for liquid-ba11ed sy&
te m s), the storage capacity per 
unit area of collector, and the 
orientation of the collector. 

The building heating load :is in
corporated either by specifYing 
the m onth].y load (calculated by 
any standard technique) or by 
specifying the building overall 
lo:illl ooeff.i.oient · (onergy ·per .. 
degree-day concept), which :is 
the design heating load d1V1dea 
by the design te m perature dif
t'erence. In addition, a service 
hot water load oan be added to 
the heating loaa. GiVen these 
numbers, the fraction of month
ly total load11 1.1nd t.he fraction 
of the annual loads to be carried 
by solar energy can readily be 
deter mined for any collector 
area. 

There are two options in the use 
of the program. First, the col
lector area can be specified and 
the annual (and monthly, if de
sired) thermal performance is 
r-eturned. If eost data are sup
plied, an economic assessment. 
can also be returned. The 
second option :is to request the 
program to find the economic 
0pt:i m 1.1 rn tJOll9otol" :iii"O:I.. Tho 
program usas A nu m eM cal tech
niquP. to opt.i mi?:e the nnllector 
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Limitations 

Solar E m phas:is 

area and returns the same infor
mation as the first option but 
for the optimum area. The eco
nomic optimum collector area :is 
found by calculating the esti
mated value of future costs for 
both the solar system and the 
conventional system (including, 
if desired, the effects of esca
lating fuel pr.l.ces, property and 
income taxes, tax rebates, in
terest, depreciation, insurance, 
and maintenance). The opti
mum collector area minimizes 
the sum of the present value of 
future cost plus the initial costs 
of the solar system above the 
cos~ of a conventional heating 
system. 

Two basis uncertaint.iP.fl r~rP. r~s

fln"ta t.ed with F-C H A R T. F:iret, 
a system must be well engineer
ed and constructed to perform 
the wny in wh)_f.'h F·C II AnT 
octimatco. .Sceo11d, thci'c cu·e 
uncertainties in the m eteorolo
g1Cal data. Some data are long
term averages of careful mea
~'.1NID'ilnt£ :moJ 1·1W not ohanse 
much; other data are subject to 
change. 

Primary 

Computer Information 

Used On 

Language 

Machine 

Cyber (, v ~,: 
or 

FORTRAN 

Operating 
System 

scope 11 
Version 501 

Core or Run 
Required Time 

~3mw10 charad.ers 
540oo8 characters 



Searching the Models Data Base 

Two subject keyword schemes exist for indexing indi
vidual models. A searcher may use one or more of the 
fifteen technologies previously described, or, utilizing 
a controlled vocabulary list, the searcher may use 
broader subject keywords to locate a model. A 
searcher may locate models in several other ways: by 
purpose of model (such as life cycle cost, component 
analysis, load program), user type (such as architect, 
economist, homeowner), accessibility to model (such as 
purchase, single run service, lease), or contact person 
or company for the model (name and address of devel
oper, marketer, or sponsor). The following are exam
ples of common questions answered by the data base: 

Are there any models that deal with wind systems in 
the data base? 

Which models are especially useful to utility compa
nies? Who can I contact to use the model? 

What models run in FORTRAN? 

Which models give life. cycle costs for solar heating 
and cooling applications? Is there a model called 
SOLTES? Describe it in detail. 

Solar Model Information Sources 

Several publications describing solar models currently 
exist. The Technology Commercialization Division of 
SERI, in cooperation with the Systems Analysis Branch 
and the Information Systems Division, has published a 
brochure detailing several models with solar heating 
and cooling applications entitled "Analysis Methods for 
Solar Heating and Cooling Applications: Active and· 
Passive Systems" (SERI/SP-35-232R, January 1980). 
This new brochure complements earlier publications on 
"Analysis Methods for Wind Applications" (SERI/SP-35-
231) and "Analysis Methods for Photovoltaic Applica
tions" (SERI/SP-35-230). 

To inform the modeling community about the Solar 
Models Data Base and to encourage designers of new 
models to submit information on their programs, the 
Information Systems Division of SERI has published 
Solar Models Data Base Candidates (SERI/SP-
451-563). This brochure lists more than 170 models 
and simulAtions thAt nrc being ~onsidered for entry 
into the computerized Solar Models Data Base. In the 
Spring of 1980, SERI will publish an up-to-date, de
tailed pamphlet describing solar models with a wide 
range of solar technologies and applications. The Solar 
Models Data Base will be fully operational in March 
1980 and will be available for online searches. 

If a user has a special question that cannot be an
swered in the [lllhlications from the data base, he/she 
may access its online capabilities. SERrs Solar Energy 
Information Center, the National Solar Heating and 
Cooling Information C.::ntt:l', tin:~ fuur Sul!ir Ene1·gy Re
gional Offices, and the Department of Energy in 
Washington, D.C. have direct access to the system. A 
user may write or call any of the offices listed below 
to outline their .information needs. 
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Mid-American Solar Energy Complex 
8140 26th Avenue, South 
Bloomington, Minnesota 55420 
(612)854-0400 
SEIDB Contact: Ms. Joyce Mortison 
Chief Librarian: Ms. Agnes Brown 

Southern Solar Energy Center 
61 Perimeter Park 
Atlanta, Georgia 30341 
(404)458-8765 
SEIDB Contact: Mr. George Meier 
Chief Librarian: Ms. Pam McElhaney 

National Solar Heating and Cooling Information Center 
1911 Arch Street 
Philadelphia, Pennsylvania 19103 
(215)448-1535 
SEIDB Contact: Ms. Marcia Ballen 
Chief Librarian: Ms. Gloria Fultz 

Northeast Solar Energy Center 
70 Memorial Drive 
Cambridge, Massachusetts 02142 
(617)661-3500 
SEIDB Contact: Dr. David Chan 
Chief Librarian: Ms. Eileen Baker 

Western SUN 
921 S.W. Washington Street 
Suite # 160 
Portland, Oregon 97205 
(503)241-1222 
Chief Librarian: Mr. Jay Tappan 

Beginning Spring of 1980, SERI will be hosting a series 
of SEIDB training sessions. The training session par
ticipant will receive training in the INQUIRE data base 
management language and will learn particulars of the 
SEIDB data bases. 

Besides maintaining descriptions of solar models and 
simulations, SERI has an On-line Models Library that 
contains the full model in executable forms. Currently 
SERI is maintaining three models - F-CHART, SOL
COST, and RSVP. For additional information on the 
On-line Models Library or the Solar Energy Informa
tion Data Bank (SEIDB) and training opportunities for 
its use, please contact the following persons at the 
Solar Energy Research Institute (SERI), 1617 Cole 
Boulevard, Golden, Colorado 80401: 

Network Coordinator -Training 
Rafael Ubico (303)231-1032 

Data Base Development Branch Chief 
Howard Shirley (303)231-1204 

On-line Models Library Manager 
Nancy Birkenheuer (303)231-1464 

Solar Models Data Base Analyst 
Kate Kramer (303)231-1227 
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SERI 0~-LINE MODELS LIBRARY 

Nancy Birkenheuer 

Abstract 

The Solar Enerqy Research Institute (SERI) Com
puter Center, operated by the Computer Systems 
Branch of the Information Systems Division, 
currently provides large-scale computational 
capability utilizing a CDC Cyber 70/Model 76, 
a Cyber 170/Model 720, and two CDC-2551 Communi
cation Processors. This center is available to 
outside users via a value-added network. To 
provide additional support to the user community, 
a system for on-line access to computer models 
relating to solar applications is being devel
oped. This project is designed to enhance and 
compliment the capabilities of the Solar Energy 
Information Data Bank (SEIDB) at SERI. The tar
get user community for the On-Line Models Lihrnry 
includes Re~ional Solar Ener~y Centers (RSEC's), 
affiliated institutions, DOE offices and labora
tories, subcontractors, universities, and inter
nal SERI users. Models selected for the library 
must be complete, operational and well documented. 
A broad range of applications will be available, 
including materials research, systems analysis, 
passive systems, market analysis, sizing, cost
inq, and ~raphics. After a formal requ~st is 
approved, the user will receive access to the 
system through an interactive executor program. 
This program allows model selection and execution, 
and processes accountino information. The capa
bility to produce listings and, eventually, 
qraphics at the central site to hP mniled to re
mote users will also be provided. 

Introduction 

On-line access to analytical models and related 
calculation tools for use by the nation's solar 
energy community is being provided through the 
scientific computational facility at the Solar 
Energy Research Institute (SERI). The user 
community is .expected to include Solar Enerqy 
lntormation Data Bank (SEIDB) NeLwurk partici
pants: the DOE Reqional Solar Enerqy Centers and 
the National Solar Heatinq and Coolino Informa
tion Center, DOE solar offices, laboratories and 
contractors, SERI and its subcontractors, and 
colleqes and universities engaged in related 
energy research. 

All model!-> uffen~J throuCJh the On-Line ~1odcl5 
Project are catalogued a~d maintained with ex-
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tensive documentation on content and procedures 
for execution. Models currently ready, under de
velopment, or planned for conversion encompass 
the solar technologies of passive systems, photo
voltaics, wind, solar thermal, biomass, and ocean 
thermal. A broad range of applications will be 
available, including materials research, systems 
design and analysis, sizing, costing, market ana
lysis, and graphics. 

The intent of the On-Line Models Project is to 
augment the capabilities of the SEIDB models data 
base which contain the descriptions and charac
teristics of each model. The project will also 
enhance the Systems Analysis Test and Validation 
Program Code Center (SATVA) at SERI. Models that 
meet the necessary criteria will be chosen from 
the Code Center to reside in the SEIDB Models 
Library. 

Candidate Models 

Over three hundred models which have been devel
oped at laboratories and universities around the 
country, including SERI, are being evaluated for 
inclusion in the library. Many SERI branches, 
including the Computer Systems Branch, the Sys
tems Analysis Branch, and the Solar Thermal Con
v~rsion Rrnnch are actively acquiring and test
ing selected models. Members of the Computer 
Systems Branch are converting and enhancing the 
capabilities of the more promising models. A 
partial list of the candidate models being evalu
ated for inclusion in the on-line models collec
tion is presented below: 

Available in 
F-CHART 
RSVP 

SOL COST 

Library: 
Solar Heating Systems Design 
Residential Solar Viability 

Proqram 
Residential and Commercial 

Solar Costing & Uesign 

Under Development: 
SIM Simulation of Solar Irradiance 

Components 
SOLTRAN Solar Beam Intensity Spectrum 

at Earth's Surface 



Other Possibilities: 
BLAST 
DE ROB 

DOE-2 
EASE-2 
ECONMAT 
MIT AS 
PASOLE 

PROSYS 

SIMHEST 

S()LCEL 

SPURR 
TRNSYS 

Buildinq Thermal Loads Model 
Simulation of Passive Solar 

Systems Design 
Building Thermal Loads Model 
Economic Analysis of Solar Energy 
Solar System Costing Model 
General Thermal Analysis 
Simulation of Passive Solar 

Systems Design 
Process Heat System Performance 

Model 
Simulation of Wind Energy Stor

age Systems 
Simulation of Photovoltaic Sys

tem Performance 
National Market Penetration Model 
Simulation of Transient Ther-mdl 

Performance 

A partial list of software to be available 
in conjunction with the library: 
DISSPLA Graphics Software 
SPSS Statistics Software 
TSP Time Series Software 
IMSI.. Math Library 

Utility programs for data conversion, insolation 
and angle calculations, return on investment com
putations, and financial charting will also be 
avai 1 able. 

Computer Systems and Conm1unications 

Access tu the On-Line Mod~ls Library is being pro
vided through the SERI Computer System. The major 
t:ornponent:s of thiS system, manufactured by Control 
Data Corporation, include a Cyber 70/Model 76, a 
Cyber 17()/Model 720, a Gandalf Communication Pro
cessor, and two CDC 2551 Communicat-ion Processors 
(Fiq .1). The system will be accessible nation
wide through the data communications value-added 
rietwor-k I ymnet. 

Terminals will be connected to the communications 
processors via concentration devices that will 
account for line contention and routing, either to 
the scientific processor or to the remote host for 
data base processing. Throu~h the use of Tymnet, 
most users will need onlv make a local call to 
~c~ess th~ S~RI QQrnPuter-~Y~t~m. Some users will 
also have Remote Job Entry access to the system 
(Fig. 2). 

Svstem Access Procedures 

After a user's request for access to the Models 
Library has been approved by SERI, the user will 
be assigned a unique identification number. When 
the user logs on and runs the executor program for 
the 1 i brary, severa 1 procedures wi 11 execute auto
matically. An accounting and a record-keeping 
program will ask for model selection or return a 
menu of models or detailed descriptions of the 
models. Once the model has been selected, another 
program will then prepare the control language for 
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the model, run the model, and return control to 
the executor program. Optional data files fur 
modeling applications, such as Typical Meteor
loqical Year (TMY) tapes and SOLMET tapes, event
ually will be provided in addition to the exist
inn default data files for each model. 

A messaqe and sugnestinn file is to be provided 
for user comments. At the conclusion of each 
session, costs will be tallied and printed. The 
printed listinos as well as the graphics outputs 
will be mailed to the remote user. 

Resource ceilinos are maintained for each user 
identification number to prevent unauthorized or 
unlimited usage. Resources per session are also 
limited, unless appropriate authorization is pro
vided. Library copies of the models will be 
stored.with read-only acces~. 

Documentation and Standards 

Each model is tested for completeness and opera
bility before being accepted for inclusion in the 
Models Library. A comprehensive user's manual is 
also required. All SERI-introduced modifications 
will be tested and verified against original re
sults. To the extent that it is practical, the 
program code for all models is self-documenting 
and has incorporated interactive data input. 

Cost 

SERf is currently working with DOE to determine 
a r.osting rnliry nnrl rate >ch9dula for u~cr~ of 
the Models Library. This information will be 
announced as soon as it becomes available. 

SEIDB Liaison r.ont~cts 

Pertinent SEIDB contacts at SERI are listed below. 
Interested users should feel free to contact these 
individuals as the need arises. Any contact for 
general coordination purposes should be through 
SERI's Network Coordinator, Rafael Ubico, who has 
overall responsibility for maintaining effective 
working r~latiq~§hips ~ithin'the network. 

Function 

Network Coordin
ator, SEIDB 

Models Library 

Models Data Ba~e 

Name 

Rafael Ubico 

Nancy 
Birkenheuer· 

Kate Kramer 

Document Dissemi- Steve Rubin 
nation 

Applications Pro- David Ashton 
gramming & Tech 
nical Support 

Systems Programming Leroy Lacy 
& Network Communi-
cations 

Te 1 ephone Ext. 

(303) 231-1032 or 
FTS 327 ··1 032 

(303) 231-1464 or 
FTS 327-1464 

(303) 231-1227 or 
FTS 327-1227 

(303) 231-1207 or 
FTS 327-1207. 

(301) 231-1251 or 
FTS 327-1251 

(303) 231-1252 or 
FTS 327-1252 



Schedule 

CostinR Policy Announcement 
Availability of Library 
MessaRe File 
Additional Model Added to 

Library 

May 1980 
Feb. l, 198'1 
Feb. 15, 1980 
As they become 

available 

151 



1-' 
u• 

'" 

RSE:C' S -..... 

NSHCIC 

STATES 

FOREIGN 
NATIONS 

LOCAL 
ON-LINE 
STORAGE 

SER./~PP.rmnnP.nt. Comp11t.P.:r CP.nt.P.r 
(Schematic Conceptuolizotion) 

NETWORK 
INTERFACE 
NODE 
-...... "" .. """'']" -·~-·-· .- -----~ 

DATABASE 

SERI USERS 

CDC 2551 
INTERFACE 
NODES 
·····•···· '""""(-"~---·····-·-

;DOE LABORATORIES 

OE CONTRACTORS 

HEADQUARTERS 

OTHERS 

t-----;HARR IS 
!670 

CYBER 17121/720' 

COMPUTER ~ / CYBER 7~/76~~ 
MAIN FRAME COMPUTER SYSTEMS 

/" ---~LOCAL 
INTERFACE ::::~ ON-LINE 

~- ~ CONTROLLER ~ ..::.::-----_ STORAGE 

HIGH-SPEED COMMON MASS STORAGE COM GRAPHICS 
PRINTERS DISC-STORAGE DEVICE DEVICE SUB-SYSTEM 

HIGH-SPEED 
DATA PATH TO 
SERDAS NETWORK 

*SERI COMPUTER SYSTEMS BRANC~ 

Figure l 



CYBE.R 78 SYS7'EN CONFIGl7.RA770N 

MCU 2 819-21 

- CYBER DISCS 
76 1-- -3 885-21 

~ 
- 8 844-21 

DISCS DISCS 

4 844-41 2 677-2 
DISCS CYBER 7t-556/800 

CARD 
~171l/721l 

READER 2 679-2 
9t-800/1600 

LINE 
PRINTER 2 679-5 

9t-1600/6250 
HARRIS 
TERMS. ~ HARRIS -

\2551 1 1670 2551 TYMNET 

~ ~ - DIAL IN 
PORTS I 

~GANDALF~ DIAL r-

OUT 
PORTS BLDG.8 BLDG.9 BLDG. 10 BLDG. 11 LOCAL DIAL 

I TERMS. TERMS. TERMS. TERMS. IN PORTS 
300/1200 bps 

REMOTE HOST 
'---- DATABASE 

COMPUTER *SERI COMPUTER SYSTEMS B RANCH i 

FiClure 2 



Dr. Mashuri L. Warren 
Lawrence Berkeley Laboratory 

Chairperson 

CONTROLS II 

Session IVA 



IMPLEMENTATION OF AN OPTIMAL CONTROLLER OF THE SECOND KIND 

Robert C. Winn 
Graduate Research Associate 

Solar Energy Applications Laboratory 
Colorado State University 

Fort Collins, Colorado 80523 

ABSTRACT 

An optimal controller of the second kind is one 
which maximizes the difference between the useful 
energy collected by a solar heilting system and the 
associated pumping costs. This paper presents an 
analytical solution to the optimization problem 
and describes the method of implementing the micro
processor based optimal controller. The optimal 
controller built for Solar House II at Colorado 
State University, which has an air solar heating 
system, is described. Compartsons of system per
formance for a bang-bang controller with a single 
stage fan, an optimal controller with an infinitely 
variable fan, and an optimal controller with a 
four stage fan are presented. Also, the effect of 
errors in system parameters on system performance 
is analyzed. 

INTRODUCTION 

An optimal controller of the second kind is one 
which maximizes the difference between the solar 
energy collected and-the associated pumping costs. 
This problem was first approached by Kovarik and 
Lesse [1]. They solved the problem numerically, 
but their solution could not be implemented he
cause it was not a function of measurable states 
of the system and required advance knowledge of 
weather data. Winn and Hull presented an approx
imate analytical solution to the problem which 
can be implemented [2]. They showed close agree
ment between their results and the results of 
Kovarik and Lesse. 

This paper presents an alternate approximate solu
tion to the problem with results identical to 
those of Winn and Hull. The problem is further 
simplified so that ft can actually be implemented 
in a practical controller. An optimal controller 
of the second kind has been built and is being 
installed in Solar House II at Colorado State 
llnivP.rsity. This controller provides an alterna
tive to the bang-bang controller as well as the 
proportional controller for solar heating systems. 

THE OPTIMIZATION 

The problem is to maximize the difference between 
the solar energy collected and the parasitic 
pumpiny cosLs, both of which are function~ of 

155 

C. Byron Winn 
Professor 

Solar Energy Applications Laboratory 
Colorado State University 

Fort Collins, Colorado 80523 

. 
collector mass flow rate, m. That is, maximize 

J
tf . • 

I = [C1Qu(m)-P(m)]dt (l) 

0 

where C1 is a weighting factor which takes into 
account the difference between cost of energy to 
run the fan and that to provide auxiliary heating. 
A sufficient condition for this expression to be a 
local maximum is that the term 

di/dt = J = c 1 ou(~)-P(~) (2) 

must be a maximum at all times. 

The energy collected can be found from the Holtel
Willier-Blfss equation [3] 

Qu(~) = FRAc[HTTa- UL(Ti-Ta)] 

where 

FR = {~Cp/ULAc)[l-exp(-FULAc/~Cp)] 

and 

Ac collector area 
HT solar insolation on the collectors 
T =.transmissivity of the collector glazings 
a absorptivity of the absorber plate 
UL =overall collector loss coefficient 
Ti collector inlet temperature 
Ta ambient temperature 
CP specific heat of the collector fluid 
F collector efficiency factor. 

(3) 

(4) 

To simplify this relationship, the exponential is 
expressed as a Taylor series and truncated after 
second order terms. With this approximation, the 
energy collected is expressed as 

Qu(~) = (F-F 2ULAc/2~Cp)Ac[HTTa - UL(Ti-Ta)]. {5) 

Now define the available energy as 

(6) 



Hem;e, 

{7) 

The parasitic pumping costs must also be expressed 
as a function of mass flow rate. The fan laws 
state that the power required by a fan is propor
tional to the cube of the flow rate [4]. This 
theoretical relationship will be changed by 
factors such as fan efficiency and changtng flow 
regimes, which will also vary with flow rate. For 
this analysis, however, the parasitic pumping costs 
are treated as a function of the cube of the 
flow rate; that is, 

(8) 

The problem now is to maximize 
2 • ·3 

J = C1fF - c1fF ULAc/2mCP - C2m (9) 

The flow rate is the only term in this expression 
which can vary significantly in a short period of 
time. Therefore, by taking the derivative of J 
with respect to flow rate and setting it equal to 
zero, the optimal mass flow rate can be determined 
as 

This is the same result obtained by Hinn and 
Hull [2]. 

( 10) 

The available energy, f, is determined from either 

( 11) 

if the collector fan i~ on, or 

{_12 )_ 

if the fan is off [2]. Here, TOUT is the collector 
outlet temperature. Thus, the optimal mass flow 
rate is determined from a knowledge of the system 
parameters, the flow rate during the last time 
interval, and the collector inlet and outlet 
temperatures. 

IMPLEMENTATION 

Practical implementation of this optimal control 
problem requires some compromises. The solution 
of the problem-requires a fan with an infinitely 
variable flow rate. This is not practical; how
ever, there are several multi-speed fans on the 
market. Therefore, the optimal controller picks 
the fan speed with the flow rate closest to the 
optimal flow rate. The solution of the problem 
also requires continuous measurement of collector 
temperatures and continuous updating of the opti
mal flow rate. This would result in cylcing which 
would be at the least bothersome. To avoid this 
problem, an arbitrary time interval between up
dates must be established. A microprocessor based 
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controller may be used to make the ca-lculations 
and maintain the time fnterval between updates. 

Calculating the optimal mass flow rate as describ
ed earlier requtres BK of program storage space 
which is expensive. To reduce the required storage 
size, the calculations are replaced by a table 
search. The new optimal flow rate depends on the 
flow rate for the previous time interval and the 
temperature difference across the collector. For a 
four stage fan, there are only five possible flow 
rates, zero or one of the four stages. For each 
of these flow rates, temperature differences are 
determined whi'ch wn 1 result in each of the five 
possitle flow rates for the next time interval. 
Thus a table is gener~terl whir.h, with thP. se~rr.h 
program, requires less than lK of storage. This 
l'~Juc.U nn in -~ Lott.HJt! rt:dt.H.,t'S Llu:: cost uf tl't~ ~:on
troller by about half. FrH' t;t !:>y'>Lent with parame
ters given in Table 1, the matrix shown in Table 2 
results. 

The optimization takes place when the controller's 
fnternal clock si'gnals that it is timP. for an up
date. The collector inlet and outlet temperatures, 
which are analog sfgnals, are converted to digital 
signals and subtracted. The resulting digital 
signal and the digital signal corresponding to the 
most recent flow rate are used to enter the table. 
A digital signal corresponding to the new optimal 
fan stage results and is used to send a signal to 
the appropdate fan stage relay. 

RESULTS OF SYSTEM SIMULATIONS 

The approximate analytical solution with an ·in
finitely vadable flow rate compares closel.v to the 
e:v,act numedcal £olution [2]. Simulation~ show 
that an upLimally controlled four stage fan system 
performs almost as well as Lhe opL iHlally tuntrulled 
lurlnltt:!1y vur1ab1e 'flow rate system. 

Three systems were simulated; each system was as
sumed to have the parameters shown in Table 1. 
SystP.m 1 wrt<> ~ h~na-bi.ln!J control strategy with 
t.TOFF of 3°F and .!lT014 of 20°F, system 2 was the 
optimal control straLegy with an 1nfinitely vari
able flow rate, and system 3 was the optimal con
trol str~tegy wi'th a four stage fan. The results 
of sfmulatfons for several different insolation 
conditions are sliown in Table 3. 

The compromised optimally controlled system, sys
tem 3, has an overall performance within 0.6% of 
system 2 over the enti"re range of insolation con
ditions. Both opti'mally controlled systems per
form better than the system with the bang-bang 
control strategy, particularly on days with low 
insolation. 

The optimizati-on relfes on an accurate determina
tion of system parameters. To test the sensitivity 
of the optimization to errors in parameters, simu
lations were run with mass flow rates 10% higher 
than design. The results are shown in Table 4. 
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Collector Area, Ac 

Collector Loss Coefficient, UL 

Specific Heat of Air, Cp 

Weighting Factor, c1 

Pumping Cost Constant, c2 

Stage 1 Mass Flow Rate, m1 

Stage 2 Mass Flow Rate, m2 

Stage 3 Mass Flow Rate, m3 

Stage 4 Mass Flow Rate, m4 

(TouT-Ti) 
(oc) 0 

~ 0 -co->{). 1 9 . "' > s.. 
Q) 

1 0.19413.4 s,_..., 
o.::: 
'+- ..... 
Q) Q) 2 13.4~7.3 
O>E 
Ill·~ 

..., I-
3 47.3475.3 <n ..., 

.:::X 
,. Q) 

4 75.3--'-'- z 

Objective Function, 
I (kJ/day) 

......... _,_,,,.,. 

Syc.tem 1 
(Bang-Bang) 

System 2 
(Optimal) 

System 3 
(Optimal with 
4-Speed fan) 

I 
: 

I 

I 
TABLE 1. SYSTEM PARAMETERS 

I I . 
i,_ 

55.-76 m2 

14.4 kJ-hr~l_oc- 1 -m- 2 

1. 

7.716xl0-8kJ-hr 2~kg- 3 

1401 kg-hr-1 

2659 kg- hr- 1 

2910 kg-hr~l 

h 
~1 3342 kg- r 

TABLE 2. SEARCH TABLE 

Fan Stag_e for Last Time Interval 

I ' 
1 2 I 3 

-oo->{).07 i -oo->{).05 ! -oo->{).04 
I 

0.0745.2 i 0.0543,0 ' 0.0443.0 ; 
I 

5.2418.4 ! 3. 2411.4 _I 3.0410.5 

I 

i 

: 
! i 18.4429.2 11.4418.1 10.5416.8 I 
I 

29.2-- 18.1-- ! 16.8-- i 

TABLE 3. SIMULATION RESULTS 

Pet~k Daily Insolation (W/m2) 

I 400 .. . 600 

! ' 
114240 259545 ! 

! : 
! 

i ! 
134924 277351 I 

I 

i 
i 

I 134072 277016 
I 
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i 
4 ! 

-"'-+0.04 
i 

0.0442.7 I 
I 2.749.4 l 

9.4414.9 

14.9--
i 

800 
' 
l 406624 
I 

425037 ! 

424652 



TABLE 4. SENSITIVITY OF SYSTEM PERFORf4ANCE TO FLOW RATE ERRORS 

Objective Function, Peak Daily I'nsolation (W/m2) 
I (kJ/day) 

400 

Optimal System with 
4-Speed Fan 134072 

Optimal System with 132421 10% Error in Flow Rate 

Bang-Bang System 114240 

With an error in system parameters, the system 
does not perform optimally; however, the differ
ence from the optimum is sma 11. Th.e improvement 
over the bang-bang system performance is still 
significant. 

CONCLUSIONS 

A controller which maximizes the difference be
tween energy collected and pumping costs has been 
built. It is a microprocessor based controller 
which requires the collector inlet and outlet 
temperatures as inputs. The controller picks the 
optimal air flow rate and signals the fan to op
erate at the appropriate stage. 

The decision that the controller makes depends on 
the values of system parameters used in the con
troller. If these values are in error, the 
performance of the system will not be optimal. 
Therefore, accurate identification of system 
parameters is important. Most of the parameters 
can be easily determined, but the mass flow rates 
tor each stage and the corresponding power re
quirements are difficult to predict. They both 
depend on the fan and the system in which it is 
installed. The recommended implementation pro
cedure, then, is to estimate the parameters. and 
1 nsta II the contra I I er. 'I hen operate the system 
and measure the parameters. The microprocessor 
can then be reprogrammed more accurately. If it 
is impractical to measure the parameters, a small 
deviation from the optimum occurs, but the 
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.600 800 

277016 424652 

275277 422229 

259545 406624 

system stl'll performs much better than if con
trolled by bang-oang logi'c. 

An opttmal controller of the second kind is 
currently· bei'ng installed in Solar House II at 
Colorado State Untversity. The house uses air as 
the collector fluid and has a four speed fan 
i'nstalled. Tfie performance of this optimally 
controlled system wi'll Eie reported at a later 
qate. 
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ABSTRACT 

Common control strategies used to regulate the flow 
of liquid through flat-plate solar collectors are 
discussed and evaluated using a dynamic collector 
model. Performance of all strategies is compared 
using different set points, flow rates, insolation 
levels and patterns (clear and cloudy days), and 
ambient temperature conditions. 

The unique characteristic of the dynamic collector 
model is that it includes the effect of collector 
capacitance. In general, capacitance has a minimal 
effect on long term collector performance; however, 
short term temperature response and the energy
storage capability of the collector capacitance are 
shown to play significant roles fn c.omparing on/off 
and proportional controllers. Inclusion of these 
pffprts ha8 prorluGerl considerablY more realistic 
simulations than any generated by steady-state 
models. 

Simulations indicate relative advantages and disad
vantages of both types of controllers, conditions 
under which each performs better, and the impor
tance of pump cycling and controller set points on 
total energy collection. 

Results show that the turn-on set point is not 
always a critical factor in energy collection since 
the collector stores energy wh~le it is warming up 
and during cycling; and, that proportional flow 
controllers provide improved energy collection only 
during periods of interrupted or very low insola
tion. Although proportional controllers initiate 
flow at lower insolation levels than on/off con
trollers, proportional controllers produce lower 
flow rates and higher average collector tempera
tures, resulting in slightly lower instantaneous 
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collection efficiencies. 

INTRODUCTION 

Active solar heating systems are generally capitol 
intensive; therefore, improvements which increase 
system efficiency must do so with only a small 
incremental initial cost in order for them to help 
solar energy compete with other energy sources. 
Since "improved control strategies and controllers 
may satisfy these criteria,researchers and manufac
turers have sought to evaluate and improve solar 
energy system controllers[5,8,9,11,12,13,15,16). 

Commercially available controllers for domestic 
heating systems include both on/off and propor
tional control of the collector fluid[16]. While 
some manufacturers have advertised microprocessor 
based control svstems, none of these systems are 
cost effective, as yet, for residential solar 
energy usage. On/off controllers have had the wid
est application due to their simplicity and gen
erally reliable operation. However, demonstration 
projects [2,3,,6,14) have shown that two problems 
can occur with these controllers; 1) they can cause 
the circulating pump to cycle on and off exces
sively and 2) improper selection of set points can 
cause low system eH;t~iency. In response to these 
problems some controller manufacturers have mark
eted proportional flow controllers claiming 
improved overall system efficiencies. This project 
was therefore undertaken to determine the relative 
merits of proportional and on/off control so that 
solar manufacturers and designers will be able to 
improve system efficiencies. 



DYNAMIC FLAT-PLATE SOLAR COLLECTOR MODEL 

The Hottel-Whillier-Bliss (H.W.B.) collector model 
(7], as adapted by Klein [10] to include the 
effects of capacitance, is used to describe the 
operation of a flat-plate solar collector. The 
model is based upon a heat balance on a tube and 
fluid element within a collector, where the entire 
capacitance of the collector is lumped within the 
tubes and the circulating fluid. The heat balance 
is solved using numerical methods on a digital com
puter to describe the circulating fluid's tempera
ture as a function of time and space. The tran
sient heat balance for a collector element of width 
We is: 

~ r(!F'/CA) [5 - UL(Tf - T )) -(me /C W ) (3T /3x)] ,x a p A c f ,x 

+ (1 - y) [ (F'/CA) (5 - UL(Tf,x - Ta)~ (1) 

Vbere: If Y • 1 Jhi.!itp U running 

If Y • 0 pump is not running 

C A is the weigh ted average of the total col lee tor 
capacitance. This equation is for a non-drain down 
collector. For a drain down system a two lump 
model is required since the collector and fluid 
capacitance would have to be treated separately. 

The spatial derivative is eliminated by breaking 
the collector into a number of stirred tanks; thus, 
the time dependent temperature of the Nth node is 
written: 

dT1;fdt = Y [cp• /CA) (S - UL (TfN- T 3 )) + (mcp/CAWc6x) (T!N_
1

- 'l'fN)] 

+ (1- y) [ (F'/CA)[5- UL(TfN- Ta)J] (Z} 

This equation for 4 nodes was solved using the 
Parasol· program [1] which solves differential equa
tions through the use of the fourth-order Runge
Kutta method. The Parasol program's output is the 
fluid temperature at different positions and for 
discrete time intervals. 

The model described by equation 2 is adopted for 
the following reasons: 
1) It provides a simple and accurate description of 

the transient temperature distribution in a 
collector's circulating fluid. 

2) It included the effects of collector ~~r~~itance. 
'' lt is derived from a well established and 

respected collector model. 
4) Results it provides are usable and consistent 

with known collector operation. 

COLLECTOR PARAMETERS 

To compare the various control strategies using a 
collector computer model, appropriate parameters 
must be used which represent a typical flat-plate 
collector under the influence of common external 
conditions. Although a multi-node model is used for 
the simulations, the single node model is used to 
define the parameters used. These parameters are 
then scaled for use in a multi-node model. 
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In the limiting case of a single node model of the 
collector,, equation 2, for flow conditions, can be 
written to demonstrate the functional dependence of 
the collector temperature on 1) insolation and 
ambient temperature, 2) fluid flow rate and 3) col
lector characteristics: 

Where: 

Kgain represents the collector's gain from 
insolation and losses to the environment 
K = F' [S + U T ] gain max L a,max 

f(t) represents the time variation of the normalized 
forcing function due to insolation and 
ambient temperature 

Kflow represents the fluid flow rate per un.tt ctrea 
Kflow me/ Ac 

K' 
flow me /A + F'UL ; since, p c « me /A 

p c 

Kflow approximately equals K' flow 

CA represents the collector/fluid capacitance per 
unit area 

By allowing· K i and Kfl (and K'fl ) to ga n ow ow take on 
either HIGH or LOW values .while keeping all other 
parameters constant, the various control strategies 
are compared based on a limited but comprehensive 
set of collector, meteorological, and flow varia
tions which are used to define limits of operation 
for a typical collector. The numerical values for 
the parameters used are summarized in Table 1. 

The dynamics associated with the storage tank and 
the piping are not considered to be critical for 
comparative results; therefore, the collector inlet 
tQmpgrature, Tin' is culll>LanL. 

The solar day for all runs is 12 hours long with ~ 

peak insolation rate reached at hour 6. For model
ing of a clear day (no interruptions of insolation) 
the insolation rate, I, is proportional to a sine 
wave with a 24 hour period. For a ~louc:ly day (the 
view of the collector intermittently interrupted) 
the following equation, that was used by Close[4], 
determines the insolation rate as a function 
of time, t, in hours: 

I (Imax/2) [sin Tit/12)] [cos(40 11 t/12) + 1] 

The ambient temperature, Ta' is proportional to a 
sine watfi with a 24 hour period, the peak value is 
at the 9 hour of the solar day: 

T 
a TO + TM * sin(Tit/12 - 11/4) t hours 



COLLECTOR FLOW CONTROLLERS 

The collection of solar energy is controlled by the 
flow of fluid through the collector loop. Collector 
outlet and storage tank temperatures are compared 
by a controller to determine the fluid flow rate. 
The difference between the collector outlet· tem
perature and the storage tank temperature is known 
as ~T and represents the temperature rise across 
the collector. 

On/Off Flow Control 

The on/off 
the fluid 
on ~T. The 
defined by 

m = 

Where: 

controller is a thermostat which turns 
circulation pump either on or off based 

flow rate (m) through the collector is 
the following equations: 

if ~T 
or 
if ~T 

< ~Ton and last flow = 0 

< ~Toff 

if ~T >~T - on 
or 

if ~T ~ ~Toff and last flow = ~ 

temperature difference between fluid dutlet 
and inlet sufficient to turn pump off. 
temperature difference between fluid outlet 
and inlet sufficient to turn pump on. 

The region between ~Ton ~nd ~off is known as the 

hysteresis zone. Because of hysteresis on/off con
trollers have "memory" which limits pump cycling. 

Proportional Flow Control (with saturation) 

In this type of feedback controller the fluid flow 
rate is varied as a function of the temperature 
rise across the collector, ~T. The advantages of· 
proportional controlled ·system are: fluid circu
laLeo; aL luwer values of f::l.r and pump cycling is 
minimized. The fluid flow rate through the collec
tor can be described with the following equations: 

1:' 
for ~T < ~Toff 

for ~Toff !. ~T !. ~Tmax 
m!tl 

c for AT ~ AT max 

Where: 
m = maximum flow rate c 

K = proportional flow constant equal to ratio of the 
maximum flow rate to the temperature difference 
required for maximum flow: K = m~/ ATmax 

~max = temperature rise across collector at which 
flow rate saturates to its maximum 

161 

the temperature rise across the collector 
sufficient to turn off the pump or the 
minimum temperature rise across the 
collector for which it is possible and/or 
profitable to turn on the pump 

DETERMINATION OF CONTROLLER SET POINTS 

In determining proper controller set points there 
are two major considerations:· set points must be 
chosen to maximize energy collection and minimize 
pumping power(or cost); and set points must be 
within the capability of the sensors used. The 
importance of sensor sensitivity and location can
not be overstressed since these two concerns have 
caused numerous problems in some solar installa
tions. 

The minimum temperature rise across the col-lector 
required for maintaining flow,~ f' is the one 
that realizes an energy value collec~fon rate equal 
to the energy cost of running the pump; therefore, 
~Toff can be shown to equal: 

(pumping power)(pumping cost)(heating system efficiency) 

(fluid capacitance flow rate)(he~ting cost)(pump efficiency) 

This equation can be used for both on/off and pro
portional flow controllers. If a higher value of 
~off is used, say to meet sensitivity requirements 
of an uncalibrated sensor, less energy will be col
lected since the pump will turn on later, shut off 
sooner and cycle more than necessary. 

Unlike AToff' only a range of values can be deter
mined for AT

0
n without knowledge of specific 

weather conditions. To determine an optimum range 
for ~Ton the steady-state H.w.B. model is used to 
analyse a solar collector. The maximum practical 
value for ~ would be one that insures that the 
pump never cyc~~s. That is, ~ is set so that 
after the pump turns on at sag~ level of absorbed 
insolation and ambient temperature the temperature 
rise across the collector does not fall below 
Lu'

0
ff • t:ontrol stability requires that the minimum 

AT
0

n be greater than~ ff" Using these criteria 
it can be shown that the ~atio . of N. to /Xr f 
should be greater than unity while £~ss than ~fie 
ratio of the capacitance flowrate to the 
approximate collector heat loss: 

1 < 
&on me 

p 

For typical parameters ~ n/AToff is calculated to be 
less than thirty, much ~arger than typical ratios 
of 2 - 7 used in the solar industry[2,16] that pro
vide satisfactory results while allowing some 
cycling at low temperatures or insolation levels. 



CONTROLLER AND SET POINT COMPARISONS: 

The controllers are compared on the basis of their 
performance with respect to: collection efficiency, 
maximum steady-state efficiency, pump running time 
and pump cycling. These comparisons are the 
results of digital computer simulations using a 
time step of 0.001 hours for high flow rates and 
0.002 hours for low flow rates. The model 1s 
implemented on a PDP 11/60 computer. 

A total of six controllers are compared under 8 
different sets of conditions. The four on/off con
trollers have the following characteristics: 

A) 11Ton S°C(9°F), 11Toff = 1.7oC(3oF) 

B) AT on 11. 7°C (21 °F)' AToff = 1.7°C 

C) AT on ;oc with a 'perfect' timer 

D) 11Ton 11. 7°C with a 'perfect' timer 

The proportional controllers have the following 
characteristics: 

E) full flow at 

F) full flow at 

5°C =AT ' max 

11 7°C =AT · max' 

The set points were picked to represent upper and 
lower limits of values used in industry and 
research. Timers are used to limit the amount of 
cycling; therefore, the 'perfect' timer eliminates 
all pump cycling. 

One day simulations of different control strategies 
indicate how their operation varies with different 
set points, timers, meteorological conditions, and 
flow rates. Figure 1 shows a typical collector 
outlet temperature history generated by the model 
for a morning of low insolation. Table II presents 
the collection efficiencies, pump running times and 
amount of cycling for the different control stra
tegies under the assigned conditions. 

RESULTS 

For the clear day cases, the collection efficiency 
for all but one of the controllers is approximately 
equal and not more than 7% below the maximum 
steady-state efficiency. The on/off controllers, in 
general, did slightly better with the on/otf con
trollers with timers achieving the best efficiency 
since they run the pumps for the longest amount of 
time. It is doubtful that any other type of con
troller could do better under similar conditions. 
During periods of interrupted insolation though, 
neither proportional nor on/off controllers respond 
well to rapid changes in the insolation rate and 
the collection efficiency falls well below the max
imum possible. 
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Proportionally-controlled collectors can collect 
more energy during periods of interrupted insola
tion and/or very low insolation than on/off
controlled systems, because the proportional con-· 
troller is more sensitive to changes in insolation 
and ambient temperature than the on/off controller. 
This sensitivity also causes the proportional con
troller to maintain a lower average flow rate and 
thus operate the collector at higher temperatures. 
While decreasing collection efficiency, this may 
improve storage stratification and overall system 
performance. 

The on set point, Axon' for an on/off controller 
can have a minimal effect on energy collection as 
long as it is not so high that the collector pump 
does not come on until late in the morning. This 
i~ b~cau~~ of U1e cull~clo~'s capaclldnce, whlch 
allows the collector to store energy when the fluid 
is nQt circ~!~ttpg, energy which can be lat~r 
released into the fluid. The fact that the collec
tor acts as a storage device, also leads to the 
result that low to moderate cycling of the pump has 
a minimal effect on energy collection. The effects 
of collector capacitance are important and cannot 
be considered in steady-stat~ analysis. 

Th~ proportional controller set point for maximum 
flow is found to have an effect on energy collec
tion. If this point is too high, the flow rate 
will never reach maximum and thus losses to ambient 
are increased. However, if the set point is too 
low, the proportional controller's sensitivity will 
be lost and the controller will act as a bang-bang 
controller. 

The off set point for on/off and proportional con
trol has simple criteria; that energy collected 
exceed parasitic pumping power and that the point 
selected meet sensor error requirements. T.he nn 
set point, however, does not have simple criteria 
and can be defined only within a broad range. 

Parasitic power required to run a circulating pump 
does not appear to be significant for either on/off 
or proportional controllers unless a large pump
motor is required, such as in a large drain down 
~y~teru. 

OOIIULU S IONG 

'!'he imp 1:f.,·.nt.i nnn of. thi.n l'lt.udy fnr the. dcoisn and 
evaluation of proportional and on/off control are 
two fold. First, the difference 
between a steady-state and a dynamic analysis of 
control stratO?gil?~ ill !i'igntff.l:l!nt. FntnrP wnrk in 
modeling control systems must consider collector 
capacitance in order to accurately describe the 
transient response of the fluid temperature. 
Second, neither on/off nor proportional control 
performs best for all conditions. Whether on/off 
or ·proportional control should be implemented is 
dependent on the weather conditions in the location 
being considered. It is hoped that the results of 
this analysis will be used as a guideline to indi
cate the general meteorological and flow rate con
ditions for which on/off or proportional control 
can be more advantageous. 



Further work in the comparison of on/off and pro
portional control should include: 1) additional 
simulation studies using this or an improved 
dynamic solar system model which includes load loop 
dynamics, 2) experimental testing of the control 
strategies on facilities which can duplicate 
meteorological and load conditions for comparisons 
and 3) field tests. 
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TABLE 1: SUMMARY OF COLLECTOR PARAMETERS AND SIMULATfON·RUNS 

CAPACITANCE HIGH GAIN HIGH FLOW 

CA • .7 BTU/ft2-°F I ~ 300 BTU/ft2-hr ~c /A (max} m 25 BTU/ft2-hr-°F max p c 
~ 14.3 kJ/m2-0c = 946 watts/m2 • 511 kJ/m2-hr-°C 

T m 70°F 
a(max) • 21.1oC 

COLLECTOR LOSS 
COEFFICIENT 

LOW GAIN · hQ!LE!:Q!i 

2 0 I m 150 BTU/ft2-hr ~cp/Ac (max} m 15 BTU/ft2-hr-°F UL = .7 BTU/ft -hr- F max 
3.97 watts;m2-0c 473 watts;m2 306 kJ/m2-lir-°C 

0 
Ta(Jnax) "50/ 

10 c 

TRANSI11TIAIICE£ 
llli:iORPTi'iRCE 

INLET FLUID TEMPERATI!.I!.E. f!Hf.fJfiENCJ 

'tQ '! 0.84 Ttn • 115°F F' = .95 (.flow) 

46,1°C 1,0 lno flow} 

TABLE II: CONTROLLER STRATEGY COMPARISONS 12 Hour Totals 

cnNTRnr no_•.HCY 111011 OA1o0 HlbH WIIN LO\i tAIN~ LOW GAIN HIGH GAIN HIGH GAIN LOW GAIN LOW GAIN 
HIGH FLOJI LOW FLOlf HIGH FLOW LOll FLOW HIGH FLOW LOU FLOW HIGH FLOW LOW FLOW 
CLEAR DAY CLEAR DAY CLEAR DAY CLEAR DAY CLOUDY 0Ay8 CLOUDY DAY CLOUDY DAY CLOUDY DAY 

llaxl..,m 
Steady-State 65.7 
Efffclency(S) 

65.7 3g,S 3g.s 56. I 56.1- 26.5 26.5 

efflclency{S) 60.3 Sg,6 35.0 34.9 45.2 45.2 8.6 8.5 
ON/OFF pumping 8.72 g,27 2.76 s.g8 3.34 3.83 .311 .m 
On•9°F (5°C) tlme(hours) 

OII•J~H J.l"CI t lm•; •1ded '10 61 10 14 12 10 

ON/OFF efflclency(J) Sg,7 5g,l 31.9 33.g 44.1 44.2 5.2 5.4 I 
On•21°F( II. 7°C)pumrtng 0.39 8.98 1.~? 5.41 1.47 r.u O.OY~ 0.16 Otf•loF( 1_7oC) tlme(hnurs) 

t lmes eye i ed 6 2 22 1Z lB 

ON/OFF With efflclency(S) 60.5 59.9 35.7 35.3 
perfect tfmer pumping 9.87 9.88 7.68 7.69 On•g°F time (hours) 

5°C times cycled 0 0 0 0 

ON/OFF With efflclencr(S) 60.4 59.8 JS.S 35.1 
pe.-f•ct llmer pumping g,71 9.72 7.38' 7 ,3g --On•21°F 

0 
ttme(hours) 

11.7 r. 
tiiiiU i:ycled 0 0 0 0 

PROPORTIONAL efflclency(S) 60.2 ~9.1 35,0 34.7 4S.4 45.0 9.6 9.5 
ful i Un·9~F pumping time 7.54 8.85 3.58 4.63 3,~0 4 0) o.s~ n. J? 
orr • ,n~ c ( equ 1v, hou·r$) 

I. 7°C times cycled 0 0 0 0 0 0 0 0 

PROPORTIONAL efflclency(J) 59.6 59.0 34.4 3).9 44.8 44.3 9.4 9.1 
Full 011•21°~- pumping time 4.92 6.33 2.34 3.01 2.16 2.04 0.38 0.51 
Off • 3~: '7 

C (~qutv. hours) 

1. 7°C times cycled 0 0 0 0 0 0 0 

a) high gain: Insolation • 2292 8TUtrt2.da¥ c) low flow • 15 lbm/hr-rt~ Inlet temperature • 115°~ 
7224 wa&t-hrs&m -day 73.2 kg/hr-m 46.1 c 

ambient temp. • 44.4
0 

- 70 F 
d) low gain: lnsolation•1146 8TUtrt22day collector capalcftance • .7 8Tl'/ft~-°F 6.89 • 21.1°C 

3612 watt-h&sim -gay 14.3kJ/m -0c 
b) high flow • 25 lbm/hr·ff2 ambient temp.• 3209 - ~0 F collector loss coefficient • .7 8TU/tt2-hr-°F 

122 kg/hr-m . .5 - 10 c 
3.97 watts/112-0c 

e) for cloudy day casu, the total Insolation Is half of the clear day values given In (a) and (d) 
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ABSTRACT 

The use of the Kalman filter in ev~luating system 
parameters of passive solar systems is examined. 
Two basic applications of the filter are discussed, 
in one of which the filter was driven with simu
lated data, while in the other, data gathered at 
an experimental test station was used. Results 
from both applications are presented and discuss
ed. In both cases, the Kalman technique was found 
to be of some use, although was not without some 
problems, particularly in the case where real 
data was used. Finally, suggestions are made for 
possibly correcting some of the noted short
comings of the results obtained in this study. 

IfHRODUCTION 

The purpose of this study was to assess the use
fulness of the Kalman filter as a tool in deter
mining the system parameters of passive solar 
structures. The investigation focuses on two re
lated applications, one of which determines the 
system parameters of a simulated, and therefore 
known, model. The other application uses the 
filter to derive parameters of an actual passive 
building, using recorded data of system states and 
forcing functions taken at the site. In the first 
problem, the system is a two-node model of a pas
sive building, with one node representing the 
average inside air temperature, and the other 
representing the average temperature in an ex
terior wall. The second problem is also modeled 
as a two-node system, with one node being the 
average interior temperature of the building and 
the other the average temperature in a cylindri
cal .water wall [1]. The bufldi:ng is located at 
the Colorado State University Solar Village. 

The need for parameter identification is evident 
in the area of system design and controller de
sign. Designing efficient solar systems can be 
enhanced by accurate knowledge of the design 
parameters, and by simulated comparisons among de
signs with different parameters. Also the effec
tiveness of a controller can be heavily dependent 
on the accuracy of the model parameters as speci
fied to the controller. The purpose of the first 
application was to develop a model to generate 
simulated data with known characteristics, and to 
test the filter under controlled conditions. By 
starting with a model having known parameters, the 
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performance of the filter could be observed in its 
effort to determine them, and knowledge of the 
workings of the filter itself could be gained and 
used fn the second application. The purpose of 
the second appltcation was to use the filter to 
estimate parameters of an unknown, but somewhat 
simple system, and evaluate again the effective
ness of the filter in this more complicated set
ti'ng. Naturally, this application can also be 
seen as a stepptng stone toward use of this method 
in highly complex systems. 

The paper begins with a brief look at the Kalman 
fi'lter equati'ons, particularly as they apply to 
the above systems. A description of both applica
ti'ons ts given as well as results and observations 
for bot~. Conclusions regarding the usefulness of 
the method, as well as its drawbacks are also 
presented, followed by recommendations for further 
~tudy tn this area. 

KALMAN EQUATIONS 

Before discussing the particular applications of 
the Kalman fi-lter, a brief discussion of the 
method ts in order. Throughout, the notation of 
the fi'Tter will be the same as found in [2], where 
a more lengthy discussion can also be found. 

Among the earliest applications of the Kalman 
filter was the determination of the states of a 
known linear system, in the presence of process 
noi'se, measurement noise, and initial state 
estimate error. The method was extended to non
linear cases, where at each time step the model 
ti linearized about the current state estimate. 
The general state differential equation consider
ed is gi:ven by 

x(t) = f(x(t), t) + w(t); w(t) - N(O, Q(t}) (1) 

with the measurement model given by 

zk = hk(x\t)) + vk; k = 1 ,2, ... ;vk- N(O,Rk),(2} 

where N(m,B) denotes a normal distribution with 
mean vector m and covariance matrix B. It is 
further assumed that 

A 

x(Ol - N(x0,P(O)), and (3) 



E[w(t)vkT] = 0 for all k and t, (4) 

A 

where xk denotes the kth estimate of the state vec-
tor. Then the propagation of the estimated state 
and the error covariance can be expressed as 
" A x(t) f(x(t), t) (5) 

and 
A A 

P(t) F(x(t),t) + P(t)F(x(t),t) + Q(t) (6) 

where 

F ( A ( t ) t) = af x ( t) , t) I 
x • ax t 1 x ( t ) = x ( t) (7) 

At the (k-l)th time step, the state and error co
variance are propagated forward to give a priori 
estimates at the ktn time step, xk(-) dlltl Pk(-). 
After the kth measurement has been taken, these 
a priori estimates are updated yielding 

... "' 
xk(+) xk(-) + Kk[zk-hk(xk(-)] (8) 

and 

(9) 

( 1 0) 

and the Kalman gain matrix is determined to be 
I ··· • T " · -1 

Kk = Pk(-)Hk (xk(-J[Hk(xk(-))Pk(-)Hk (xk(-))+Rk] 

(11) 

FIRST J<lll MAN APPI Ir.ATJON 

In the first application of the filter, the fol
lowing simulated model of a building was develop
ed (see Figure 1): 

IIAlz kw " 
ks 1 

Tl =- (T -T ) +- WL(T -T ) + _1 s + c QA, 
cl 2 1 c1 A 1 cl 1 1 

(12) 

UA12 UA2A ks 
T2 = -c;- (T1-T2) + -cz- (TA-T2) + _2 s 

( 13) c2 2 

Rewriting (12) and (13) in terms of the parameters 
to be identified gives 

and 

(15) 
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Node 1 

Amb. forcing 
Conditions 
(TA,w,s1 ,s2) 

Aux. 

FIGURE 1. DIAGRAM OF PROBLEM 1 MODEL 

Here the parameters p
1
, ... ,p7 are modeled as 

constant states in the Kalman filter equations. 
The state estimation problem is therefore a non
linectr one, there being product::; of ::;tate vari
ables in each equation. Setting the state vector 
equal to (T1,T2,p1, ... p7)T = (x1,x2, ... x9), 

Equation (1) becomes 

x(t) 

- 2 
x3(x2-xl) + x4W (TA-xl) + x5sl + X6QA 

x7(x1-x2) + x8(TA-x2) + x9s2 
0 

0 

( 16) 

It is assumed that T1 and T2 can be measured 
directly (with measurement noise, of course), so 
th~t thP me~surement matrix for the system de
scri'bed by (16) is the constant rna tri x 

u 
0];k=l,2, ... 

A simulation "truth" model was developed which 
gcriCr~tcd "trul:l" valuw~ rot Tl "nri T2 nn the 
basis of equations (12) and (13) and actual 
weather data which gave values of the forcing 
functions TA, W, s1 and s2. ~A was simulated as 

·a function of the calculated value of T1 and the 

current va'lue of ~A' as would normally be done I.Jy 

a thermostat. That is, the simulated auxiliary 
heat source would be turned on when T1 was below 
a minimum dead-band temperature and turned off 



when T1 went above a maximum dead-band temperature. 

The QA input was left unchanged whenever T1 was 

found to be in the dead-band. The Kalman filter 
was then set up to observe the simulated truth 
model, the object being to start with erroneous 
estimates of the system states and converge in 
time to values close to those used by the truth 
model. 

Using runs of 108 hours, the filter was able to 
determine all but one of the seven parameters to 
within 8% and the rematning parameter to within 
18%, where the errors in the tnitial guesses 
ranged from 27% to 67%. The initial estimates of 
the p values, as well as the final estimates 
after 108 hours of filtering are given in Table 1. 

TABLE 1. INITIAL AND FINAL p ESTIMATES 

True Initial ' % Final % 
Value I Est. 

i 
Initial Est. Final 
Error ! Error 

pl . 120 .200 67.1 
T 

. 122 1.8 

P2 .730E-lll .530E-ll 
I 

-27.4 .601E-ll -17.7 
I 

p3 . 117E-3 .169E-3 I 42.8 .122E-3 4. 7 
: 

p4 .146E-3 .l06E-3 i -27.4 .143E-3 -2.3 I 
I 

P5 . 315 .445 41.5 i .289 -8.4 
! 
I 

i 

p6 .308 .208 -32.5 ! .286 -7.2 I 
J 

p7 . 308E-3 .210E-3 -31.7 I .287E-3 ,-6.8 
I 

Convergence curves for the parameters pl and p7 
are illustrated in Figure 2. 

.081~----r---,----r---,----r---~ 

<a. 

0 20 

Simulation Model 

UA12 . 
p 1 = -c- (1/hr.) 

1 

40 60 80 
A 

100 120 

FIGURE 2. 1. GRAPH OF ESTIMATE pl MINUS TRUE VALUE 
pl, VERSUS TIME 

I 
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FIGURE 2. 2. GRAPH OF ESTIMATE, p7 i·HNUS TRUE 

VA~UE, p7, VERSUS TIME 

To test the computed values of the parameters, 
the simulation was rerun with the derived 
parameters used in place of the true parameters. 
The resulting output values, i.e. the T1 and T2 
trajectories were duplicated for all time steps to 
within 3°F of the truth model trajectories for 
both T1 and T2. Through several numerical experi-

ments, it was observed that the stability of the 
filter was quite sensitive to both process noise 
and initial error covariance, and indeed this 
sensitivity is well known to be one of the draw
backs to the use of this method [2],[3]. .!\lso it 
was found that, for a highly erroneous initial 
guess, s tabi'l ity cou 1 d often be sa 1 vaged at the 
expense of an undesirable value of the Kalman gain 
matrix. That is, it is desirable that the Kalman 
gain matrix approach zero, which indicates that 
the filter has confidence in its present estimates 
of the parameters. It was noted that when letting 
the Q matrtx decrease with time, both the final 
parameter estimates and the Kalman gain matrix 
were improved, as well as the final value of the 
error covariance matrix. Finally, the fact that 
the filtered values of the parameters so closely 
reproduc~d th~ behavior the truth model may in
dicate a low sensitivity on the part of the sys
tem to variations in certain parameters. This 
may in turn account for the bias which remained 
in the parameter estimates, even after 108 hours 
of filtering, particularly the p2 parameter. 

SECOND KALMAN APPLICATION 

The second application of the filter employed a 
model similar to that used in the first case. 
The model was of a test cell structure which con
tains a cylindrical water wall on the south side 
of the building. This structure is described in 
Figure 3 and [1]. The model is giv<!n by 



T~ 

T2 

UA12 UAlA 
k 

(T2-Tl) (TA-Tl) 
s.l 

+-- + c, sH' cl cl 

UA12 UA k 

+~IT-T) s2 
=- (T -T ) +- SH c2 1 2 c2 · A 2 cl 

Glass on Southern 

tlode 1 -
(interior) 

Exposure 

( 1 R) 

(19) 

FIGURE 3. DIAGRAM OF EXPERIMENTAL TEST STATION 

The followinQ data was obtained at the site of the 
test cell: 1nside temperature (T1), average water 
wall temperature (T2), ambient temperature (TA)' 
and total horizontal insolation (sH). (Shielded 
thermocoup'les were used for the temperature mea
surements.) Denoting the parameters as b1 , ... bfi' 
rewriting (18) and (19) gives 

T1 b1(T2-T1) + b2(TA-Tl) + b3sH 

T2 h4(T1-T2) + h 5 (TA-T~) + h.bsH 

(20) 

( ?.1 ) 

As in the first problem, the state vector is set 
equal to x = (T1,T2,b1, ... ,b6) = (x1,x2, ... x8) 
and equation (1) for this system can now be 
written as 

x3(x2"xl) + x4(TA-xl) + X5SH 

x(t) x6(x1-x2) + x7(TA-x2) + X3SH 
0 

0 

(22) 
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Equation (17) remains the same for this problem 
(except for the dimension of h,), since we have 

!<. 

measurements ot T1 and T2, but no other states. 
The data was filtered for 48 hours, using initial 
estimates obtained from hand calculations. Con
stant process noise for the duration of the run 
was also assumed. The initial and final values 
of the parameters are given in Table 2. 

TABLE 2. INITIAL AND FINAL b ESTIMATES 

Initial Final 
Est1mate Estimate 

bl . 900 .250 

b~ .!:JUU . li'4 

~ 
.210 . 055 

. '120 .095 b4 

b5 .00825 .00782 

b6 .0150 . 0151 

The values of the estimates of the first three 
parameters plotted against time, as.calculated by 
the Kalman filter, are shown in Figure 4. 

As in the first problem, the final estimates were 
used in a simulation of equations (20) and (21), 
and the resulting simulated trajectories of T1 and 
T? ccmpared favorably (within 56 F for T

1
, S6 F for 

T2) with the trajectories experimentally measured. 
In longer simulations using the estimated parame
ters the comparison was somewhat worse, as was 
expected. 

i 
: 
I 

i 
I 
I 
I 
I 
' ' l 
I 

I 
I 
I 

I 
I 

I 

Much of the behavior of the filter exhibited in 
the fir·st application was also observed in the 
second, but the results were rtut as def·in'it·ive, 
nor was convergence as cl~arly demonstrated in the 
second case. The obvious difference in the two 
problems i3 that the order of the filter matched 
the order of the system in the first case and not 
in the second i.e. the behavior of the test ce11 
5y~tem is ced:ainly not r.ompl~t.ely mnrlPled by 
equations (20) and (21). The insolation terms 
are particularly suspect in this regard. Indeed, 
it was noticed from the data of the third day 
that the insolation was highly diffuse, as opposed 
to the predominantly beam radiation of the first 
two days, The measured total horizontal radiation 
can be misleading in terms of the gain to the 
system, if the distinction is not made between 
beam and diffuse radiation. As expected, the fil
ter began to exhibit irregular behavior on the 
third day. Also, the simulation of the test cell 
using the 48-hour estimates as model coefficients 
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indicated an overestimation of the solar gain on 
the third day. In view of the model inaccuracies, 
it should therefore be no surprise to see the fil
ter behave deficiently in the second case as com
pared with the first. 

CONCLUSIONS 

l. As a tool for use in determining system parame
ters the Kalman filter can be useful, but it is not 
without problems. An accurate modei is certainly 
required for the success of the filter, as demon
strated by its performance in each of the two test 
situations. 
2. Also needed are good initial guesses of the 
states and noise statistics to avoid problems of 
instability and questionable convergence charac
teristics .. In most cases knowledge of the physics 
of the system can lead to estimates which are at 
least somewhat close to the true parameter values. 
3. Finally, wide variations in the system forcing 
functions and the measured states were found to 
enhance the performance of the filter. a fact borne 
out by experimenting with the simulated model in 
the ri r'St appl·ication. 

RECOMMENDATIONS FOR FURTHER WORK 

The next step to be taken to improve the effective
ness of the method in the water wall problem is to 
include in the filter model a radiation processor 
for correcting the inherent inaccuracies found in 
(20) and (21 ). Another enhancement to the methods 
usefulness would be to redefine the system, when 
one or more of the parameters has been determined 
with a high degree of confidence. The reformulated 
model would thus have fewer states to simultaneous
ly burden the filter, and would perhaps exhibit 
system sensitivity to terms with lesser impact on 
the system. Finally. the possibility of the filter 
determining multiple solutions for a given set of 
data points, solutions which depend on filter ini
tialization, has not been addressed. 

NOMENCLATURE 

b1, ... b6 - estimated parameters for 2nd system 

b1, ... b6 - system parameters for 2nd system 
c1 -specific heat of node l, Btu/°F 

c2 - specific heat of node 2, Btu/°F 

hk - kth valuP. of mP.asurP.mP.nt miltrix 
Kk - kth value of Kalman gain matrix 

k" -area bounding node 1, ft 2 
~l 

k - area bounding node 2, ft2 
s.., 

L 

kw - conductio~ constant, Btu·hr/°F·ft2 

Pk - kth value of error covariance matrix 

Q(t) - process noise covariance 
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t 
UA12 
UAlA 
UA2A 

vk 
w 
w 
X 

auxiliary heat source, Btu/hr 
- kth value of measurement error 

covariance 2 - effective solar insolation Btu/hr·ft 
- effective solar insolation Btu/hr·ft? 

- total horizontal insolation Btu/hr·ft2 

- inside temperature, °F 
- wall temperature, °F (lst problem) 

-water wall temperature, °F (2nd problem) 

- time, hrs 
- UA between nodes l and 2, Btu/°F·hr 
- UA between node l and outside, Btu/°F·hr 
- UA between node 2 and outside, Btu/°F·hr 

kth value of measurement noise 

- wind speed, ft/hr 
- process noise 
- state vector 

x - estimated state vector 
zk value of the measurement vector 

el'" ··~7- sy~tP.m p~rameters of first system 
p1, ... p7 - estimatP.d p~rameters of first system 
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CONTROL SYSTEM ANALYSIS FOR OFF-PEAK 
AUXILIARY HEATING OF PASSIVE SOLAR SYSTEMS 
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ARSTRACT 

A computer simulation method is presented for the 
design of an electrical auxiliary energy system 
for passive solar heated structures. The system 
consists of electrical mats bur.ied in the ground 
underneath the structure. Energy is stored in 
the ground during utility off-peak hours and 
released passively to the heated enclosure. An 
op tlural control strategy is used to determine the 
system design parameters of depth of mat placement 
and minimum installed electrical heating capacity. 
The optimal control applies combinations of fixed 
duration energy pulses to the heater, which 
minimize the room temperature error-squared for 
each day, assuming advance knowledge of the day's 
weather. Various realizable control schemes are 
investigated in an attempt to nnd a system that 
approaches the performance of the optimal control 
system. 

INTRODUCTION 

The auxiliary energy for passive solar heated 
structures may be provided by storing energy in 
the ground underneath the structure during 
utility off-peak hours. This approach is 
attractive to contractors because of the relative 
ease with which electrical resistance mats may be 
placed on the ground during excavation for the 
foundation. The use of off-peak storage released 
passively to the heated enclosure leads to 
significant control problems. Energy must be 
expended uerore it is needed to heat the 
structure due to the thermal lag of the storage 
medium. The success of this approach depends 
upon the development of a control system that 
regulates the room temperature sufficiently while 
using energy at a cost lower than that for a 
conventional electrical backup system. 

A reasonably intelligent control·system that can 
manage storage c:;uhjer.t to the off -peak rate 
structure and anticipate the need for auxiliary 
energy will be necessary. 

METHOD OF ANALYSIS 

For the purpose of·designing the auxiliary energy 
system, it is assumed that a good controller can 
be found to meet the system performance 
requirements. Generally, it has been found in 
this study that the design parameters are 
affected by the type of control used, that a 
simple conventional controller gives poor 
performnnr.e in terms of energy cost, and that the 
system performance is less sensitive to design 
parameters with an intelligent controller than 
with a very simple controller. 

The analysis approach in this study is to use the 
best control that can be applied to the system. 
The best control is achieved with advance 
k11owledge of the weather. For the purpose of 
this study, one day's advance knowledge is 
assumed. The off-peak period is assumed to be 
between 10 p.m. and 8 a.m., during which time 
electricity would cost one-half of the daytime 
cost. The ten-hour off-peak period is divided 
into five two-hour periods. To determine the 
best control, the differential equations that 
describe the system are solved as follows. 

1. The equations are solved using actual weather 
data with no auxiliary energy used. This is 
called the unenforced response. 

2. The equations are solved using auxiliary power 
at a constant level applied over each of the 
five two-hour periods during the off-peak 
hours. These are the forced responses. 

3. It is assumed that the system equations are 
linear, so the unforced response can be 
subtracted from each of the five forced 
resposes to give that part of the system 
response due to each of the five energy 
pulses. 

4. Again, due to the linearity of the system, 
the response di t"ference aue to allY 
combination of the five individual response 

*This work performed under the auspices of the U.S. Department. nf Energy, Office of Solar Applications. 
**Notre Dame University, South Bend, Indiana. 
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differences can be found by addition of the 
individual responses, and the total system 
resronse can be found by adding the result to 
the unforced system response. 

5. The combination of pulses that gives the 
minimum root-mean-square (RMS) room 
temperature error around 7QDF over the 
entire day is the heat control for that day. 

Naturally, the number of pulses or time divisions 
over the off-peak period can be made arbitrarily 
large, but five pulses, giving 32 combinations, 
is used here. Ten pulses would give 1024 
combinations, for example. However, although the 
method is well-suited to digital computer 
solution, computing time becomes prohibitive for 
ten pulses if very many days or parameter studies 
are to be exa1ni.11~Ll. 

The uaily computations were repeated over a 
three-month period (December, January, and 
February) using weather data for the Los Alamos, 
New Mexico, winter of 1974. The effect of the 
design parameters of electrical m::Jt. placement 
depth and installed heating system capacity were 
studied with soil conductivity as a variable. 

SYSTEM MODEL 

The system model parameters are based on a 
passive solar heated home under construction in 
the LaVereda Subdivision in Santa Fe, New Mexico, 
in which the buried electrical backup heating 
system will be used. This project is a joint 
venture between the Public Service Company of New 
Mexico 1 the Los Alamos ScientJ.fic Laboratory, and 
Commun1co, Inc., a Santa Fe builder, to 
demonstrate the use of an advanced, load-managed 
electrical backup heating system in a passive 
solar heated residence. The house under st1Jdy 
makes use primarily of a solar storage wall and 
considerable direct solar gain, The electricAl 
mats are buried a prescribed depth beneath a 
four-inch concrete floor slab. The mats rest on 
undisturbed native soil (caliche), and are 
covered by a compacted fine-grained fill material. 

The basic constants of the system are assumed to be 

Total Building Load 

Slab conductivity (k) 

367 Btu 
fil~ 

0.8 Btu 
hr. n~c:TF 

(Int. - Amh. 
Temp. uHf.) 

Solar wall 
(Trombe wall) 

16 in. concrete, dbl-glazed 
exterior, k = l. 0 .;:;B..:.tu::..,.....,..= 

hr.ft.OF 

Solar wall area 
Building Load 

Ratio = 1.0 

Solar wall int. heat 
transfer coefficient 

1.0 Btu 
.;::h..:.r~. f~t~2mor.=F 

Floor heat transfer 
coefficient 

1.5 Btu 
.;::h..:.r.::c. f~t~2mor.=F 

Constant soil diffusivity 
= conductivity 

volumetric specific heat 
0.03 ft2 

It is assumed that the soil is at a constant 
temperature of sou five feet below the slab for 
the p•Jrpos:fi of c:1lculoting downward lossc!l. 
Rigid insulation limits heat loss at the 
periphery of the structure. 

System Simulation with Perfect Control 

Two standard cases were analyzed for comparison 
purposes. In each case, auxiliary energy is used 
dirgctly in tho heated cnclo:lurl:; at ~ny time 
during the day to regulate the room temperature. 
In the first case, a "perfect" controller 
regulated the room temperature at 7QOF at all 
times, and in the second case, a +2oF deadband 
around 7QOF was used to simulate a conventional 
thermostat control. The estimated rate 
differential for off-peak electricity is 
one-half, so to compare the totally off-peak 
system, a ra.te-'ildjusted energy total i:J 
calculated as 

Eadj = J Enight + Eday 

The 90-day house energy balances for the standard 
cases given .in T<i!.bJ.Ii I. The anergy terms are 

EAUX,N Aux.i .l..iary energy, night (off-peak); 

EAux,D Auxiliary energy, day; 

Eso Direct solar energy; 

F.sw Solar wall energy input; 

EL Tule:tl l1uu~e energy loss; ana 

EADJ Rate-adjusted auxiliary energy use. 

TABLE I 
SIMULATED ENERGY BALANCE 

EAUX,N EAux,D EsD Esw EL Fop PS EADJ 

Perfect 7QOF 1568 1038 1008 1969 5583 .60 53 1822 
Controller 
700, ~ 2DF 1888 1024 1008 1965 5885 .65 51 1964 
Deadband 
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TABLE II 
SYSTEM DAILY SUMMARY WITH OPTIMAL CONTROL 

AMBIENT TEMP (OF) 
DAY AVG HIGH LOW AVG 

l 25.8 35.0 16.0 69.3 
2 28.6 40.0 18.4 69.2 
3 27.1 36.0 16.6 69.6 
4 28.0 38.0 18.1 69.6 
5 25.9 36.0 18.1 69.1 
6 30.6 42.0 23.0 69.2 
7 38.0 44.0 28.0 69.9 
8 28.1 38.0 17.2 69.5 
9 13.8 22.0 9.0 69.4 

10 16.2 30.0 3.0 69.1 
ll 18.5 30.0 7.0 69.6 
12 17.2 31.0 4.3 69.5 
l3 27.1 39.0 18.2 69.1 
14 26.3 41.0 17.0 68.6 

Energy terms are in kWhr. The other terms are: 

PS 

Fraction of auxiliary energy used 
off-peak, and 

Percent solar. 

Numerous simulation studies were made to 
determine the optimum placement depth of the 
electrical mats using the optimal control scheme. 

A typical daily summary of the system simulation 
is given in Table II. This summary is for a 
two-week period taken from a three-month 
simulation. The control sequence column shows 
the two-hour time periods over the ten-hour 
off-peak period when the power is on. For 
example, 10000 represents power on from 10 p.m. 
to midnight, 00001 represents power on from 6 
a.m. to 8 a.m., and so forth. The case shown in 
Table II uses the design parameters of 10-kw 
electrical capacity, 9-inch mat depth and 
assumptions of ground conductivity of 0.7 
Btu/hr.ft.oF above the mats and the 0.5 
Btu/hr.ft.oF below the mats. 

rhe performance paramdci·s thot are used to· 
determine the system design are seasonal RMS room 
temperature error, Rhsolute minimum room 
temperature attained, total time spent below 
65oF, total time spent above 75oF, and total 
electrical consumption. 

The simulation studies indicate that, for this 
model, the performance parameters listed above 
bec:uroe relatively insensitive to placement depth 
and soil conductivity at power density levels 
above 7.5 watts/ft2. At power densities below 
this critical value, the performance of the 
system in terms of the listed parameters 
deteriorates sharply, except that less total 
energy is used. The house that is being built 
with this heating system has 1300 ft2 of heated 
area, so this would indicate a design value of 
9.75 kW of capacity. Actually, 10 kW was used, 
and this capacity is used in the remainder of the 
simulation examples. 

ROOM TEMP (OF) 700F CONTROL ENERGY 
HIGH LOW RMS SEQ kWHR 

ERROR 

73.5 67.0 2.2 10000 20 
73.0 66.7 2.3 10000 20 
73.6 67.5 2.0 11000 40 
73.9 67.4 2.3 10000 20 
73.1 67.0 2.1 10000 20 
73.1 67.4 2.0 10000 20 
73.5 67.9 1.9 00000 0 
70.6 68.1 0.9 11101 80 
73.7 66.7 2.2 11100 60 
74.2 66.4 2.6 11100 60 
73.9 67.6 1.6 lUll 100 
74.1 67.4 2.3 11000 40 
73.6 66.7 2.5 10000 20 
71.1 66.4 2.1 11110 80 

Some typical results are summarized in Tables III 
and IV for different fill and base soil 
conductivities. The table headings are 

D Depth, inches 

EADJ Rate-adjusted energy, kWhr 

t < 65 Time below 650F, hours 

t > 75 Time above 75oF, hours 

Tmin Minimum room temperature, Of 

TABLE III 
SYSTEM PERFORMANCE SUMMARY 

Kfill = .7, kground = .5, Btu/hr ftOF 

D EADJ RMS t < 65 t > 75 Tmin 

3 1600 2.16 9.5 0 64.2 
6 1635 2.25 l.r) 1.0 64.9 
9 1710 2.27 0 0 65.3 

12 1810 2.26 0 0 65.7 
]') 1900 2.31 0 0 65.1 
18 2010 2.38 19.0 2.0 64.0 

TABLE IV 
SYSTEM PERFORMANCE SUMMARY 

Kfill = .5, kground = .3, Btu/hr ftOF 

Cl FADJ RMS t < 65 t > 75 Tmin 

3 1300 2.14 3.5 3.0 64.6 
6 1360 2.20 0 2.0 6.'i. l 
9 1400 2.24 0 0 65.5 

12 1460 2.24 0 3.0 65.6 
15 1535 2.22 0 7.5 65.6 
18 1625 2.55 0 14.0 65.7 

It is assumed that the fill material will have a 
conductivity somewhat higher than that of the 
undi::.turbed soil below the msts. 
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The general findings from the studies are: 

1. The seasonal RMS temperature error increases 
with depth, but over the range of 
conductivities examined, exhibits a broad 
region of insensitivity to both depth and 
minimum RMS error for depths between 6 and 15 
inches. Generally, for depths in excess of 
12 inches, the RMS error increases rapidly 
with increasing depth. 

2. A depth of at least 6 inches is required to 
obtain acceptable minimum temperatures (over 
650F). The minimum temperature also drops 
off rapidly for depths in excess of 12 inches. 

3. The time spent below 650F exhibits a broad 
minimum (usually zero) for a depth between 6 
·and .l2 inches. 

4. Total energy consumption increases with 
depth. For higher base soil conductivities 
(above 0.6 Btu/hr.ft.OF), placement depth 
must be less than 12 inches for the system to 
use less rate-adjusted energy than is used in 
the standard case. 

If all of the cases are considered, a depth of 9 
inches appears to be the optimum value for a wide 
ranoe of soil conductivities for the model 
assumed in this study; this depth has been chosen 
for the project. 

CONTROL SYSTEM DESIGN 

work on the design of this system is incomplete. 
In order to design a control system, one must 
find a control algorithm that gives a system 
performance as close to the optimal system as 
possible. The optimal system performance can 
never be attained because knowledge of t.hP. nP.xt. 
day's weather is not attainable. An important 
constraint on the desiqn is that the control 
hardware must be kept simple and of low cost. 

An analysis of two types of systems gives the 
results in Table V. The two ideal systems with 
heat added directly to the interior are also 
tabulated. The 72oF + !OF slab control 
system simpiy regulated the concrete slab 
temperature to 720F during off-peak hours. The 
slab reset system moves the slab control setpoint 
as a function of ambient temperature according to 
the schedule T~lah = 75.0- Tambient/6., so 
that the slab setpoint is 75oF for ooF 
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TABLE V 
CONTROL SYSTEM COMPARISON 

~JlOJ RMS Tmin t < 65 t > 75 

Perfect 1822 n.o 70.0 0.0 0.0 
700F 

PP.rfP.ct. 19h8 68.0 0.0 0.0 
700F+?0F 

720F+loF 1887 3.0 64.2 19.3 . 207.6 
Slab-Control 

Slab Reset 1842 2.8 64.5 14.0 196.4 

Optimal 1710 2.3 65.3 0.0 0.0 

ambient, and 700F for 300F ambient. The 
realizable schemes show poor performance compared 
to the optimal system, with considerable 
overhP.at.ina. H is felt that some enhancement of 
the slab reset system can be realized by adding 
an Llcipation based on ambient temperature rates, 
and knowledge of the previous day's performance. 
Additional analysis in this area is continuing. 

CONCLUSIONS 

The desian mP.t.hod leads to a system that will 
perform well with considerable insensitivity to 
system variables t~at may not be well known (soil 
condur.t.i.vit.y). Very simple realizable controls 
do not approach optimal performance, but still 
show energy cost savings. Cost savings for the 
optimal control amount to 13%. For the slab 
reset control, savings are 6% when compared to 
the ideal room temperature control with 
dP.adband. The overall results of this study 
inHicate that with a controller possessing a 
small amount of int.P.U i (JP.nce, much-improved 
system performance can be attained. The control 
hardwarP. t.h8t would be required to implement a 
variable setpoint controller (a simple 
microprocessor) could be used to implement a 
system which could anticipate P.nergy needs baseo 
on Previous performance history nne! t.hP. dynnm.i.cs 
of ambient conditions without a significant. 
increase in hardware complexity. Such a 
controller could also manage more complex 
off-peak rate structures than the one examined 
here and also accommodate peak load rate 
considerations. 
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ABSTRACT 

An experimental test facility has been constructed 
to evaluate the operation and performance of con
trols for active hydronic solar energy systems. 
The experimental system serves to test the relative 
performance of different controllers and alterna
tive control algorithms for a variety of input 
meteorological conditions and output load demands. 

The experimental system consists of a collector 
loop heat input simulator, a storage tank, a load 
loop air channel with fan coil, an auxiliary heat 
source, and associated pumps and valves. The heat 
input simulator, the pseudo-collector, consists of 
a boiler with a controlled mixing valve that allows 
precise adjustment of the heat input from the "col
lectors" based on p~edictions of a collector loop 
model using solar and weather data. An automated 
air flow channel has been constructed to simulate 
the building return airflow across the heating coil 
in the furnace ductwork for a residential system. 
A"single zone building load model is used to 
predict building energy requirements and to simu
late the demand thermostat. Only the apparent tem
perature of the collector and the demand thermostat 
condition are simulated, enabling control strategy 
and equipment comparisons based on identical load 
conditions. 

The test facility is well instrumented with thermo
couples and turbine flow meters. Data acquisition 
is accomplished using a one hundred channel DORIC 
data logger. Data acquisition, experiment control, 
and the load and pseudo-collector models are under 
control of a RP 9825A microcomputer using flexible 
disks for data and program storage. 

Initial experiments have been done using an LBL
developed PROM based controller to control all 
functions of the solar system. Preliminary energy 
balance tests, reported previously, indicate that 
the overall heat balance for the· experiments is 
within 5% of the total heat input. The criterion 
for evaluation of performance of a controller 
and/or control strategy is the amount of auxiliary 
energy required to meet a given load demand. The 
test facility is now operational and initial test 
results over many hours, with simulated collector 
heat input and simulated building load under micro
computer control, will be reported. 

INTRODUCTION 

The test facility is used to experimentally evalu~ 

ate the relative performance of different solar 
heating control strategies for a variety of input 
meteorological conditions and heating load demands. 
To allow repeated runs under identical external 
conditions and to make meaningful comparisons 
between alternative control strategies, the solar 
energy input to the system and the building energy 
load are simulated. In this paper we shall describe 
the test facility and the methodology o£ the solar 
heat input and building load simulators. Initial 
test results are also presented. 

EXPERIMENTAL TEST FACILITY 

The experimental solar energy system consists of a 
collector loop with a solar heat input simulator, a 
3000 gallon storage tank, a load loop air channel 
with fan coil, an auxiliary heat source, and asso
ciated pumps and valves. A schematic of the ~ystem 
is shown in Figure 1. The system is sized to 
represent a hydronic solar heating system in a typ
ical residence. The operation of the solar energy 

* This work has been supported by the Systems Analysis and Design 
Branch, Systems Development Division, Office of Solar Applica-
tions, U. s. Department of Energy, under Contract No. W-7405-ENG 
48. 
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Figure 1. Solar Controls Heating and Cooling Test Facility 
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system is controlled by a PROM based · controller 
developed at LBL that uses thermostat signals and 
temperature sensor comparisons to address a truth 
table containing the control algorithm used to con
trol system actu>~tors. This controller has been 
described previously[1,2). 

INSTRUMENTATION AND DATA ANALYSIS SYSTEM. 

The test facility is well instrumented with thermo
couples and turbine flow meters.· Data acquisition 
is accomplished using a 100 channel DORIC data 
logger. Data acquisition, experiment contro_l, and 
the load and pseudo-collector simulations are under 
control of a HP 9825A microcomputer using flexible 
disk for data and program storage. Software 
requirements for data acquisition, adjustment of 
the load and pseudo-collector simulators, and 
intermediate data analysis are extensive, exceeding 
the limits of the computer memory. Therefore, the 
software hao been rewritten in an overlay mode to 
greatly extend the computer capability. Segments 
containing the main program, subroutines for oper'l
tion of the datalogger and output devices, experi
ment initialization, data analysis and control pro
cedures ar~ nuw ~tored on different files and are 
loaded into memory from the disk as they are 
required. Auxiliary gas consumption for back-up 
heat, and parasitic power requirements for the 
pumps and fans, are now measured electronically. 
The facility instrumentation is shown in Figure 2. 

SOLAR INPUT SIMULATOR (PSEUDO-COLLECTOR) 

A schematic of the facility collector loop is shown 
in Figure 3. The solar input simulator, the 
pseudo-collector, is a boiler with a controlled 
mixing valve that allows adjustment of the input
output temperature difference. The high- and low
fire gas burners of the boiler, as well as the 
position of the three way mixing valve, are all 
controlled by the HP-9825A. Values of solar inso
lation, ambient temperature, the boiler inlet tem
perature and flow rate, along with typical collec
tor parameters, are used to calculate the expected 
inlet-outlet temperature difference using the 
Hottel-Whillier-Bliss steady state model[3). Ini
tial experiments have been run using a si>npl~ 

increasing and decreasing insolation pattern. Work 
is presently underway to generate in~ulation values 
incident on the collector array using typical 
meteorological year, TMY, data tapes prepared for 
SERI by Science Applications, Inc. 

Under no-flow conditions in the collector loop, the 
value of the collector sensor, TS-4, is set to the 
calculated collector stagnation temperature through 
an output device. When the collector loop pump is 
on, the collector output temperature is calculated 
from the collector model, and the boiler output 
is adjusted accordingly. The apparent collector 
temperature and boiler control are updated every 60 
seconds. 

The PROM system controller turns oo the collector 
loop pump, P1, when the apparent collector tempera-
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SOLAR CONTROLS 
COLLECTOR LOOP 

XBL 794-1152 

Figure 3. Solar Controls facility Collector loop 
showing pseudocollector boiler. The collector array 
is not used and the collector input is simulated 
using the boiler with a mixing valve. 

ture reaches the "on" set point, given by the 
storage tank temperagure plus a temperature dif
ferential, Ax of 11 c. The pump is turned off 
if the colleg~or temperature falls below the "off" 
temperature, given by the storage tank tempe5ature 
plus a temperature differential, Aloff of 2 C. 

Figure 4 shows the inlet temperature and the calcu
lated and observed collector outlet temperature 
over a four hour period of increasing and decreas
ing insolation. If the collector outlet tempera
ture under flow conditions is less than the off 
temperature and the collector stagnation tempera
ture is greater than the on temperature,· then the 
collector loop pump will cycle on and off and the 
collector temperature will cycle between the "on" 
and "off" temperatures. Such cycling is typical of 
solar collector systems. The steady state collec
tor model does not adequately describe this cycling 
and work is underway to implement a dynamic collec
tor model for the solar input simulator. 
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Figure 4. Pseudocollector output. Calculated tem
pe~ature (no flow), Calculated outlet temperature 
(flow), and observed pseudocollector outlet tem
perature. 

LOAD SIMULATOR 

The load simulator is anair channel which simulates 
a building's heating system consisting of a return 
air duct, fan and heating and cooling coils. The 
inlet air temperature is adjusted by an electric 
resistance heater and an air conditioner under the 
control of the HP-9825A. A schematic of the build
ing load loop and air channel are also shown in 
Figure 1. 

The building heating requirements to be satisfied 
by the solar energy system are modeled in the 
microcomputer. A simple thermostat model is used to 
control the heat delivery system. As determined by 
McBride[4] in experimental studies, the heat 
riPJ.i.very system is on for a fixed interval of about 
5 minutes. The energy delivered to the load by the 
heating coil is measured and compared with the 
building load to determine how often heat must be 
supplied and whether auxiliary energy is required. 
Initial experiments have been run using a building 
effective heat loss coefficient, UA = 500 W/°C and 

0 a typical ambient temperature varying between 20 C 
and 0 °C. Work is presently under way to calculate 
hourly building loads using a TRNSYS compatible 
residential building load model[5] with recommended 
building parameters for typical residences in four 
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representative cities. 

INITIAL RESULTS 

Initial experiments have been run un tlte test 
facility to determine the accuracy of energy bal
ance measurements for the system. The building 
load and coJlp~rnr array size represent a typical 
residence in Madison, Wisconsin. 

Energy balances are performed during the experiment 
by: 1) determining the energy delivered by the 
pseudo-collector; 2) determining the energy stored 
at the beginning and end of a period; 3) determin
ing the amount of energy delivered to the load; and 
4) estimating losses from storage and piping. 

Collector Loop Energy Balance. 

Preliminary onorgy bola.noJo ':.>Xpt,;o!:i~m~nt;" "'"r" run 
with simulated solar heat input from tlte pseudo
collector, with the apparent collector temperature 
determined by the HP-9825A, and with the operation 
of the c~llector and load loop determined by the 
LHL electronic controller. 

Energy supplied by the pseudo-collector was calcu
lated at 60 oooond intorv~l~ aP~ th" gmm•nt nf 
energy in the storage tank was calculated at 30 
minute intervals as the apparent solar insolatio~ 
was increased from zero to a maximum of 950 W/m 
and then back to zero. The duration of each 
experiment wos 4 hours. 

Time period 4 hrs 

Heat Input 

Q2 131.9 MJ 
Q4 128.6 MJ 

AQstorage 113.0 MJ 

Estimated Piping Losses 

Q2 -Q4 

Qpiping 

3.3 MJ 
3.7 MJ 

NE;;.~ En.«?rgy B<!l!in.~.e. 

Net Balance 

113.0 MJ 
3.7 M.T 
4.6 MJ 

-131.9 MJ 

-10.6 MJ 
(-9.0%) 

4 hrs 

128.6 MJ 
126.1 MJ 
1!8.5 MJ 

2.5 MJ 
4.9 MJ 

118.5 MJ 
4.9 MJ 
5.6 MJ 

-128.6 MJ 

-0.4 MJ 
( 0.3%) 

22 hrs 

705.2 MJ 
692.3 MJ 
663.9 M.J 

12.8 MJ 
25.2 MJ 

663.9 MJ 
25.2 MJ 
28.4 MJ 

-705.2 MJ 

12.3 MJ 
(1. 7%) 

TABLE l· Collector Loop Energy Balance Summary 

An energy balance summary for two 4 hour experi
mP.nts and for a 22 hour total of successive experi
ments is shown in TABLE 1. The change in storage 
tank energy, AQS, is calculated from measurements 
of the storage tank temperatures. Heat input from 
the pseudo-collector boiler is calculated using the 
measured flow rate and the temperature difference 



between inlet and outlet. Q2, the total heat sup
plied to the fluid stream, is calculated using 
thermocouples just before and after the boiler. 
Q4, the heat supplied to storage, is calculated 
using thermocou~les before the boiler and at the 
storage return and is slightly smaller because of 
piping losses. 

Estimates are made for heat losses from the system 
piping and from the storage tank, which contains 
11,400 kg of water. Previous experiments indicate 
that the heat loss coefficient should be approxi
mately 25 W/°C for the collector loop piping and 
24.6 W/°C for the storage tank •• Estimated piping 
energy losses are indicated in Table 1 and compared 
with the difference between Q2 and Q4 which 
represents about one half the estimated loss, as it 
accounts only for the return side of the collector 
loop. Additional losses are found on the supply 
side. 

The net energy balance is calculated by subtracting 
the energy input from the change in energy storage 
and the estimated losses. The energy input during 
each four hour period was reproducible as shown in 
'fable 1. The energy balance over a sinel e. four 
hour measurement period is not precise, primarily 
because of uncertainty in the storage tank energy 
measurements. Even though the storage tank energy 
change is calculated from the weighted average of 6 
thermocouples, errors of the order of± 10 MJ are 
produced as the stratification in the storage tank 
changes. However, over a long experimental run of 
22 hours, the energy balance is quite acceptable. 

Preliminary energy balance experiments were run 
with heat delivered from the storage tank to the 
heating coil located ~n the air duct. Power 
discharged in the heating coil, QH' was measured 
every thirty seconds using a differential thermo
couple measured across the coil and the load loop 
flow measurement, FL2. Power nelivered to the load 
was typically 12 kW. The load loop experiment sum
marized in Table 2 was run for a period of 18 
hours, with the building load calculated for a con
stant outdoor temperature of 0 °C and a building 
loss coefficient of 500 W/°C. 

The overall energy halan~e for the 18 hour run is 
quite good when estimated losses from storage, from 
piping, and across the heating coil are compared 
with the changes in the stored energy. 

Testing plans 

Comparison tests of alternative control strategie~ 

are now beginning. The facility will be run for a 
6cricc of dayi u9ine typical meteorological data 
for Madison, Wisconsin. Improvements are under.1.1ay 
to permit comparisons of on/off and proportional 
flow control in the collector loop. The test 
facility will a valuable resource to compare alter
native control strategies for active solar systems 
in a controlled laboratory environment where accu
rate and repeatable observations can be made. Our 
goal j.s tn improve t;he utilization of solar energy 
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Time Period 

Storage Tank Energy Balance 

~Storage 
~loss 

Piping losses (estimated) 

Net delivered to load 

Measured Heat To Load 

Net Energy Balance 

18 hrs 

-561.4 MJ 
21.8 MJ 

24.3 MJ 

-515.3 MJ 

-536.7 MJ 

-21.4 MJ (4%) 

TABLE 2: Load Loop Energy Balance Summary 

through improved controls and contr.•>l ~;:r.a;:.~,:~ies. 
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AN ANALYSIS OF THE ECONOHIC VIABILITY OF A SOLAR THERNAL 

POINT FOCUSING ELECTRIC PLANT FOR SANTA CATALINA ISLAND - A CASE STUDY 

J. V. V. Kasper 
University of California at Los Angeles 
Los Angeles, CA 90024 

ABSTRACT 

The effective cost of electricity generation to 
the Catalina Island utility system was determined 
for a combined diesel/solar thermal electric 
plant. This cost was compared to the effective 
cost of electricity generation for an all-diesel 
electric plant, the status quo on Catalina. 
Breakeven solar system capital costs were calcu
lated for various future scenarios. The Alterna
tive Power System Economic Analysis Model 
(APSEAM), a cash flow computer model, was used to 
perform the computations. Conclusions from the 
analysis include: 

•For the base case assumptions, the Catalina 
Island utility would be financially indifferent 
between diesel power generation and diesel/solar 
thermal power generation at a solar capital cost 
of $2475/kWe. 

•The solar system breakeven capital cost is 
strongly dependent on the method of financing of 
the capital investment, varying from $1535/kWe 
for 100% equity financing (at a rate of 17%) to 
$6240/kWe for 100% bond financing (at a rate of 
12%). 

•The solar system breakeven capital cost for 
Catalina Island is quite sensitive to the spe
cifics of the escalation rate of fuel costs over 
time. A constant annual fuel escalation rate of 
11% over the 1980-2015 time frame has about the 
same impact on the solar system breakeven capi
tal <'n!;lt. ~~ ~ 30% es~r~.lr~t.ion rate for the first 
three years of that time period and an 8% esca
lation rate thereafter. 

INTRODUCTION 

The effective cost of electricity generation to 
the Catalina Island utility system for two differ
ent ele~t.ri~it.y generation systems was determined 
utilizing the Alternative Power System Economic 
Analysis Model (APSEAM), an interactive computer 
model developed at the Jet Propuloion Laboratory. 
The Catalina Island utility system is owned and 
operated by Southern California Edison Company. 
Presently, diesel engines are used to generate 
electricity for Catalina Island. The power gener
ation alternative considered in this analysis was 
a combined diesel/solar thermal electric plant i~ 
which the diesel plant provides the shortfall 
between the load requirements and solar energy 
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production.* One solar thermal electric plant 
size was considered, 1000 kWe. Insolation data 
for Long Beach, California, and Barstow, 
California, were used in conjunction ·with an 
in-house simulation model** to obtain perform
ance information for the solar thermal electric 
plant. Load data for a typical year were obtained 
from the Catalina utility system. Construction of 
the solar plant is assumed to commence in 1982 and 
commercial operation to start in 1985. Utility 
financial data from the past 5 years were analyzed 
in light of diesel system operational concepts to 
develop an algorithm describing the cost over time 
of diesel operation on Catalina. Detailed cash 
flows were projected for both power generation 
options for each year in the time period of inter
est, and calculated figures of merit were used to 
determine those sets of parameters for which 
either option was preferred. 

POWER SYSTEM INVESTMENT ALTERNATIVES FOR CATAL1NA 
ISLAND 

At present, Catalina Island has 6.2 MWe of diesel 
engine capacity. The maximum load is about 3 MWe, 
implying a reserve margin of about 100%. This 
reserve margin is not considered excessive due to 
the isolated nature of the island. There i~ pre
sently a moratorium on new housing construction on 
the island due to water reso.urce constraints. 
This is assumed to continue into the future so 
that;. all of the island's electrical needs over the 
next thrity years could be met by the present 
6.2 MWe of diesel system capacity while maintain
ing a 100% reserve margin. A substantial fraction 
of the present cost of electricity production on 
Catalina Island is due to the cost of diesel fuel. 
In 1979, for example, the price of diesel D1el 
increased 85%; at the end of 1979, the price of 
fuel alone accounted for 5.7¢ per kilowatt-hour of 
electrical energy generated. Given the likelihood 
of future fuel price increases and fuel avail
ability limitations, alternatives to the present 

*Although the diesel system produces about 83% of 
the total energy requirements in the base ci'lse, it 
will subsequently be referred to as the makeup 
system. 
**Gabalawi, N. El, Hill, G., Bowyer, J. M., 
Slonski, M. L., "A Modularized Computer Simula
tion Program for Solar Thermal Power Plants," 
JPL Internal Document 5102-80, July 1978. 



electricity generation system on Catalina Island 
merit serious attention. An option which partially 
circumvents the problems of future fuel price 
increases and fuel availability limitations is 
investment in renewable energy resources such as 
solar thermal technology. This analysis compares 
the following two options for meeting the island's 
electrical demand in the 1985-2015 time frame: 
(1) Continued all-diesel operation; and (2) Invest
ment in a solar thermal electric system, to allow 
for combined diesel/solar thermal power generation. 

THE COST OF DIESEL SYSTEM OPERATION 

Data from a Catalina Island operations report* 
were utilized to rormulate a linear algorithm to 
describe the cost** of diesel system operation 
over time on the island: 

Annual 
Cost [ 

Ponte J 
Demand [$157/kW·yc] [ 0, (l+"CCt)] 

+ [ Gen~~tod] [ ($O.Ol)] [ TI ( l+ERPEt)] 

+ [ Gon~~ted ][ ( $0. 05 7)1 [IT ( l+ERFCt l J 
where 1980 is the pase year, that is, N = 0 £or 
January 1, 1980 

ERCCt is the escalation rate of fixed costs 
in year t 

ERPEt is the escalation rate of non-fuel
related variable costs in year t 

ERFCt is the escalation rate of fuel costs 
in year t. 

The constants in this expression were empirically 
determined so as to minimize the difference 
between calculated and actual costs. The average 
percentage difference between actual and calcu
lated costs is 9%. Table 1 shows the actual 
operational costs in the 1974-1979 time frame for 
the Catalina Island utility system, the escalation 
rates experienced in that time period, and the 
calculated costs of diesel operation based on the 
algorithm.*** 

*"Results of Operations--Santa Catalina ~sland 
Electric 1974-1979," prepared in September 1978 
for the Public Utilities Commission of the State 
of California by Southern California Edison. 

**This cost includes the costs of major 
overhauls/short block replacements, periodic main
tenance, operations, fuel, depreciation, customer 
accounting, and G&A. 
***Although Catalina Island has experienced a 
growth in energy production in the 1974-1979 time 
period, new resource constraints (i.e., water) 
might limit future growth. In this analysis, 
future growth is assumed to be zero. 
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TABLE 1 
COMPARISON OF ACTUAL AND CALCULATED 

COST OF UTILITY OPERATION ON CATALINA ISLAND 

Time ERFC ERCC ERI'E kWh Calculated Actual 
Period (%) (%) (%) Cenerated Costs ($) Costs ($) 

1974-1975 90.0% 10% 107. 9,072,000 581,375 572,266 
1975-1976 0.0 10 10 9,605,000 633,529 661,754 
1976-1977 8.1 10 10 10,631,000 728,380 639,813 
1977-1978 4.4 10 10 10,959,000 796,919 833,830 
1978-1979 6.6 10 10 12,500,000 926,771 1,271,000 
1979-1980 84.8 10 10 14,000,000 1,409,000 1,389,000 

When this algorithm is used to project the cost of 
diesel system operation in the 1985-2015 time 
frame, assuming a constant annual energy require
ment of 14,000,000 kWh (the number of kWh gener
ated by the system in 1979) and a peak demand of 
3000 kWe, the effective levelized price (in 
dollars of constant energy purchasing power over 
time) of diesel-generated energy is 12.43¢/kWh 
over that time horizon. This is tho prioo uhioh, 
if alluwed Lu eo31.04lat.e ead1 yeaJ" (sl.al"Llug lu 
1980) at 10%, would generate sufficient revenues 
to exactly cover the costs of diesel system 
operation, including the return on inve3tment. 

THE SOLAR THERMAL INVESTMENT ALTERNATIVE 

A o3VlaJ" t.!Jel"wal l:lll:ll!Ll"ll! vlaut. (wlLh Llu" !:!X.l.HI..l.ng 
diesel system providing required make-up power to 
sati~fv the load) is the alternative power 
generation option considered in this analysis. 
The solar plant displaces fuel. The capacity 
displacement by the solar plant is assumed to be 
zero. 

Solar System Size 

A 1 MWe solar thermal electric system is consid
ered in this analysis. The plant consists of 50 
20 kWe point-focusing parabolic dishes. Each of 
these dishes con~i~ts of a parabolic collector 
which focuses the solar rays, a receiver which is 
mounted at the focal point of the collector·, and a 
heat engine which converts the thermal energy into 
electrical energy. There is no storage. 

Solar System Performance 

Solar Thermal Plant Subsystem Efficiencies: The 
efficiency assumptions* for the solar thermal 
plant subsy~tems.were as follows: 

Collector/Receiver Efficiency 74% 
Engine Efficil:lucy (at. 015C ln, 50C out) 30% 

Capacity Factor: Insolation on Catalina Island 
has not been adequately measured. The base case 
capacity factor for the solar thermal plant was 
approximated as follows: The in-house solar 
thermal simulation program, utilizing a 1977 
hourly insolation tape for Barstow, California, 

*These represent performance targets 
1st generation (1982) solar systems. 
Technical Report, Fiscal Year 1979," 
1979 (DOE/JPL-1060-30). 

for 
See "Annual 

November· 15 , 



determined a capacity factor of 35% for a solar 
thermal plant located in Barsto~. This capacity 
factor was then scaled to be appropriate for Long 
Beach, on the coast of California, 26 miles from 
Catalina. The annual amount of direct normal 
insolation for Barstow is 2718* kWh/m2 and for 
Long Beach is 2138** kWH/m2. Thus, an 
approximate capacity factor for Catalina is: 

(35%)(2136/2718) = 27.5% 

This same capacity factor was assumed for all 
years in the time horizon of interest. 

Subsystem Lifetimes: The base case lifetimes for 
the various solar thermal plant subsystems were 
based on in-house engineering design estimates and 
were as follows: 

Collectors: 
Receivers: 
Engines: 
Balance of Plant: 

30 years 
15 years 
10 years 

greater than 30 years. 

Base Case Solar Subsystem Costs*** (1980 
dollars): 

Collectors 
Receivers 
Engines 
Balance of Plant 

Total 

$1600/kWe 
$ 4SO/kWe 
$ 7SO/kWe 
$ 300/kWe 
$3100/kWe 

Solar System Dispatch Strategy 

The solar plant is dispatched whenever it produces 
useable energy. The diesel system is then 
throttled, as necessary, in response to variations 
in the solar system energy output, to meet load 
requirements. The diesel system cost algorithm 
described abo¥e projects the cost of the diesel 
system operation in a make-up energy mode (that 
is, when the diesel system is throttled in 
response to the solar system output), if the fuel 
efficiency or the diesel.~ggines in that mode is 
the same as at present. 

*This value was obtained from the report: 
"Solar Energy Measu;remiO!nt: at Sel.ectecl SHes 
Throughout the Southwest During 1977," R. J. 
Yinger, Southern California Edison Company, June, 
1978, Table 2, page 16. 

**This value was determined using a modified 
Liu and Jordon approach and the latest SOLMET 
values; see V. Cinquemani, et al., "Input data .for 
Solar System," prepared by the National Climatic 
Center, Asheville, NC, November, 1978. 

***Thp,;p prirp,; ArP rP.prPsP.ntAt:ivP. of near.-ter.m 
technology and small (less than SO units/yr) pro
duction rates. More advanced technology and large 
production rates will result in substantially 
lower costs. · 
****The basis for this assumption is the rela
tively constant heat rate for diesel engines when 
they are operated at greater than SO% of load. 
(Source: P. Steitz, L. G. Mayo, S. P. Perkins, 
"Assessment of the Potential of Solar Thermal 
SmallPower Systems in Small Utilities," Nov. 
1970, Table J-6, p. J 13.) When the Golor oyotcm 
size is constrained to 1 MWe or less, a make-up 
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RESULTS 

Base Case Assumptions 

Capital Investment: 
-Solar system cost: $3096/kWe 
-Salvage value: 5% of capital cost 
-Zero land cost (land is already available). 
-Depreciation schedules: 

Federal: double declining balance 
State: 150% declining balance 

-Depreciation Lifetimes: 
Collectors: 30 years 
Receivers: 15 years 
Engines: 10 years 

Capital Funding: 
-Down payment: 10% of each year's 
construction costs 

-Short term construction loans (@ 12%) 
taken during construction, with 
financing at end of construction period 
via equity (50%) and bonds (50%) 

-Equity dividend rate 11% 
-Equity appreciation rate = 6%* 
-Bond interest rate 12% 
-Bond lifetime 30 years 

Recurrent Costs: 
-Fuel costs 
-Fixed O&M for solar plants 
-Variable O&M for solar plant 

$S.l0/106 Btu 
$2.SO/kW-vr 
$0.00S/kWh 

-Other annual costs for solar plant 

-Insurance costs for solar 

Incentives 

= $1000/yr 
plant 

= $10000/yr 

-Federal investment tax credit 10'1. 
O%** 
25%*** 

-Federal energy tax credit 
-State solar tax credit 

mode diesel dispatch strategy can always be 
identified in which each of the diesel engines is 
either off or operated at greater than 50% of load. 

*Non-dividend return to the stockholder can be 
realized through any mode of increase in the valu"' 
of the company, i.e., through an increase in stock 
market value, retained earnings, or in any other 
component of a company's assets. Theoreti~ally, 

the stockholder would realize this increase in 
value if the company were to be liquidated at the 
end of the investment time horizon and all of the 
company's assets distributed to its stockholders. 
This equity appreciation is accounted for (and 
paid for in a cash flow sense) by means of an 
annual contribution to a sinking funr-1. Hhen the 
equity appreciation rate is adjusted to yield a 
net present value of zero, then the total return 
on equity is the sum of the dividend rate and this 
adjusted equity appreciation. 

**The federal energy tax credit rate is 10%, but 
is scheduled to end in 1983. Hence, its effective 
rate for this analysis is O%. 
***The California tax credit, scheduled to enrl in 
lq8o, is assumed to be extended to 1985. 



Escalation Rates (annu'l.l) 
-Capital equipment 
-Fixed O&M for solar plant 
-Variable O&M for solar plant 
-Standard rate of inflation 
-Fuel costs* 

Investor Specific Parameters 
-Opportunity (after-tax) cost 

10% 
10% 
10% 

8% 
30% for 3 yr, 

9% thereafter 

of investment 10.8% 
-Other federal and state net 

taxable income $10 million 

Performance 
-Capacity factor 27.5% 

Economic Viability Decision Criteria 

The solar thermal plant investment is preferred 
if: 

-Net. Present Value (NPV) is greater than zero 
(a NPV equal to zero implies that the 
investor is indifferent, from a purely 
financial standpoint, to one or the other 
option)(The net present value is expressed in 
terms of 1982 dollars) 

-Absolute cost of energy is less than 
H~ .IJ]<t/k:Wh 

3ase Case Results 

For the base case, the net present value is 
-753.6K$ and the absolute cost of energy is 
12.77 ¢/kWh. Thus, for the base case, the solar 
investment is not preferred, from a purely finan
cial standpoint, to a continuation or the present 
mode of electricity generation on Catalina Island. 

SensH.i vities: 

Capital Costs. Figure 1 illustrates the variation 
in the net present value of the solar thermal 
investment choice as a function of the solar 
system cost. As can be seen, at a capital cost of 
$21J75/kWe, the investor would be financially 
indifferent between the two options. 

Fuei Price Escalation Rates. Table 2 shows the 
sensitivity of the results to the details of the 
es~alat1on rate of fuel prices and clearly 
indicate the need to consider year-specific escal
;-!1-.ion rates. Over a thirty-year period, a fuel 
price escalation rate of 111, compounded annually, 
increases the price of fuel by a factor of about 
23. This same factor is approximately realized if 
<qJe escalates at 301/year ror 3 years and then at 
Ql/year for 27 years. However, the base case ne~ 
present. value for the former escalation scheme is 

"The Autumn, 1979 "Energy Review" by Data 
Resources, Inc., projected nominal diesel fuel 
prices to increase by about 121/yr through 1982 
and at about 9.51/year thereafter. In light of 
recent crude oil price increases, expected future 
increases, and the experience of the Catalina 
Utility in 1979 (851 fuel price increase), this 
assumption is not unreasonable. 
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BREAKEVEN LINE 

5000 6000 

SOLAR SYSTEM CAPITAL COST (S/vVel 

Fig. 1. Variation of Net Present Value of Solar 
Investment Choice wltl'l Solar System Capital Cost 

TABLE 2 
U!PACT OF SPECIFICS OF FUEL PRTC:F. F.SCALA.TION RATES 

ON SOLAR SYSTEM ECONOMICS 

Fuel Price Fuel Price 
F.sr;!l e~ r.i.on Increase Breakeven 

Scheme Factor at Net Present Capital 
tor 1Y80-Z01) Enn of Value Cost 

Time Frame 30 years (K$) ( $ /kl~e) 

8% all years 10.1 -2255.4 1240 
9% all years 13.3 ·-1973.3 1470 

10% all years ] 7. 4 -1627.6 1760 
ll% all years 22.9 -12Q2.6 2105 
30% 1st 3 yrs, 17.5 -ll51. 7 2150 

8% thereafter 
30% 1st 3 yrs, 22.5 - 753.6 2475 

9% thereafter 
30% 1st 3 yrs, 28.8 - 249.0 2890 
10% therP.a fter 

-1202.6 K$, whereas the base case net present 
value for the latter escalation scheme is 
-753.6 K$, an improvement in the net present value 
of IJIJ9K$. 

P!i!rJ:.orrnance - l.ilpilr.i t.y F'Art.or. The sensitivity of 
the base case results to the capacity factor of 
the solar thermal plant :i,~ shown in Tahle "3. ThA 
data show that a given percentage change in 

TABLE 3 
IMPACT OF SOLAR SYSTEM PERFORMANCE 

(CAPACITY FACTOR) ON SOLAR SYSTEH ECONOMICS 

Net· 
Capacity Present 
Factor Value 

(%) (K$) 

20.0 -1617.1 
25.0 -1041.5 
27.5 - 753.6 
30.0 - 465.8 
35.0 + 109.9 

Effective 
Cost of 
Energy 
( ¢/klfu) 

13.17 
12.90 
12.97 
12.64 
12.38 

Breakeven 
Capital 

Cost 
($/ki~P.) 

1765 
2240 
2475 
2715 
3185 



capacity factor produces a concomitant percentage 
change in the breakeven capital cost. Thus, there 
is a direct tradeoff between realizing increased 
performance (by increased insolation or opera
tional efficiencies) and experiencing increased 
breakeven capital costs. 

Performance - Subsystem Lifetimes. Table 4 
illustrates the effect on the net present value of 

TABLE 4 
IHPACT OF SOLAR SYSTEN PERFORNANCE 

(SUBSYSTEH LIFETINES) ON SOLAR SYSTEH ECONOHICS 

Subsystem Lifetimes (yrs) 

Collectors: 30 24 21 
Receivers: 15 12 ll 
Engines: lU 8 7 

Net Present Value (K$) -753.6 -lOOJ.':I -1229.6 

Effective Cost of 
12.77 12.89 12.99 Energy (<;/klfu) 

Breakeven 
2475 2320 2200 Capital Cost ($/kHe) 

the solar thermal investment choice due to varying 
the sub- system lifetimes. As can be seen, the 
breakeven capital cost is relatively insensitive 
to variations in subsystem lifetimes. 

Capital Investment Financing. As expected for 
capital intensive investments, the economic 
viability of the solar plant investment is quite 
sensitive to the method of financing. The base 
case financing method is a downpayment in each 
year of the construction period of 10% of that 
year's construction costs with the remaining con
struction funds obtained from short-term loans 
each year of the construction period. 

At the end of the construction period, these 
short-term loans are refinanced with a combination 
of a stock issue (50%) and a bond issue (50%). 
This bond/stock ratio was chosen to reflect the 
cnpito.lization stru~ture of Southern California 
Edison Co.* Table 5 illustrates the impact of 
varying the base case financing method. The 
extremes considered are: (1) all bond financing, 
at a bond rate of 12% and (2) all equity
financing, ~t a total return on equity of 17%. 
Clearly, if the Catalina Island utility were not 
required to finance the solar investment in line 
with its capitalization structure but, rather, 
could utilize all bond financing, even a solar 
system costing $6240/kHe would be economically 
viable. 

*The capitalization structure of SCE is 48.5% 
debt, 37.2% common equity, 14.3% preferred stock. 
Source: "Costs of Capital and Rates of Return for 
Industrial Firms and Class A and B Electric 
Utility Firms," Ernst and Ernst, June 1979 
(DOE/ETIA-6391 1). No provisinn i~ made in this 
analysis for utilizing preferred stock as a ~ource 
of funds. 
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TABLE 5 
EFFECT OF FINANCING NETHOD ON 

ECONOHIC VIABILITY OF SOLAR INVESTNENT 

Net Breakeven Effective 
Present Capital Cost of 

Financing VaJ.ue Cost Electricity 
Net hod (K$) ($/k\~e) (<;/k\111) 

All bond @ 12% 1544.1 6240 11.72 

50% bond @ 12% 673.4 3972 12.12 50% equity @ 12% 

All equity @ 12% - 197.2 2906 12.52 

50% bond @ 12% 
- 753.6 2475 12.77 50% equity @ 17% 

AlJ. equity @ 17% -3051.3 1535 13.82 

The sensitivity of these results to the return on 
equity (in the base case, this is l'('f,) is shown in 
Table 6. The fact that, at a percentage return on 

TABLE 6 
F.FFF.CTS OF VARIATION OF RETUR.t\1 

ON Cmfr!ON EQUITY ON NET PRESENT VALUE 

Return on 
Common Equity (%) 

14.0% 
14.9% 
15.0% 
16.0% 
17.0% 
18.0% 
19.0% 

Net Present 
Value (K$) 

246.9 
0 

28.2 
- 357.5 
- 753.6 
-1232.5 
-1814.0 

equity of 14.9% (11% annual dividend, 3-9% stock 
appreciation), the net pre~H~nt value is zero 
implies that this is the ~eturn on equity which 
the Catalina utility would realize, were it to 
make the solar system inv~stment choice. 

Figure 2 shows the net present value of the solar 
thermal investment choice for three different 
types of long term financing as a function of the 
solar system capital uust. As can be seen, the 
effect of utilizing different financing instru
ments is most dramatic, the greater the capital 
cost of the solar thermal system. The 100% equity 
financing option is most costly because the 
required cash outlays for the payment of dividends 
to stockholders, and for the annual contribution 
to a sinking fund to reflect appreciation in the 
value of the company and to provide for a (theo
retical) disbursement of company assets to the 
shareholders at the end of the investment time 
horizon) are not tax-deductible. On the other 
hand, because bond interest costs ar~ Lax
deductible, even the most costly solar system 
considered ($6200/kWe) is the preferred investment 
choice. 

The policy implication of this finding is that 
funding-related incentive schemes are most effec
tive when solar capital costs are greatest. Thus, 
incentives are more J.mpnrtiiuL at pt•e:Jcnt oinoe 
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F'ig. 2. Effect of' Solar System Capital Cost and 
Financing Method on Net Present Value of Solar 

Investment Choice 

the capital costs of solar equipment are expected 
to substantially drop in this decade. 

Incentives. The effects of three different incen
tiv.:: "ehe1nes un tne economics ot the solar invest
ment were considered: (1) Extension of the federal 
energy tax credit to the year 2016 (current law 
calls for this tax credit to end in 1983) and an 
increase in that tax credit to 25% (from the cur
rent 10$); (2) Allowance for financing of 50% of 
the total loan with low cost (i.e., 6%) bonds 
(possibly available thr~ugh the SolAr Bank); 
(3) Allowance of tax deductibility of dividend 
po.ymenta. 

1. Federal Tax Sredit--25% through the year 2016: 
The effect of this incentive is to increase tqe 
not p~~senL value or the base oase from -753.6K$ 
to -162.6 K$. The break even capital 0.0!:It. 
increases fr·um $2475/kWe to $2640/kWe and the 
effective cost of electricity decreases from 
12.77¢/k\-/h to 12.50¢/kWh. If the federal energy 
tax credit were further increased to 28.9%, then 
the base case would have a net present value of 
zero. Table 7 gives the breakeven federal 

TABLE 7 
VARIATION OF HREAK.EVEN l'EUERAL ENERGY 

TAX CREDIT WITH SOLAR SYSTEH CAPITAL COST 

Solar System Breakeven Federal 
Capital Cost EnerBY Trtx C1:edit 

( $/kl.Je) (%) 

2580 6.42 
3096 28.86 
3612 39.06 
4128 46.72 
4644 52.67 
5160 57.43 
5676 61.32 
6192 64.57 
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tax credit (i.e., that which yields a net present 
value of zero) as a function of the capital cost 
of the solar investment. 

2. Low Cost Bonds: \.Jhen the investor is allowed 
to finance 50% of the loan amount with low cost 
(i.e., 6%) bonds (the remaining 50% being financed 
by an equal combination of l.Jonds (at a cost or 
12$) and equity (at a cosl of 17%)), the net pre
sent value of the base case increases from 
-753.6 K$ to +796.7 K$, the breakeven capital cost 
increases from $2475/k\.Je to $4190/kWe, and the 
effective cost of electricity decreases from 
12.77¢/k\.Jh to 12.06¢/k\.Jh. 

3. Tax Deductibility of Dividend Payment by Solar 
System Investor: One of t.hP. m11.jor reaoona for the 
high cost of equity financing relative to bond 
finanr.ing (see Table 5) i3 due tu lhe fact that 
hnnrl interest pnyment.5 a•'e lax deductible whereas 
equity dividend payments are not. If federal tax 
law were to be modified so as to make the dividend 
payments associated with solar system financing 
tax deductible, then the base case net present 
value would increase from -753.6 K$ to +646.9 K$ 
and the breakeven capital cost would increase from 
$2475/kWe to $3930/kWe. 

Conclusions from Incentives Sensitivity: Of the 
three incentive schemes considered in this sec
tion, tne low cost bond scheme is the most effec
tive means for improving the perceived economic 
viability of the solar investment. 

CONCLUSION 

Although the all-diesel option is financially pre
ferred to the combined solar/diesel system for the 
base case assumptions of this analysis, there are 
mAn)r i rv~enti vo oeh~iiH'"' anu possHHe ruture 
::;cenarios for which investment ln a solar tnermal 
3ystP.m would be financially favored. Hence, more 
detailed analysis of the value and role of alterna
tive power generation technologies (such as solar 
thermal) for Catalina Island and all similar 
applications appear very much warranted. 
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ABSTRACT 

The Sandia Laboratories' optimizing computer code, 
SOLSTOR, 1 has been utilized to investigate the role 
of battery storage in a residential flat plate 
photovoltaic (PV) system. The system is connected 
to the utility grid and time-of-day pricing and 
sellback policies are considered. 

The study assumes that the 1986 PV module cost 
·goals will be met, and hence.PV systems will be 
competitive with grid electricity. A range of 
battery costs is included. Systems installed in 
th.ree cities (Phoenix, AZ, New York, NY, and Col
umbia, MO) were optimized based on minimizing the 
20 year life cycle energy cost for a typical all
electric single family dwelling. 

The results show that the usefulness of batteries 
is a strong function of the battery costs, econo
mic conditions, time-of-day pricing ratio, and the 
sellback ratio. At about $100/kWh, batteries can 
generally lower life cycle costs. Also, the syner
gism of PV arrays and batteries can result in 
larger PV arrays.for the optimized system. 

In particular, it was determined that whenever 
either the sellback ratio was 0.5 or less, or the 
peak/off-peak electric rate ratio was greater than 
3:1, batteries were an economic asset in the 
system. 

INTRODUCTION 

Sandia Laboratories, in its role as lead center 
for the DOE development program "Batteries for 
solar Applications," has consioered the useful
ness of storage in photovoltaic systems. The 
present study focuses on grid-connected resiqen
tial systems, utilizing flat plate photovoltaic 
(PV) collectors. Future work will look at stand
alone residences, as well as larger system appli
cations such as apartments, commercial buildings, 
and light industrial sites. 

The study was performed using the SOLSTOR simula
tion program. SOLSTOR, which is described in 
detail in ref. 1, per forms iterative hour-by-hour 
simulations for a year to provide the optimum 
system configuration for the conditions assumed. 
The result is that the yearly cost of energy is 
minim~zed over the assumed system lifetime. 
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ASSUMPTIONS 

A clear understanding of the assumptions used in a 
study of this type is essential to interpreting the 
conclusions in a meaningful way. We have divided 
the assumptions into three categories--general eco
nomic, system related, and utility interface. 

General Economic Assumptions 

Indivi<lual homeowner economic parameters were used. 
Two solar energy related tax incentives were in
cluded--the 20% Federal tax credit, and the fact 
that many local governments are exempting solar in
stallations from the property tax base. These and 
other general economic parameters are summarized in 
Table 1, below. 

TABLE l. BASIC ECONOMIC ASSUMPTIONS 

Income Tax Rate 
Interest Rate 
Discount Rate 
Down Payment on System 
Federal Tax Credit 
Property Tax 
General Inflation Rate 
Operation and Maintenance 

Costs/year (based on initial 
capital costs) 

Price Year 
Base Year 
Year Operation Begins 
Lifetime 20 

30% 
8.5% 

10% 
20%* 
20%* 

0% 
5% 
1.5% 

1980 
1986 
198.6 

Years 

*The 20% down payment, when cor.tbined with the 20% 
tax credit represents a loan leveraging situation 
which is probably unrealistic in the long run. 
Changing the down payment to 40% has only a minor 
effect on the results presented here. 

System Related Assumptions 

SOLSTOR, as run in this study, treats four com
ponents as variables. They are: 1) the flat plate 
PV array, 2) the battery storage, 3) the power con
ditioning, consisting of a max power tracker, a 
battery charger, and an inverter, and 4) a line 
powered charger for charging the batteries from 
utility power. Each component is characterized by 
an electrical efficiency and a cost. All costs in 
this study consist of a fixed cost plus a variable 
cost related to size chosen. No economies of 
scale were assumed. In order to simplify the com
putations, the cost of the line powered charger 



(rectifier) '"as 1 umped into the power conditioning, 
and .its efficiency included in the battery effi
ciency. 

The battery storage costs are complicated by the 
requirement to provide battery replacements over 
the system lifetime. This was handled by com
puting the present value of all the replacements 
required, and using that as the cost. Battery 
lifetimes asswned varied from 5 years, for cur
rent lead acid technology, to 14 years for a pro
jected advanced lead acid design. In addition, we 
constrained the batteries to charge/discharge 
rates no greater than the five hour rate (capaci
ty/5). The costs and efficiencies used in the 
study are shown in Table 2, belcw. The PV array 
costs were derived from a basic module cost of 
70¢/wp (the 1986 goal). 

'l'n RT 1> 7. PIT "YS'PF:M I.Ofi1'fi, 19fl0 .OOLJ:.J\R!?* 

Component Efficiency Fixed Cost Variable Cost 

PV Array 
Power Con
ditioning 

Battery 
Storage 

11% 
95% 

80% 
(round trip) 

*Installed costs 

$ 1000 
200 

850 

$ 117/m 2 

140/kW 

270/kWh t 
1 bJ/ kWH f 

91/kWh t 
64/kWh t 

tPresent value of replacements to provide 20-year 
life 

The PV system is assumed to be on a well constructed 
hoo.sB of 1520 ft 2 , kept at 68°F. The PV system 
supplies electricity for space heating and cooling, 
via a heat pump, domestic hot water, and general 
light.ing and appliance loads. In the SOLSTOR model 
the he~t pump'~ coefficient of performance (COP) is 
varied wi~h the outside temperature. Heating and 
cooling loads a.re calculated hourly from the wea
ther data (Typical Meteorological Year--TMY), 2 and 
hot water and general loads follow a simple profile 
which repeats daily. Typical yearly energy con
sumption is about 20 MWh. 

Utility Interface Assumptions 

Assumptions about the utility rates and policies 
are of critical importance in grid-connected sys
tems, m;imarily because SOLSTOR uses utility energy 
whenever there is an economic advantage in doing 
so. SOLS'rOR i~ ahle to handle a fairly general 
set of utility rates. This can include a fixed 
"system charge" as well as "energy charges" which 
can vary seasonally and daily. Time-of-Day rates 
(TOO) are beginning to cane into use, and appear 
to be the wave of the future. 

Sellback of excess energy from the PV array to the 
utility is also a plausible scenario. We charac
terize sellback by a fraction which represents the 
percentage of the current selling price that the 
utility will pay the system owner for energy. 
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Utility rates used in this study represent actual 
1979 rates in use in the study cities, carried for
ward to 1980. 3 TOO rates were synthesized such 
that the total bill for purchased energy would re
main the same, if there was no change in the home
owner's use profile. These rates are shown in 
Table 3, below. 

TABLE 3. RESIDENTIAL ELEC'l'IUC KATES ( 1980$) 
(¢/kWh) 

Phoenix: 
Summer 1 

Winter 

New York.; 
summer" 
Winter 

Fixed 

5.15 
4.51 

13.9 
11.2 

Culw11bia, Mo: 3. 75 

* Peak time is 9 am 
8 am 

to 
to 

Peak/ Peak/ 
~O~f~f~P~e~a~k~--~3* Off Peak 

8.14/2.71 
7.14/2.38 

<!<!.1:1//.b 
18.5/6.17 

6.17/2.06 

9 pm in summer, 
8 pm :i.n winter, 

9.51/1.59 
8.33/1.39 

L ld/'1.5!5 
21.9/J.b~ 

7.36/1.23 

Mon-Fri. 
Mon-Fri, 

Summer rates effective May 1-Nov. 1. 
L Swmner rales effective May 15-oct. 15. 

STUDY PARAMETERS 

6* 

Since the purpose of this study was to evaluate 
storage in a PV system, the prime parameters were 
battery cost and utility rates. The latter in
cludes both variations in TOO price ratios and 
sellback ratios. The highest TOD ratio used was 
6:1, representative of several TOO rates in use at 
the present time. (Example: Madison, WI ratio is 
7.5:1 in Summmer, 5.2:1 in winter, with peak time 
u[ 10 am-9 pm. See Ref. 4,) 

Battery costs used span a .range of slightly over 
4:1, and represent current lead acid systems 
($270/kWh) at the high end, to projected advanced 
lead acid batteries ($64/kWh) at the low end. 

Electric rate escalation is a p~rameter affecting 
Lhe feasibility ot solar bybteMS 1~ genyral. Il 
was varied also, using 0%, 3% and 6% above infla
t~on. 

Finally, three different locations were used in 
the study. New York, NY represent:s a muthnaL~ly 
cold region, with fair .insolation and high electric 
rates. Phoenix, AZ is representative of a hot, 
sunny region with average electric rates, and 
Columbia, MO is characterized by a nearly equal 
heating and cooling load, fair insolation, and low 
electric rates. 

In all, 432 different optimum systems were synthe
sized and evaluated. Table 4 lists the parameter 
values used. At least one simulation was run for 
all possible combinations. 



TABLE 4, VARIABLE PARAMETERS 

Location (Phoenix, AZ; New York, NY; Columbia, MO) 
Electric Rate Escalation (0%, 3%, and 6% above in-

flation) 
Battery Cost ($64, $91, $163, and $270/kWh) 
TOD Ratios (1:1, 3:1, and 6:1) 
Sellback Ratios (0., 0.25, 0.50, and 0.75) 

432 systems 

RESULTS 

Since space does not permit a complete tabulation 
of the results for all 432 systems, representative 
results for all three locations are shown. (See 
Ref, 5 for complete report.) We have chosen a 
battery cost of $163/kWh and an electric rate esca
lation of 3% above inflation as our nominal case. 
For these "baseline" conditions, results for all 
twelve combinations of TOO rates and sellback 
ratios are given in Figs. 1-3. (Figures appear 
at the end of this paper.) Each figure provides 
four pieces of data for the twelve systems. First, 
the "Life Cycle Cost Rat.i.o" (I.CCR) .is givP.n. This 
is defined as the ratio of the levelized annual 
energy cost with the system chosen, to the level
ized annual energy cost without the PV system 
(i.e. the loads are satisfied totally by purchased 
electricity). Second, the PV array size is given. 
The simulation was restricted to a maximum size of 
150 m2• Third, the battery size is given; the 
maximum allowed was 50 kWh. And fourth, th~r~ is 
an indication as to whether the batteries, where 
employed, were used in an off-peak charging mode 
from the utility; if so, a "Y" is indicated. 

Figure 1, for New York, indicates that New York 
City is by far the most favorable of the three 
locations. This is due to the high electric rates 
found there. All twelve systems had a favorable 
LCCR, and array sizes, except for the zero sellback 
case, are chosen at the maximum allowed. Sizable 
storage is indicated in all but two cases. It is 
interesting to note that previous studies re
stricted to 1:1 TOO rates, got the same result we 
did for that case--namely, that storage is not 
beneficial for sellback ratios in excess of u.s. 6 

However, when TOD rates are assumed, all sellback 
ratios result in storage being beneficial. ln 
light of the trend by utilities and regulatory 
bodies toward TOO pricing, these results seem 
quite significant. Finally, Fig. 1 shows that 
off-peak charging should never be done under a 
flat rate (TOO= 1:1) pricing system. The storage 
in that case, for low sellback ratios, is dedica
ted to the PV array. That is, it is used only to 
store excess PV energy. 

Figure 2 (Phoenix, AZ), looks much like Fig. 1. 
However, the LCCR's are higher, the PV arrays are 
somewhat smaller, and storage is chosen in fewer 
cases and tends to be smaller where it is used. 
A TOO ratio of 6:1 is required for batteries to be 
used for all sellback ratios in an off-peak charg
ing mode. 

Figure 3, Columbia, MO, presents a rather bleak 
outlook for solar in general. Unde.r. thP. assumed 
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3% rate escalation scenario, PV systems are not 
even viable unless TOD rates are employed. Even 
then the LCCR's are close to 1 and not attractive. 
Only three cases involve storage. 

Optimum vs. PV-only Systems 

Another way to get at the influence of storage in 
PV Systems is to compare optimum systems, such as 
are shown in Figs. 1-3, to those which are opti
mized when constrained to have no storage. This 
has been done for New York, again using 3% rate es
calations, but with lower battery costs ($91/kWh), 
The results are shown in Fig. 4, which plots 
LCCR's vs. sellback ratio for all three TOO 
ratios. The solid lines are for optimum systems, 
i.e. batteries are included, if warranted. The 
dashed lines repeat the same conditions, but 
storage is forced to zero size. Where the dashed 
and solid lines coincide for a particular case, 
no batteries were chos.en in the optimum system. 

Thus, for example, the two curves for a 1:1 TOD 
ratio converge at a sellback ratio of 0.5. Hence 
the economic benefits to be derived from storage 
are greatest at zero sellback and decline to zero 
at the 0.5 sellback point. In contrast, the 6:1 
TOD ratio shows a minimum storage benefit at a 
sellback of about 0.35, and the benefits increase 
with increasing sellback from that point. 

CONCLUSIONS 

Several conclusions can be drawn ··from the results 
of this study. One is that the optimum array size 
is larger when storage is used, compared to PV-only 
systems. This situation occurs, in general, for 
sellback ratios of 0.5 or less. This could in
crease fossil fuel displacement and possibly 
accelerate PV production rates. 

Second, present day lead acid battery costs of 
about $270/kWh over 20 years are too high for 
their use to be economically attractive in grid
connected residences, except for isolated cases. 
At a cost of $100-$150/kWh, batteries do become 
economically attractive in a large number of cases. 
These cases can be roughly categorized as follows: 

1) Sellback ratios less than 0.5, or 

2) Time-of-Day ratios greater than 3:1. 

Third, storage in a PV system increases its flexi
bility. The system will be better able to cope 
with changing utility strategies. For example, 
implementation of a monthly peak demand charge 
would severely hurt PV-only systems, but not those 
with storage. 

And fourth, there are cases where the batteries 
would not be justified on the basis of either off
peak charging alone or PV-charging alone, but are 
justified by having both modes available. 

We have demonstrated in this study which combina
tions of TOO rates and sellback would justify 
storage in the residence, but we have not at-



tempted to predict which are likely. These 
factors are regionally dependent, and will also 
change with time. It seems clear to us, however, 
that sellback ratios will tend to decline as PV 
penetration increases, and that TOD ratios will 
also decline as utilities achieve better load 
balancing. 
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ECONOMIC WORTH OF ON-SITE SOLAR ELECTRIC GENERATION IN A UTILITY GRID 
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ABSTRACT 

Widespread utilization of solar electric 
technologies in parallel, or as supplements to the 
existing utility necessitate a detailed evaluation 
of their economic worth and utility impacts. Such 
an assessment must be performed within the context 
of the overall utility/solar electric system inter
act1on, system design-cost relations, future 
electric energy costs, rate structures, and owner
ship options. 

SAI has developed a methodology to evaluate in 
detail the utility impacts and economics of grid
connected solar electric technologies. The value 
of utility integrated solar plants consists of both 
electric generation costs and capacity costs to 
meet a specified reliability level and depends on a 
number of complex variables. The methodology and 
results presented here incorporate these complex 
variables through integration of diverse simulation 
techniques, including hourly solar electric system 
performance evaluation, probabilistic solar
subtracted load determination based on solar plant 
outage probabilities, mixed-integer linear program
ming formulation of the capacity expansion, and 
probabilistic determination of generation cost and 
loss of load probabilities. 

INTRODUCTION 

Solar electric power systems have the potential to 
supply power for industrial, commercial, institu
tional, and utility applications and to reduce con
sumption of non-renewable fossil fuels. However, 
widespread utilization of solar electric technolo
gies in the United States will r·equ·ir·e lhctl lhe 
solar systems be operated in parallel with, or as 
supplements to, the existing utility grid. For 
such systems, assumptions regarding future electric 
energy costs and rate structures have a major im
pact on solar system design and economics. Thus, 
in order to fully assess the economic worth of 
solar electric systems, it is necessary to evaluate 
their impacts on utility generation characteristics 
and to determine solar electric system design and 
cost relations within the context of the overall 
utility/solar electric energy supply system. 
Kesults of solar impact analysis are expected to 
assist in the development and manufacturing of 
appropriate solar energy systems as well as their 
commercial utilization by utilities, commercial/ 
industrial and other user groups. 

SAI has developed a methodology which evaluates the 
impacts and economics of grid-connected solar 
electr·ic te<.:linulugies with1n the overall ut1l1ty 
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context. Because solar energy varies both hourly 
and seasonally, reaching a peak level for only a 
few hours each year, solar generation is unique 
relative to conventional generation currently in 
use by most utilities. The value of solar plants 
integrated in a utility network is determined by 
both the electric generation costs and the capa
city costs required to meet a specified reliabil
ity level, and depends on a number of variables-
the mix and cost of conventional (non-solar) gen
eration; the stochastic coincidence between solar 
generation and the electric system load; theamount 
of solar penetration; solar plant construction time 
and ownership; the energy storage capability of 
the solar system; and the solar system dispatch 
strategy. This paper summarizes the various tech
niques which have been developed and provides 
initial results for the worth of on-site photo
voltaic, wind, and solar thermal electric 
technologies. 

METHODOLOGY OVERVIEW 

Grid-connected solar electric systems have an 
impact on utility characteristics by modifying the 
load to be supplied by conventional generation. 
This provides direct economic benefits to the 
utility in the form of reduced fuel and operation 
and maintenance costs. In addition, the resulting 
load may also provide capacity savings in the form 
of reduced installed capacity requir2ments, depend
ing on the statistical reliability of the solar 
generation during peak load periods. The modified 
load will also affect the appropriate utility gen
erat1ng mix of base, intermediate, and peaking 
plants. Figure 1 illustrates these impacts and the 
interactions between solar electric power systems 
and the utility network. 

The model developed by SAI provides a comprehensive 
analysis of the impacts of different solar electric 
technologies, and estimates the economic value of 
the solar plants to the utility, dispersed user, 
and third-party investor. The final output of the 
model is a set of estimates of the breakeven cost 
for solar electric technologies under different 
assumptions about ownership, payback period, and 
return on investment. The model calculates the 
economic benefits to dispersed users by assuming 
that the annual cost savings to the utility are 
passed on to the user via an appropriate rate 
structure. The precise nature of this rate struc
ture is currently the subject of rather controver
sial legislation, and the formulation of this model 
does not require any specification beyond the 
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assumption that any rate structure will spread the 
benefits fairly. 

An overview of the model is shown in Fiq. 2. The 
overall assessment methodology involves.five sep
arate model segments--hourly simulation of solar 
electric system performance; utility load projec
tion and adjustment for the output of the solar 
plants; capacity expansion and mix adjustment for 

conventional utility generation; production cost
ing for the resulting conventional utility mix; 
and finally economic analysis of the solar plant 
value under different ownership alternatives. 
Because of the extensive calculations that are 
involved, the models have been implemented with a 
modular structure so that analysis runs can be 
made independently of the others. The various 
model segments are described in what follows. 

"' 

SOLI\R THERMAL 
ELECTRIC 

PERFORMANCE 
MODEL 

"' 

(~)::.:""'/"' DATA --------------........ .-/ 

HOURLY OUTPUT PROFILE 
I TOTAL 
I CONSUMF.D ON SITE 
I THERMAL CREDIT 

~
---. 

~~iL~r~v A ~-------------------------------
ERFORMANCE ---- ----
OST ----- -----

'-.. ./ ---.. ... - _.,...-.....___....... ::.-.<:: 

LOAD DURATION CURVE 
FOR EACH SUB PER I OD 
I WI THOIIT SOIIIR 
• WITH 51JL.A.P. 

~ --------- ------------ --UTILIT'I _...•" -- ... '--- --
---~~~~~~--------~--~~~~=~~~-----------

----------------------------______________________________ :~~ 

Fig. 2. Solar Electric Power Systems Impact Analysis Methodology 
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SOLAR ELECTRIC SYSTEM PERFORMANCE MODELS 

The solar electric performance models simulate the 
hourly output of various solar technologies. 
Separate models are available for photovoltaic, 
solar thermal electric, and wind systems. Each 
model consists of subsystem component models which 
are used to compute steady-state efficiencies at 
each hour. As an example, Fig. 3 provides an over
view of the simulation model for solar thermal 
electric power systems. At each hour the model 
computes steady-state energy balances, tracking 
losses, cosine losses, blocking and shading, re
flectivity (or transmissivity), surface error 
losses, receiver intercept factors, receiver ab
sorptivity, re-radiation and convection losses, 
therma 1 transport 1 osses, storage or hybrid energy 
flows, and part-load turbinegenerator efficiencies. 

Inputs for the various models comprise the follow
ing categories: hourly meteorological data on 
SOlMET tapes-beam and total horizontal t'ddiation, 
sun position, temperature, wind speed; solar 
electric plant data-type, collector parameters, 
energy conversion parameters, storage/hybrid sub
system parameters, dispatch strategy; and hourly 
on-site electric demand profiles. 

Outputs consist of the annual energy flows to/from 
various subsystems, overall plant performance 
summaries, thermal energy credits (where applicable) 
and hourly electric output files for total gener
ation and energy consumed on-site. The model out
puts can be used directly for systems anillysis and 
design trade studies, or the hourly output files 
can be attached for input to subsequent analysis 
mode 1 s. 

LOAD ADJUSTMENT MODEL 

The load adjustment model estimates the impact of 
the solar electric generation of the overall 
utility loads. The original load for the utility 
is first projected to the time span of interesl, 
and then the outputs of the solar electric plants 
are subtracted on an hourly basis, taking into 
account the transmission and distributed benefits 
of on-site generation. Solar plant outputs are 
E:Ca led by the rrwu!Jer of um ts and capacities of the 
various solar systems, and then their hourly out
puts are subtracted probabilistit:ally in the sense 
that various combinations of solar plant outages 
are considered at each hour in accordance with the 
forced outage probabilities. The hourly results 
are then accumulated in the form of load duration 
curves for each month or season, as indicated in 
Fig. 4. These load duration curves are stored for 
both the original load projection (without solar) 
as well as for the solar-subtracted load. This 
provides a non-solar referenr.p case which is 
carried along with the solar case throughout the 
remaining analysis, so that the differential 
impacts of the solar generation can be accurately 
measured. 
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MIX ADJUSTMENT MODEL 

The mix adjustment model performs a capacity 
expansion analysis to determine the type and 
number of conventional generating units which 
should be added to the existing utility mix to 
meet projected electric demands at minimum total 
cost. This analysis is performed for both the 
solar case and the non-solar reference case. 
Inputs for the analysis include the existing 
utility system generating plants; the plants avail
able for capacity expansion; characteristics of 
each plant type, including rated capacity, minimum 
operating levels, fuel type, heat rates, forced 
outage probabilities, maintenance requirements, 
fixed capital costs, and variable O&M costs; 
utility economic data, such as fuel costs, escal
ation rates, taxes, discount rate, insurance, 
etc.; and projected utility load data in the form 
of seasonal or monthly load duration curves both 
with and without solar. 

Figure 5 presents a screening curve analysis which 
illustrates the considerations involved in per
forming the utility mix optimization. The upper 
curve shows annual c:osts for differentplant types 
as a function of the number of hours per·year 
which they are run; the lower curve represents the 
annual load duration curve. Capital-intensive 
plants such as nuclear or large coal have hiqh 
fixed costs but low variable costs, so they are 
most appropriate when used as base-loaded plants 
that are run almost continuously. Combustion 
turbines, on the other hand, have low capital 
costs but hiqh variable costs, so they are most 
appropriately used as peaking units which run only 
a few hours per year to meet the highest demand 
levels. By projecting the intersection points of 
the plant cost curves onto the load duration curve, 
as shown in the screening curve analysis of Fig. 5, 
it is possible to estimate the amount of capacity 
desired for each plant type. 

The screening curve analysis does not account for 
the previously existing plant mix of the utility, 
the discrete sizes of the available plants, the 
minimum operating levels of the plants, the spin
ning reserve requirements to maintain available 
c:ar.:~rity for meet irrg sudderr ludd increases, or the 
probabilistic forced outage characteristics of the 
various plants. SAT has formulated the basic cap
acity expansion problem as a mixed-integer linear 
programming problem which is solved using a stand
ard linear programming package with branch and 
bound techniques for the integer variables. 
Figure 6 illustrates the discretization of the load 
duration curve into demand segments and the vari
able cost representation of each generator (which 
allows non-linear heat rates but assumes linear 
incremental heat rates). The variablP.s for the 
linedr· program are the number of plants of each 
type to be installed, the number of plants of each 
type which are dispatched in each demand segment 
(if minimum operating levels are accounted for), 
and the operating level of each plant in each de
mand segment. The nbjective function of the linear 
program is to minimize the present worth of total 
fixed plus variable plant costs. Constraints for 
the problem i11clude the following categories-
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installed reserve margin, demand requirements, 
spinning reserve, plant capacity, plant availabil
'ity and purchase constraints, plant energy limits 
(e.g., hydro), and integer variable constraints. 

The solution of the linear program provides the 
basic capacity expansion plan; however, it assumes 
de-rated plant capacities without accounting ex
plicitly for the probabilistic nature of plant 
forced outages. This is performed in a subsequent 
analysis step, which estimates loss of load prob
ability (LOLP) using a Gram-Charlier series expan
sion technique to rapidly evaluate convolutions of 
the demand and plant outage random variables. 
Peaking capacity is then added or subtracted from 
the generation mix to meet the requiremed LOLP re
liability criterion. Finally, a maintenance 
schedule is estimated by removing plants according 
to maintenance reguirements so as to levelize the 
reserve margin,. defined as the ratio of the total 
available plant capcity over peak demand, over all 
months. The final output of the mix adjustment 
model is the adjusted capacity mix (both with and 
without solar} 1 the est1mated annual production 
costs for each generator type and fue·l type I and an 
estimate of the present worth of revenue require
ments for the utility. 

DETAILED UTILITY PRODUCTION COSTING MODEL 

A detailed probabilistic production costing model, 
SYSGEN [1], can be used to provide a refined esti
mate of production costs based on the modified load 
duration curves and the optimized conventional cap
acity mix for both--the system with solar gener
ation and the reference system with no solar 
generat1on. SYSGtN uses the standard Booth
Baleriaux algorithm to account for plant outages, 
in which the effective load duration curve seen by 
each generator is expressed as the original load 
duration curve plus the random outages of previous 
generators in the loading order. The successive 
load durat1on curves are computed using a recursive 
technique to perform the required convolutions, as 
described 1n Reference [1]. 

ECONOMIC ANALYSIS MODEL 

The outputs of either the mix adjustment model and/ 
or the detailed production cost model are then used 
to provide estimates of the breakeven costs of the 
solar plants for utility, on-site user, and third
party investor ownership alternatives. 
Additionally, the economic analysis can calculate 
the net present worth ot the solar systems for 
various solar plant cost assumptions. The key 
assumption of the economic analysis is that the 
rate structure applied to solar system investors 
will reflect the difference in cost of electric 
service to this customer class, so that the overall 
sdvings provided by the solar plants are passed on 
to the investor. 
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CONCLUSIONS 

The methodology described above provides a compre
hensive and consistent analysis of the economic 
worth of different solar electric technologies 
operating in a utility network. This is an import
ant consideration in determining solar electric 
system design and cost relations within the context 
of the overall utility/solar system interaction. 
Representative results of the modeling analysis 
will be presented at the conference for the worth 
of on-site photovoltaic, wind, and solar thermal 
electric technologies. 
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OF SOLAR ENERGY 
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ABSTRACT 

The recent hypothesi.s that there are no 
economies of scale in the acquisition of 
solar energy is explored. A non-technical 
definition of the concept of economies of 
scale is offered as well as three examples of 
the use of this concept in real world situa
tions. First, a study is cited which 
maintains that economies of scale existed and 
were exploited in u.s. electric power generation. 
Second, a study is cited which indicates 
economies of scale exist for sugarcane farmers 
where biomass conversion of sunlight is the 
solar energy process. Third, the optimal 
sizing of residential solar hot water systems 
is offered as an example of the use of scale 
concepts in solar thermal applications. The 
conclusions reached are that scale economies 
are important in policymaking, that scale 
economies do appear to exist in at least some 
solar energy applications and that further 
research in this area seems warranted. 

INTRODUCTION 

A hypothesis that has surfaced in the literature 
on alternative energy sources is that there are no 

. economics of scale in the ao::4uisition of solar 
energy [1). The validity of this idea could 
have significant implications for government 
policy making and private sector investments. 

·conventional wisdom would dictate that if there 
are no economies of scale in the acquisition 

·of solar energy, then large central rece~y~r
technologies which require large distr~'3~~io.l:\ 
infrastructures would seem to mak.~ H.~.n.~ §~~.!!~: 
AlternativelY, dispersed sn 1 fl.\, t;:!',chnologi~;~i1 
such as solar thermal hot water sy.stems 
located on single family dwellings would seem 
to be the sensible choice. Logically, the 
existence of decreasing, constant or increasing 

~ 

199 

Charles R. Grebenst~in, PH.D. 
Solar Thermal Systems Division 
Exxon Enterprises, Inc. 

returns to scale in the application of solar 
technologies should influence policy content, 
policy impact and investment decisions such that 
the technologies and applications with the most 
desirable economics, broadly speaking, are the 
ones that are promoted. 

The purposes of this paper are threefold. First, 
to define, as clearly as possible1 in l.11y terms, 
the concept of economies of scale and then to 
present th'ree examples of the application of the 
concept to real world situations. Second, to 
examine the utility of using the results of 
economies of scale analysis to affect policy
making and to examine the validity of the 
hypothesis that there are no economies of ~cale 
in the acquisition 6f solar energy. Finally, to 
suggest areas for further research. 

It is hoped that this discussion will ~rove useful 
to the various policy makers in the public sector 
where large sums of money will be spent to develop 
solar energy technologies, to economic researchers 
who can shed more light on the subject, and 
ultimately to the private sector decision makers 
who will allocate industry's limited financial 
resources. 

For the purposes of this paper a broad definition 
of the "acquisition of solar energy" will be used. 
The term acquisition is assumed to mean single 
steps in a complete solar technology process 
(such as the growing of grain as part of the 
gasohol process) as well as the entire process 
(such as the collection of sunlight, conversion 
to steam and production of electricity by a 
"power toweJ;"'1), '!'he t:erm solar energy is 
assumeq to !n~l,uge such things as ocean thermal 
@.le~n!~. PQWer ~enera,Hon. technologies, wind 
po,w~~ ~~~hnolog{~§, bio~ass technologies, etc., 
~~ w~U !!!?. tne··!l!9t'e tra,ditional solar thermal 
ei\£1 p,ho.tovoltai<; te<;hnol,ogies. 

1
The terms "returns to scale" and "economies of 
scale~ are interchangeable· 



THE CONCEPT OF RETUR.t'lS TO SCALE 

Economic returns to scale may be defined as 
the propo~tional amount of additional output 
resulting from some 2positive increment to the 
cost of production • Equivalently, the con
cept may be expressed as the change in the cost 
per unit of output as more output is produced. 
Returns to scale are said to be increasing, 
constant or decreasing as the cost per unit of 
output decreases, remains the same or increases 
following an increase in output. A typical pat
tern of returns to scale is illustrated in 
figure 1. 

Cost Per 
Unit of 
Output 

Increasing Constant Decreasing 
Returns to Returns to Returns to 
Scale :Scale j Scale 

I I 
I I 
I I 
I I 
1 I 
I I 

Quantity of Output 

Varying Economic Returns to Scale 

Figure 1 

Defined in this general way, the concept can be 
applied in a ran~e of situations. 1ndlvldual 
plants, single- or multi-plant firms, single 
industries or industry groups utay be examined. 
The envelope of analysis may be varied as appro
priate in either a horizontal manner (e.g., across 
across sP..-,erA.l plants providing the same output) 
or a VQrti~~\ mAnner (e,g., across different func
ti\ms or steps that make up an ent'ire process or 
prodt~o:t). It is important to remember however, that 

2 
Another common approach lS co defiue ~c.onomics 

of scale in terms. of the proportional amount of 
output resulting from a uniform increment to all 
quantities of inputs rather than just to cost as 
was chosen in this case. See Giora Hanoch [2) 
for a technical comparison of the two approaches. 
Note that additional cundiLluna of both defini
tions are that inputs be used as efficiently as 
possible and the price structure for inputs does 
not change over the range of input data considered. 
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the conclusions reached about returns to scale 
may change as Lhe en·v'elopc of analysis is redrawn. 

EXA}~LES OF ECONOMIES OF SCALE 

Presented below, for purposes of illustration, 
are three examples of the application of the 
concept of returns to scale to different real 
world situations. 

The first example comes from the electric 
utility industry where considerable research 
has been done on returns to scale in electric 
power generation. Universal agreemenL amuu5 
researrhers on the nature of economies of scale 
lu el.:..:.trie pouor 13"'n"'r"tinn rloes no~ exist:. 
However, one well documented conclualon is that 
there were increasing economies of scale to be 
had during the pre-1970 decades, but that most 
opportunities to capture benefits from the 
increasing returns to scale had been exhausted 
by Ahout 1970 due to growth in Lhe size of 
utilities up until that time [3]. Post lY/0, 
Lh" • .,curt\0 to ~o:llG' ~rfl~Ar to he con§t:ant, and 
thus no benefit would accrue from further 
increasing the size of the generating units. 
This finding provides a partial explanation of 
the recent reversal in the historical trend of 
declining real prices for electricity. It is 
important to note, however,. that the literature 
is consider.<~hl.y less robust in the analysis of 
returns to scale in the transmis~ion and distri
bution of electric power and, perhaps most 
i~portantly, in the analysis of returns to scale 
for integrated electric power generation and 
delivery systems. 

The second example is 1n the broad ~"''~e an 
appliL:alluu ~.E eke mmoop t nf rrnnomi es of 
scale to a step in a sola~ energy technology 
(i.e., biomass con·,ersion of sunlight). The 
government of Brazil in 1971 implemented a 
policy of merger, incorporation and relocation 
of sugar producing and refining operations. 
A desire for increases in efficiency through 
decreased costs ot production awung ~ugar 
producers was the motivation behind the policy. 
A successful outcome ~~s hased on the notion 
that there are in fact economies of scale 
to bP. A~hie.ved by increasing the nominal size of 
the sugarcane producing units. A study by 
Al.:.antara and Pr:n•.' [lo) ,.,f. rctyrns to s;cl!l<> 
among sugarcane producers near Sao Paulo 
concluded that a situation similar to the 
hypothetical situation illustrated in figure 
existed for the firms they sampled. That is, 



increasing returns to scale are belie~ed to 
exist for farms up to a specific size measured 
in tons of harvested sugarcane, and that 
decreasing returns to scale occur beyond that 
size. Their conclus.ion was that an elightened 
policy for the Brazilian governme~t to pursue 
would be to encourage the growth in the size 
of sugarcane farms up to the size where increas
ing returns to scale stopped accruing. 

A final example of the concept of returns 
to scale is drawn directly.from a solar thermal 
domestic hot water application where there 
is a conventional fuel auxilliary system. In 
this example, the analysis of proper "solar 
system sizing" can also be seen as a question 
of returns to scale. The curve in figure 
2 demonstrates the relationship between the 
average annual per unit cost of meeting a 
domestic hot water load ($/MBtu/gallon of water) 
and the proportion of thermal energy provided 
from conventional versus solar sources (a 
so-called "percent solar fractiol)."). In any 
application it may be possible to meet most or 
even all of the hot water load with solar 
energy. Howe·ver, in order to increase the 
percent solar fraction, additional solar energy 
collection and storage equipment must be intro
duced, that is, the scale (size) of the solar 
system must be increased at an increase in 
capital investment. For the relationship 
described in figure 2, returns to scale of the 
solar system are not constant, rather they 
increase, reach a maximum and decrease for an 
increasing percent solar fraction or equivalentlY 
for increasing sizes of the system. That 
phenomenon occurs principally because at a very 
low percentage solar contribution, the increase 
in capital in·.restment for an increase in system 
size is more than offset by the decrease in 
con·.rentional fuel costs. However, the relation
ship petween energy output for the solar system, 
the system size and the required capital invest
ment is nonlinear. A point in size is eventually 
reached where further increases in system size 
and capital investment to achieve more energy 
output, and thus a greater solar contribution, 
is no longer offset by decreasing conventional 
tuel costs. This means decreasing returns to 
scale have set in. 

3
That point was reached at.an annual 
production of 161,000 tons of harvested 
sugarcane. 
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Average 
Annualized 
Cost Per 
Unit Of 
Delivered 
Hot Water 
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0 100% 
Percent Of Energy Supplied By Solar Equipment 

Figure 2 

Returns To Scale For Domestic 
Hot Water Application 

IMPLICATIONS FOR SOLAR EHERGY P.OLICIES 

To summarize, a claim has been made that there 
are no economies of scale in the acquisition of 
solar energy and furthermore because of this, 
that policies influencing the development of 
solar technologies should discriminate against 
large central systems while favoring small 
dispersed ones [1]. The appropriateness or 
applicability these two proposals may now be 
examined, drawing on the discussions in 
foregoing sections. 

Taking the latter of these two proposals first, 
that the absence or presenc-.e of economies of 
scale can support and/or help direct policies, 
evidence of the truth of this exists. The fact 
that there no longer appear to be increasing 
returns to scale in the generation of electric 
power speaks against any policy that 
would promote the development of electrical 
generating units that are larger in size than 
current industry practice. In the sugarcane 
example analysis of the economies of scale 
directly supports the premises of the 
implemented policy, that increasing the size 
of the farming units should lead to a decrease 
in the cost of production. Apparently, 
however, Brazilian government's incentives 
did not discriminate by the size of the 
existing farming unit. While the analysis 



by Alcantara and Prato indicated that the 
policy would only be effective up to a certain 
size and that above that size, increases in the 
cost of production would be the likely result. 
This, then, is also an example of an opportunity 
for policy adjustment in light of the results of 
an economies of scale analysis. Finally, the 
current purchasing behavior of solar domestic 
hot water customers support the notion that 
there is nominally a "best" target percentage 
solar contribution design figure. In the 
New England area, the majority of solar domestic 
hot water installations are sized4to achieve 
between 35-45% solar contribution • 

Examination of data related to the first 
premise, that there are no economies of scale in 
the acquisition of solar energy, has uncovered 
two exceptions and it is strongly suspected that 
additional exceptions can be found. In particular, 
the claim has been made [1] that since sunlight 

5 
fallo everywhere and one corn plant io 
efficient as the next one, that a large assemblage 
of such plants. is no more efficient than a small 
one· (except for minor savings in maint~nance 
costs) Hence, there is no economy of scale in 
this case, and, further, this is true for all 
applications of solar energy. Clearly, Alcantara 
and Prato's findings challenge that viewpoint. 
Also, as was just discussed, there are economies 
of scale to be considered in the design of 
solar domestic hot water systems. In light 
of this evidence, it would seem that there 
is sufficient justification to warrant suspicion 
of the premise that, a priori, there are no 
economies of scale in the acquisition of solar 
energy. Because of this, the pursuit of broad 
based programs and/or policies for the redesign 
of national energy systems, based on this 
premise appears to be premature. Furthermore, 
the lack of available economies of scale 
analyses, theoretical or empirical, particularly 
regarding entire systems of energy production, 
suggests that a rich opportunity for important 
research lies untapped. 

11
As evidenced, for example, by the results of 
the Long Island Lighting Company's domestic hot 
water program involving the installation of 
several hundred systems. 

· 5seemingly implicit in this statement is the 
notion that sunlight falls evenly everywhere 
which is approximately true for local regions 
but, of course, is not generally true. 
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CONCLUSIONS 

Based on the foregoing discussion, three 
conclusions can be drawn. 

First, economies of scale analysis is 
potentially a useful tool to help support 
or direct policymaking as it applied to the 
acquisition of solar energy. This holds · 
true., however, if and only if the concept 
is applied in a manner appropriate to the 
issue being addressed. 

Second, it is not possible to state at this 
time whether or not variable economies of 
~rAle Pxi~r fnr th~ acquisition of all solar 
energy technologies, although there seelliS to 
be evidence that they do exist in at least 
some applications. 

Third, there are fruitful opportunities 
for research into the following areas: 
scale returns for individual solar 
technologies; scale returns for entire 
conventional energy systems; and scale 
returns for integrated solar and 
conventional energy systems. 
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ABSTRACT 

Thermal analyses of single wall sections and of a 
simple room have been made with a large scale sim
ulation code to determine under what conditluus the 
special passive solar provisions in the recent City 
of Seattle, Washington building code reflect what 
would be observed for structures exposed to typical 
coastal and semi-arid weather patterns. The re
sults suggest that the reduction in U values per
mitted for heavy wall sections are somewhat opti
mistic and that the daily temperatures changes es
timated to occur in thermal masses loca.ted within 
the building envelope are overly generous for ex
ternal walls and for internal frame walls and too 
small for internal concrete walls. The effects of 
external insolation on reducing effP.r.ti.ve winter U 
values is shown to be substantial and suggest that 
some provision be made to accommodate this in the 
code. 

INTRODUCTION 

The City of Seattle has recently adopted a building 
code [1] which applies to new and rehabilitated 
structures. The code is based upon ASHRAE 90-75, 
[2], but includes special provisions for passive 
designs. Structures are to have both specific sec
tion U values and overall U values which are less 
than those specified and to meet maximum OTTV val
ue,; as dictated by ASHRAE 90-7~. Tn computing the 
U value based upon an equation of the form 

u 
MAiUi+AfUf 

Ai + Af 
(1) 

where Ai refers to a wall section i and Af to the 
glazing portion we find that M is specified as a 
[a c.; Lor which rangco from 0. 9 to 1. n nP.pending upon 
the weight of the section and Af represents the un
compensated fenestration area. The M values are 
listed below in Table 1. Heavy sections, with 
their apparent storage of energy, are given. as much 
as a 10% reduction in U value to account for a de
layed release or absorption of ~nergy. For every 
7.9xl0 5 j/day (750 BTU/day) of thermal storage 
which is contained within the insulated shell of 
the structure, one may reduce the fenestration area 
Af by .09 square meters (1 square foot), whether 
this therm<~l !;t:Orage 1:; illuminated by ounlight or 
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not. In computing the thermal storage, we use the 
equation 

S = (W M • SH) • LiT (2) 

where WM• SH represents the total thermal capacity 
of a square foot of a wall and LiT represents an 
average daily temperature variation. The code 
specified LiT tobe2.8°C/day (5°F/day) for heavy 
sections and 5.6°C/day (l0°F/day) for light sec
tions although the definition of heavy and light 
section is somewhat ambiguous. 

Table 1 

M Values 

section weight M 

0-122 kg/m 2 0-25 lb/ft 2 1. 00 

122-195 26-40 0.96 

195-342 41-70 0.93 

342 and above 71 and above 0.90 

Although the language of the code is very similar 
to the City of Davis, California code [3], the 
area of typical. wAll sP.ctions required to meet the 
code requirement are about 27% larger than those 
specified by Davis, being equivalent to 10 6 j/day 
(950 BTU/day). In calculating the thermal capaciLy 
of a square foot, the depth of the wall is taken fo 
be that depth at which a resistance of R= 0.18 m -
°C/1~l BTU/ft 2 -hr-°F) is reached, although it is 
not clear whether the surface resistance is to be 
considered. 

In examining these two aspects of the code, we 

i.. 

•·. 

asked ourselves the following questions: How real-~ 
istic are the M values and do they depend upon the · 
placement of the insulation or upon the weather; 
are M values different for summer and winter peri
ods; are the temperature changes of 5 and 10°F per 
day realistic; does radiation between the various 
surfaces affect any of these results? Accordingly _ 
we devised a series of numerical simulation:; to 
test the conclusions of the code. Since Northwest 

::.-::·· 

.... ~ . : 
-....... . 

0 •. .· 



buildings are primarily designed for heating loads, 
only the winter simulation results are presented 
here. 

RESULTS 

The Single Wa.l I 

Using standard finite element techniques, a single 
wall composed of insulation [k = . 073 w/m- °C (0. 042 
BTU/hr-ft- 0 F), c = 795. j /kg-°C (0 .19 BTU/lbm- 0 F), 
p= 192 kg/m 3 (12.0 lbm-ft 3

)] and medium weight con
crete [k= .52 w/m-°C (0.3 BTU-m-ft-°F), c= 920 
j/kg-°C (0.22 BTU-lbm- 0 F), p=l600 kg/m 3 (100 lbm/ 
ft 3

)] was constructed of such material thicknesses 
that its section weight varied from 60 to 500 kg/m 2 

(12 to 102 lb/ft 2
). One series of simulations was 

made with a constaut lnsuiation thickness and vary
ing concrete thicknesses such that both WM and U 
varied and another series with the thicknesses 
adjusted to maintain a constant lJ va.l.•.1.e. The sim
ulations were made for both summer and w]nter peri
ods with three different weather data: 1) a weath
er profile which repeated every day and for which 
the temperature and insolation varied sinusoidally 
during the day; 2) weather data which is typical of 
the northwest coastal region (,.;pecifically Seattle) 
with mild temperatures and frequent overcast skies; 
3) weather which is typical of Eastern Washington, 
which has hot clear summer and cold clear winter 
days. Both the Seattle and the Eastern Washington 
weather tapes were obtained by selecting appropri
ate days from NOAA weathe; tapes. The simulations 
were made by first calculating for a 3 day period 
to allow the temperature profile to become indepen
dent ot the initial conditions and then simulating 
an additional 5 days. For all cases, the sinusoid
al weather results gave values of M which were 
unity, indicating that over a day's time, storaeP 
played no part since the effect is simply one of a 
phase shitt in the temperature profiles. The re
sulrs ot the two measured winter weather profiles 
are shown in Tables 2 and 3 for several winterdays. 
Calculations were done both with and without set 
back, to simulate the two most common building use 
strategies and to investigate the effect of a sub
~tantial heat release to and acceptance from the 
builulug interior. The effective U is defined by 
calculating the hourly U values and averaging 
Rrr0rt1ing to 

u.,u l: 
120 hours 

Q lost from the room 

·rroom - 'l'outside 
(3) 

The winter results indicate that the placement of 
the insulatiuu lla~ an effect upon theM value, with 
inside insulation indicating that the effective U 
value may be higher than the steady state value and 
with outside insulation showing a reduced M value, 
but with a nonlinear trend. When no night setback 
is ~sed the trend of the results tends to be the 
same for either location of the insulation. How
ever, the use of setback suggests that outside 
placement of the insulation is to be preferred 
especially when solar irradiation is considered. 
It should be stressed that while these 5 day 
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averages are typical of the winter weather, sub
stantial differences are to be expected on a day 
by day comparison. In general, when the weather 
is reasonably mild and the daily variation small, 
a~ in the coastal weather, the effect is to give 
a value of M, based upon Ueff for no mass, equal 
to or larger than 1 except for the night setback 
c:ase. On the other hand, when the weather is 
severe, as in the semi-arid weather, M appears to 
be always less than 1. From a prescriptive code 
point of view, those results suggest that no 
effect of section weight be considered because of 
its strong dependence upon climatic variables and 
operating schedules. The tables also indicate the 
effective temperature change of the walls, and in 
none of the cases, do we see anything near the 
'2.8°C(5°F) permitted by the code. The temperature 
change was determined by the equations 

llQ (due to mass) ~ Q- Q (nu ma~~) over a 
24 hour period 

LIT ~ llQ (due to ma~s) /1m • SH (4) 

applied over the 5 day period. The effective 
daily temperature variation did not appear to be 
affected by setback or by the absorption of solar 
radiation. Of greater effect is the solar energy 
absorbed at the outer surface of the wall which 
tends to reduce the average heat loss, in the a
mount of 30 to 45%. Obviously, for summer days it 
will increase the heat gain (increasing U by as 
much as a factor of 6). However it would appear 
prudent to permit dwellings whose surfaces can be 
protected by shading in the summer to gain credit 
for winter insolation by permitting a reduced val
ue of U to be used. 

The Room 

When a room ic composed of a numbet· uf ~urfaces 
r.rhi.rh -::an oxo;;hangc heat radiantly, uu.: tulglll ex~ 
pcct substantially Jlfferent results. The simula
tion program, U\o/ENSOL [ 4], was used to moue! a 
space composed of the following surfaces 

TRbJ.e 4 
Composition of the Room 

Wall beccription 

1 

2 

3 

4 

5 

6 

interior concrete slab 
floor 

intCr1or concrete slab 
ceiling 

double glazed wall 

(500 kg/m 2 or 
60 kg/mz) 

(60 kg/m' or 
500 kg/m 2

) 

exterior concrete wa.l.l (U= .93w/m2 -°C, 60or 
500 kg/m 2

, concrete & 
insula tiott) 

exterior frame wall (U= .93w/m2 -°C, 
gypsum, framing, in
sulation, sheathing) 

interior frame parti- (gypsum both sides) 
tion 



Section 
Weight 
(kg/m2

) 

500 
350 
250 
150 

60 

500 
350 
250 
150 
60 

* 

Table 2 

Ratio of Ueff to Ueff(mass = O) for Single Wall Sections 

Pacific Northwest Coastal Weather 

5 Day Winter Average 

Inside Outside 
* Insulation Insulation liT 

without uith without with 
setback setback setback setback 

1.082 1. 042 1.085 .888 .21} 1.062 1. 036 1.068 .890 .21 
1.043 1.021 1.049 .866 .26 
1.021 1.003 1.027 .857 .23 
1.004 .991 1.006 .911 .16 

1.179 .996 1.186 .746 .21 j 1.141 .985 1.153 . 74 7 .21· 
1.098 .969 1.113 .722 .25 
1.036 .972 1. 057 .722 .23 
1.002 .981 1.006 .847 .16 

No Insolation 

0eff(mass=O) 
0steady 

= 1.00 
state 

Insolation 

U eff (mass=O) 

usteady 
= . 615 

state 

liT effective daily change in the average temperature of the wall 
with setback 

Section 
Weight 
(kg/m 2

) 

500 
350 
2.50 
150 

60 

500 
350 
250 
150 

6u 

TahlP. 3 

Ratio of Ueff to Ueff(mass = O) for Single Wall Sections 

Pacific Northwest Semi Arid Weather 

5 Day Winter Average 

Inside Outside 
* Insulation Insulation liT 

without with without: with 
setback setback setback setback 

.963 .949 .958 .913 .37'F} No In,oloUon 

.981 .973 .978 . !136 .25 

.988 .983 .986 .946 : i~ ~ eff (mass=O) -1. 00 .994 .991 .993 .957 

.999 .998 .998 .984 .10 steady state 

.965 .925 .959 .884 .36 } In•oiaUon 

.986 .955 .982 .909 .25 

.994 .970 .991 .925 .24 ~ e.f.f ( J!la.?. ~.=Ql ~ . 8 2 2 .999 .987 • 998. gt,t, .18 
1.000 .997 1.000 .981 .10 steady state 
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In performing the simulation, the glazing was south 
facing, the exterior surface solar absorptivities 
were set to unity, and the solar energy transmitted 
by the glazing fell only on the floor. The floor 
was taken·as 60 or 500 kg/m2 to investigate the 
effect of mass and radiation interaction and the 
ceiling was 500 or 60 kg/m 2

, respectively for the 
same reason. The surfaces were either permitted or 
not permitted to radiate to each other. Tables 5 
through 8 summarize the results. The effective U 
values were defined in terms of the amount of 

energy needed to maintain the room at a temperature 
of 18.3°C (65°F) from 7 a.m. to 9 p.m. with a set
back tu 12.9°C (55°F). The effect of surface radi
ation to the glazing, with the associated energy 
loss through the glass is clearly indicated by the 
substantial increase in Ueff for an emissivity of 
0. 97 . as compared to the results for zero radia
tion. The heavy external wall has a marginal 
effect since the values of Ueff are reduced by 
about 9% regardless of whether a heavy or light 
concrete wall absorbs the incoming solar radiation. 

Table 5 

Surface 
Emhsivity 

.97 

0 

Surf act~ 
Emic:c:ivity 

.97 

Overall U /U for the Room eff steady state 

Padfjc. Northwest Coastal Weather 

Section We5ght of Section Weight of 
Illuminated External Wall 

. Concrete Floor 60 kg/m 2 500 kg/m 2 

60 kg/m2 .61 
500 .56 

60 .41 
.500 .31 

Table 6 

Daily Temperature Change of Internal Frame Wall 

Pacific Northwest Coastal WeaLher 

Section Weight of 
Exeernal Wall 

.56 

.53 

.38 
,JJ 

Section Weight of 
IlluminatP.ci 

t:onq·ete Fluor 60 kg/m2 ~00 kg/m2 

60 
500 

3.3•c 
2.5 

3.0 
3.0 

0 (all cases) 2. 2 •c 

Surface 
Emissivity 

.97 

0 

Table 7 

Daily Temperature Change of Internal Concrete Wall 

Pacific Northwest Coastal Weather 

Section Weight of 
Iilumlud.i:ed 

Concrete Floor 

Section Weight of 
K.Y.Lifroo .. d W1111.· 

60 kg/m2 500 kg/m' 

Section Weight of Internal Concrete Walls 

60 500 60 500 

60 kg/m 3 22.9•c 1.1 19.8 0.4 
500 7.9 4.6 5.5 3.3 

60 28.9 0.4 28.9 0.4 
500 4.4 3.9 4.4 3.9 
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Table 8 

U /U for the External Wall in the Room eff steady state 

Pacific Northwest Coastal Weather 

Surface 
Emissivity 

Section Weight of 
Illuminated Concrete Floor 

Section Weight of 
External Wall 

.97 60 kg/m2 

500 

0 (all cases) 

Tables 6 and 7 list: the daily temperatute t:hanges 
·of the ·internal walls determined by solving equa
tion (2) for ~T. The lightweight frame wall shows 
a ~T of about 2.8•c (5°F) as compared to the code 
permitted·value of 5.6 •c (l0°F). The effect of 
raJiation and which concrete wall is illuminated 
is apparent. When the sun falls on the lightweight 
floor,its surface temperature rises substantially, 
and the consequent increase in radiation has a 
decided effect upon the internal frame wall stor
age. However, when the external concrete.wall is 
heavy, its constancy of temperature acts as a damper 
and reduces the effect on the frame wall. Table 7 
suggests that internal concrete surfaces which are 
directly illuminated should be credited with a ~T 
close to 5.6•c (l0°F) rather than the 2.8•c (5°F) 
permitted by the code if a heavy section is illum"'
inated whereas 2.8•c (5°F) appears to be a good 
average ~T for both heavy and light walls if light 
sections are illuminated. Finally table 8 indi
cates that the effective U value for the external 
wall appears to be related to its mass in about 
the same way that a single wall (table 2) is, and 
thAt internal radiation is not a criticrtl factor. 
Similar results were found for simulations per
formed using the semi-arid weather profiles. 

CONCLUSIONS 

Simulation,; made with t:ypical coastal weather and 
inland semi-arid weather profiles suggest that no 
credit for section weight should be given in com
puting U-values. No passive energy storage allcw
ance for external walls should be given, while the 
computations of stored energy for light internal 
walls should be based upon a ~T of 2.8•c (5°F) and 
for internal concrete walls should be based on 
5.6°C (l0°F) if a heavy concrete wall absorbs the 
solar radiation An~ Z.R•c (5°F) for absorption by 
a light concrete wall. 

In general the simulations suggest that the 
code overestimates the storage effect in external 
walls and underestimates the effect for internal 
walls when the spat:e temperature is held at: fixed 
values. 
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60 kg/m 3 

.95 

.94 

.87 

500 

.88 

.84 
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SIMULATION AND DESI~N METHODS FOR A 
SOLAR CENTRAL RECEIVER HYBRID POWER SYSTEM 

Michael D. Walzel 
University of Houston, Energy Laboratory 

Houston, Texas 77004 

ABSTRACT 

The simulation and design of the solar collector 
portion of advanced sodium cooled central receiver 
power systems has been carried out at the University 
of Houston. The application is in the area of elec
tric power generation utilizing solar thermal tech
nology and using coal as an alternate energy source 
when the solar component is down. The analysis of 
the solar part of the system, which was analyzed 
separately from the coal fired system, will be pre
sented. 

Simulation methods include modeling of the sun, the 
action of the heliostats, and calculating the re
sulting t"lux profile on the receiver. The component 
cost and loss functions are involved in the design 
phase. This includes finding the optimum distribu
tion of heliostats and the boundary of the collector 
field for a specific tower height and receiver size. 
This information and a figure of merit are output 
for several tower heights and receiver sizes. The 
optimum power plant size and configuration for a 
design point can then be selected. 

INTRODUC'riON 

Electric power generation via a solar-coal hybrid 
plant has been proposed to provide either base load 
or intermediate load electridty for utility com
panies. The analysis of the solar tower part of the 
system wae; done separately, apart from the design of 
the coal fired system. Therefore, the two are some
what independent as far as design, optimization, and 
simulation are concerned. Of course, they must be 
properly sized and paired, and for this purpose a 
solar baseline design was established. Both the 
coal and solar thermal energy goes into heating sod
ium, which then is piped to a steam generator. The 
steam is then sent to the turbine to produce elec
tricity. 

Two different solar power systems to be paired with 
the 100 MWe coal plant are considered. One has a 
solar multiple of .8 and has essentially no storage, 
while the other system has three hours of storage 
with a solar multiple (SM) of 1.4. We require 260 
MWt to produce 100 MWe. The cycle efficiency is 
!13.5% whi~h results in 113,1 MWe. This extra elec
tric power is needed for parasitic lo~ses such as 
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operation of the heliostats and the plant facili
ties. The solar multiple is a ratio of receiver 
thermal power output to turbine inlet demand. Since 
the turbine requires 260 MWt, the 1.4 SM system 
will need to output 364 MWt. The .8 SM system is 
sized to output 229 MWt. This is because the field
receiver power ratio (FRPH) is 1.1. When the in
solation is such that more than 208 MWt is achieved, 
the extra power is dumped. 

Methods used to get answers from the optimization 
code are described below. The data needed and the 
procedures involved to produce an optical simulation 
are alsn cli.scussed. This includes shading and 
blocking, and image formation. Data is retained 
on disc. files which allow receiver interception 
factors to be determined for heliostats in the 
collector field. Component cost and losses are 
parameterized for the receiver, heliostats, and 
other hardware. The optimization finds the best 
distribution of heliostats and the boundary of the 
collector field. This is necessary because most 
of the cost of the solar portion of the plant is 
tied up in the heliostats. Therefore, one must 
find optimum heliostat spacings if the cost of the 
system per unit of energy delivered is to be truly 
minimized. For each combination of tower and 
receiver, a collector field is produced which pro
vjcles the best waY for the heliostats to be posi
tioned. 

A figure of merit is output !'or each tower-recei vel·
field combination and is then plotted versus the 
delivered thermal power at noon on autumnal equinox 
for an assumed insolation of 950 W(m2. This plot 
reveals the optimum power plant size and configura
tion for a specific design point power requirement 
for the specified day, time and insolation. The 
figure of merit is the initial capital cost of the 
system divided by the thermal energy delivered over 
the course of one year ($/MWH/year). Such infor
mation allows designers to choose the cost effec
tive system and still satisfy design constraints 
such as thermal power delivered, and peak flux on 
the receiver. 



SYSTEM DEFINITION 

In this section the system that is to be simulated 
and designed will be described. The technical· 
approach that has been utilized is to establish a 
baseline concept. Revisions are made based upon 
these studies with the result that a cost effective 
system is obtained. Before the trade studies that 
affect the solar portion of the plant are di.Rr.llssed, 
a plant description needs to be given. This is 
based upon trade studies that were not performed 
by the University of Houston, but which affect our 
design goals and constraints [1). In addition, the 
understanding of the various components of the plant 
<".nd their function is enhanced by examining the 
trades and choices that were made. 

For both the ,8 anrl 1 .4 Sl\1 plantG, the alternative 
energy source was chosen to be coal rather than oil. 
CodiUJT• unu U.raw sal L we't'e considered for use as the 
hc~t t..·at•"!JurL fluid, and sodium was selected. 
Series versus parallel heaters were studied, and 
both plants will has parallel heaters. The receiver 
will be an external cylindrical receiver and the 
size is to be optimized. The number of panels which 
make up the cylinder is 18 for ~he .8 SM plan~ and 
24 for the 1.4 SM plant. However, there will be 
only one valve per panel where flow control, ther
mal loss, and reliability were studied. Tempera
ture leveling and thermal loss in the panels were 
considered and the determination was made that the 
sodium should pass through the receiver but once 
to be heated. 

The 1.4 SM plant will have 300 MWeH sotrage. The 
hot sodium is the storage medium. The .8 SM plant 
will have 4.2 MWeH storage, and it will be located 
at the top of the tower rather than at ground level. 
The superheated steam will be at 538°C (1000°F). 
The hot sodium as it enters the steam generators 
is at 593°C (1100°F). The .8 SM plAnt. will have 
the coal fireu heater supplyine- at l.PRst. ?O% of 
the thermal power at all Limes. In the case of the 
1.1~ SM plant there are times when the coal heater 
can be shut down entirely. The heater stack is 
located inside the tower, and goes out through the 
top of the receiver. The receiver, since the heat 
transport fluid is sodium, can tolerate a peak flux 
of 1. 5 MW/m2 . 

'l'he main thrust of the simulation and optimization 
work performed at the University of Houston iR to 
optimize the collector field geometry, and corre
late field and receiver optimums to deliver the 
required thermal power on the design point day with 
the lowest cost/benefit ratio, i.e., figure of 
rnol'it. ln adJ.i.L.i.on Lo choosing the cylindrical 
receiver size, the tower height must also be selec
ted. Studies wen~ also done to determine if l!elio
stat aiming strategies would be cost effective in 
trying not to exceed the receiver peak flux limit. 

SIMULATION AND DESIGN METHODS 

Simulation 

Optical Simulation. Several phenomena must be 
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s.imulated in order to give a good account of the 
performance del.i.vered by a central receiver system. 
The sun's location must be known and the direct 
beam insolation must be calculated for the particu
lar day and Llme in question·. Next, the action of 
a large number of heliostats must be simulated as 
they reflect sunlight to the receiver at the top 
of the tower. The resulting incident flux on the 
receiver must be modeled to determine the amount 
of energy absorbed into the working fluid to gener
ate the desired amount of electricity. 

The solar positions and intensities used to simu
late a central receiver can be obtained from a 
model in the code, or they can be read in as data 
from other sources. The times (or positions) and 
intensities are important because they are invnlven 
in the annual simulation of the system in which 
t.hP. Pnergy (If tho oyotcm i:~ .i.nt~graLeu over one 
year. 

The heliostats form images or solar flux densities 
which must be calculated in order to properly model 
the system [2,3,4]. These images determine how the 
flux is distributed on the receiver, as well as 
how much spillage occurs. In the course of re
flecting sunlight to the receiver, the heliostats 
interfere with neighboring !Jeliostats. 'l'his is 
called shading and blocking and occ-rs when the 
shadow of one heliostat is cast across a port~.on 
of a neighboring heliostat 's reflective sur~· •. ce, 
or when part of the reflected sunlight from a 
heliostat strikes the back of a neighboring 
heliostat before it can reach the receiver. 

A year's worLIJ of shading and blocking data is kept 
on disc file for use with out optimization code. 
The collector field is divided into several cells 
or areas with a representative heliostat in each 
cell, and a variation of sixteen different neigh
borltoods n<"scri bing helio::;to.t spacing,; ls included 
w.i. Lhiu ea~l! cell. A t'ile is al~;;o stored contaiu.i.ng 
information A.hnut the sun'~;; po~li tions and .i.!)Len
sities. A nodal interception file is retained to 
supply the percentage amount of flux intercepted 
by each node or elemental area on the receiver for 
each of the representative heliostats in the col
lector field. All this data is needed in order 
to set up COIII)JULer runs which will Al J.o1-1 the opticaJ,. 
:>.i.lllulaLlun and performance calculations necessary 
to properly size and optimize the system. 

Losses. There are several losses that must be 
accounted for before the energy in the direct nor
mal insolation reaches the turbine to produce 
olcctri~i~y. F1rwl, thc~e o.rc cosine luso;es due 
to the foreshortening of the heliostat whose re
flective surface normal must bisect the ane;le be
tween the sun and the receiver. Then there is loss 
due to the fact that only a percentage of the 
energy is reflected by the heliostat. Next, there 
is the action of shading Ann blocking o.o mentioned 
before. The reflected beam which travels from the 
heliostat to the receiver is attenuated to some 
extent by the air and particles within it. Then, 
only a portion of the receiver incident flux is 
absorbed into the metal. Finally, the receiver 
will have radiative and convective losses due to 



its high temperature and exposure to the atmosphere, 
All of the aforementioned losses must be simulated 
in order to calculate the performance of the solar 
central receiver. 

Costs. The cost of all the components needed to 
supply thermal energy to the steam generators needs 
to be modeled so that a cost effective system can 
be designed. Only the initial installed capital 
costs of the equipment needed for the solar portion 
of the system is required. The steam generators 
and turbine (electric power generating system or 
EPGS) are assumed to be needed by the coal system 
as well, ~o they are not considered. Neither is 
the cost of the thermal storage, since it was sized 
before the optimization of the collector field. 
Such costs as operation and maintenance costs can 
be included if desired. However, the costs usually 
included are those concerned with the heliostats, 
land, wiring, receiver, tower, and piping runs. 
The cost functions describing them depend primarily 
on component sensitivity to size and/or power level 
of the system. 

The 1.4 SM Plant. The design point constraint for 
the 1.4 SM plant requires that its receiver deliver 
364 MWt at noon on autumnal equinox for an assumed 
insolation of 950 W/m2 . The optimization code ac
cepts a specific tower height and receiver size as 
input and outputs the number of heli6stats and the 
best way to dis.tribute them in the collector field. 
After an initial run, variations in tower height and 

receiver size can be made to get closer to the de
sign point power [5,6,7]. 

A time integral over one year is done to produce the 
optimized collector field and the annual thermal 
energy produced. This annual energy is divided 
into the initial capital cost of the system to 
give a figure of merit ($/MWH/year). Tqis figure 
of merit allows different solar energy collection 
configurations to be compared on a cost/performance 
basis. 

Referring to Figure 1, each one of the seven curves 
represents a different receiver and input figure of 
merit (FMI) combination for a tower height of 150 
meters (492 feet). Our code uses an iterative 
approach in that the best cost/performance ratio 
occurs when the input figure of merit is equal to 
the output figure of merit. The output figure of 
merit is on the ordinate, while the equinox noon 
power is the parameter on the abscissa. A curve 
is created by varying the outer boundary (and thus 
the power level) while maintaining the same helio
stat spacings. A different FMI for the same tower
receiver combination results in a·different helio
stat field density, i.e., a higher FMI results in 
a higher field density. The optimum outer boundary 
for the particular field density -tower-receiver 
combination is therefore at the minimum of the 
curve. 

However, the minimum of a curve may not give the· 
desired power, or if it does, it may not be the 
lowest figure of merit obtainable by going to another 
receiver size, tower height, or FMI. Since we need 
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364 14Wt for the 1.4 SM plant, it is easy to pick 
off which of the seven curves that has the lowest 
figure of merit while satisfying this constraint. 
It is the cylindrical receiver of height 15.3m 
(50.2 feet) and 13.0m (42.7 feet) diameter with FMI 
= 65. 

If one vTere to draw one curve beneath these seven 
curves such that it was an envelope of minima, it 
would represent fairly well the lowest figure of 
merit obtainable for a 150m tower for various re
ceivers and FMI. However, note that the minimum 
for all curves is fairly broad. The percentage 
difference between divisions on the ordinate is 
about one half percent, and the cost and loss may 
not be accurate. 

The .8 SM Plant. A design effort similar to that 
uf Lilt:! 1. 4 5Di plaiit was undertaken for the . 8 SM 
plant. Referring to l<'igure 2, we see the best re
ceiver to supply 229 MWt is the 12.0m (39.4 feet) 
by 10.4m (34.1 feet) receiver (height and diameter, 
res}Je.:: Ll vely). All I'Oilr of these curves arP. fnr A.· 

tower of height- 120m (394 feet) and FMI = 72. Again, 
the minimum of these Clrrves is very broad and there 
is not too much difference in the figure of merit 
for each of the four systems shown. 

However, the aiming strategy is one point aim for 
the tvro lowest curves, and the resulting flux on 

0 
0 

the receiver violates the peak flux limit of 1.5 
MW/m2 . In ornf;'r to flatten the flux profile at the 
229 MWt level, a two point aim was instituted. Rath
er than having all heliostats aim at the belt of the 
receiver (nnf;' point aim), a high-low two point aim 
was used where alternating heliostats aim above and 
below the beltline. This lowers the peak flux, but 
increases spillage. The annual energy is less and 
the output figure of merit is therefore higher. 

The apparent winning combination is the two point 
aim and the 13.5m (44.3 feet) by 10.4m receiver. 
Note that the increase in the cost/performance ratio 
is only slightly more than a percent over·the one 
point aiming strategy. 

Correlating l:'ower and Field-fleceiver Optimums. If 
o~e developR oA.t.A. AR in t.he r:r<:~vioua tvo oubocction::; 
for many tower heieht.s, an envelope of minima can be 
constructed for each case. If all these curves are 
then plotted on the same graph, one can develop their 
envelope of minima.. Thin i ::~ ess•mt.ially the curve 
sh.m.r:n in Figura 3. 'l'hc1·~ are ;,.,vel! llaLa points 
shown here, and they represent efforts to minimize 
the figure of merit for t'ive different tower heights. 

The fi rnt. three p("d D'l:s •;•n the low ~ower .::nd ( a1·uw1d 
200 MW) are from a 120m tower. After that, the 
tower heights in increasing order are 150m, 180m 
(591 feet), 240m (787 feet), and 330m (1083 feet). 
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This curve also has a broad minimum over a wide range 
of power levels. It looks as though a 180m tower · 
and five to six hundred MWt is about optimum given 
the cost and loss functions employed in the simula
tion and analysis. However, note that an increase 
of less than one percent in the ~est/performance 
ratio is the penalty for going to a 1000 MW system 
and a 240m tower, a system which gives about twice 
the power as the overall optimum 180m tower. 

RESULTS 

The results of this study recommend a 120m tower 
and a 13.5m by 10.4m receiver for the .8 SM system. 
A 150m tower and a 15.3m by 13.0m receiver is 
recommended for the 1.4 SM system. The number of 
heliostats for the .8 SM is 8,,.496 while th21.4 SM 
system has 13,521. Each heliostat has 49m (528 
square feet) of area so that t~e total ~irror area 
for the .8 SM syste~ is .417km (4.6xl0 square feet) 
and .66okm2 (7.lxl0 square feet) for the 1.4 SM 
system. The land areas required for the· .8 SM s~stem 
and the 1.4 SM system are~ respectively, 2.00xlOOm2 
(494 acres) and 3.11x106m (768 acres). 

The two systems will both require some type of a1m1ng 
strategy to reduce the peak flux to an acceptable 
value. This can be done with only a small loss in 
cost effectiveness. Also, both systems had helio
stats moved from the northern part of the field to 
the southern part o·f the collector field in an 
effort to reduce the north-south receiver flux ratio. 
This can also be done with but a nominal increase 
~n the figure of merit. 

CONCLUSION 

This type of power plant will benefit utilities who 
are trying to get away from burning oil or gas. 
They will have a plant that uses solar, but which 
can still be used in a baseload or intermediate 
capacity. The system simulation and design of the 
plant will enable the correct size and configuration 
to be built in order to achieve the most cost effec
tive plant. The optimization is needed to reduce 
costs and increase performance. This will help manu
facturers save money and therefore bring solar cen
tral receiver power systems to the marketplace 
more quickly. 
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ABSTRACT 

A solar thermal system simulation (BALDR-1) has been 
written by a team of SERI engineers. This flexible 
simulation was written in a modular fashion to facilitate 
expansion and modification. The flexibility of the 
simulation is derived, in part, from the use of three 
separate models to constitute the system simulation: 
FIELD, POWER, Find ECON. Each model can be run 
independently, or they may be coupled and run as a set. 

The FIELD code models the optical and thermal 
performance of the collector field. It has separate optical 
and thermal performance routines for each generic 
collector type. Meteorological data is read in 15-minute 
or hourly increments. 

The POWER code models the performance of power 
conversion and storage components. It calculates the 
total thermal and/or electrical energy produced durin15 the 
year for a set of plant configurations comprised of 
different collector field sizes, thermal storage sizes, and 
electrical storage sizes. The POWER code allows the 
selection of one of several control strategies in the 
dispatch of thermal and electrical storage. 

The ECON code calculates the initial capital cost of each 
power plant configuration modelled in POWER. This 
capital cost is combined with operations and maintenance 
costs to calculate a life-cycle busbar energy cost and 
simple rayback period for each plant. 

INTRODUCTION 

A system simulation, BALDR-1 *, was written to model 
the performance of solar thermal systems. The original 
application was to model the performance and economics 
of 0.1 - lO MWe solar thermal electric power plants 
(Ref. 1). It has subsequently been used in receiver 
selective surface value analysis and In thermal slol'ag·e 
value analysis, and is being adapted currently to model 
industrial process heat systems. 

*In Scandanavian mythology, BALDR was the god of 
sunlight and the personification of wisdom, beauty and 
brightness. The version of the code is the original, hence 
"dash one". 
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The FIELD code models the optical and thermal 
performance of the collector field and thermal transport 
subsystems. The POWER code models the oower 
conversion aml energy storRge subsystems. The ECON 
cc. le determines the initial capital cost of the power plant 
-1n,' ! :1c life-cycle bushar energy cost. A flow chart of the 
system ~i m•Jlation is shown in Figure l. 

FIELD CODE 

The FIELD code is a second-order simulation based on a 
similar code previously developed by the Aerospace 
Corporation with modifications bv the Jet Pronulsion 
Laboratory (JPL) (Ref .. 2), and·· by Battelle Pacific 
Northwest Laboratories (PNL) (Ref. 3). The FIELD code 
uses meteorological data read in ·from SOLr·1ET or T'1Y 
format weather tapes in 15-minute or hourlv increments. 
Data used in the current version of FIEL r:i are: direct 
normal insolation, solar time, global insolation, ambient 
temperature, dew point, and day of the year. The FIELD 
code models the performance of collector subsystems in 
four different ways depending on the type of collector 
subsystem being modelled. There are separate modules to 
calculate the optical and thi.,rr'lal performance of each 
generic collector type. If th1~ need should arise to model 
other collector types, it is a simple matter to add 
additional optical and thermal performance modules. 

For point focus central receiver systems (PFCR) and line 
focus central receiver systems (LFCR), the optical 
efficiency of the concentrator field is determined at each 
time step by a bivarient linear interpolation of tables of 
optical efficiency as a function of solar azimuth and 
zenith angles. These efficiency tables must be input and 
generally result from third-order simulation programs 
such as DELSOL (Ref. 4) and MIRVAL (Ref. 5). 

The radiative losses from the receiver are calculated in 
the FIELD code based on the effective receive1· 
temperature, the effective absorptivity and emissivity of 
the receiver and the effective normalized receiver area. 
The convective and conductive losses are assumed to be a 
constant fraction of the calculated radiative losses. The 
value of this fraction can be adjusted to yield receiver 
efficiencies similar to those predicted by third-order 
simulations and reconciled with experimental results. The 
energy incident on the receiver at each time step per unit 
area of collector . is then equal to the product of the 
optical efficiency, direct normal insolation, and the time 
step. The energy collected at the receiver is this term 
minus the calculated thermal losses. The energy collected 



in the collector field (ECF) is then equal to the product of 
the energy collected at the receiver and the thermal 
transport efficiency. 

For the point focus distributed receiver systems (PFDR) 
e.g., paraboloidal dL~hes, and fixed mirror distributed 
focus systems (FMDF) e.g., hemispherical bowls, the 
optical efficiency is cletermined by explicit calculation at 
each time step. This calculation includes the effects due 
to solar azimuth, zenith, concentrator position, intercept 
factor, reflectivity, blockage, shadowing, edge losses and 
dust. The receiver thermal losses are calculated in a 
manner identical to that described above for the central 
receiver systems. The energy incident on the receiver at 
each time step per unit area is again equal to the product 
of optical efficiency, direct normal insolation and the 
time step. The energy collected at the receiver is the 
energy incident on the receiver minus the thermal losses. 
The energy collected from the field (ECF) is the product 
ot the energy collected at the receiver and the thermal 
transport efficiency. This may be determined per unit 
area of concentrator or per unit collector module. 

For the line focus distributed receiver systems (troughs) 
with either tracking collectors (LFDR-TC) or tracking 
receivers (LFDR-TR), the optical efficiency is determined 
by explicit calculation at each time step. This calculation 
includes the effects due to solar a?:imuth, intercept 
factor, reflectivity, blockage, shadowing, edge losses, 
dust, secondary concentrator efficiency and transmissivity 
of receiver cover. The thermal losses of the receiver are 
based on a selectable fraction of the thermal losses 
resulting from tests of the best receiver to date (Ref. 6). 
This fraction allows for future improvements in receiver 
design such as selective coatings, evacuated covers, etc. 
The energy incident on the receiver at each time step per 
unit area is once again equal to the product of the optical 
efficiency, direct normal insolation Md the time step. 
The energy collected by the receiver is the energy 
incident on the receiver minus the thermal losses. The 
energy collected from the field (ECF) is equal to the 
product of the energy collected at the receiver and the 
thP.rm!'ll transport efficiency. 

For low concentration non-tracking systems (LCNT) e.g-., 
CPC collector, and shallow solar ponds (SSP), the total 
collector efficiency is determined from a linear 
relationship between total efficiency and 
~T (Tcollector- Tambient>· These relationships were 
based on plots of test clata for advanced concept versions 
of each of the two collector types. (The y-intercept, T=O, 
is equal to the optical efficiency). The energy collected 
from the field (ECF) is equal to the product of the total 
collector efficiency (including thermal losses), insolation, 
the time stP.p, and the thermal transport efficiency. For 
the LCNT, insolation was taken as the sum of direct 
normal plus diffuse divided by the concentration ratio. 
For the SSP, insolation was taken as direct normal plus 
diffuse, or global. 

The variables passed to the POWER code include an array 
of values of ECF for each time step, dry-bulb and wet
bulb temperatures, and unit collector area. 
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POWER CODE 

The POWER code is a second-order simulation based on 
the Aerospace computer code as modified by JPL (Ref. 2) 
and Battelle PNL (Ref. 3). POWER differs from the 
earlier codes primarily in that it provides the option of 
using different control algorithms for both the operation 
of power conversion equipment and the dispatch of 
electrical and thermal storage. There are currently two 
operational control algorithms: CNTRL2 and CNTRL3. 

CNTRL2 models systems with storage of receiver fluid 
(e.g., salt, sodium, etc.) at approximately the same 
condition as it leaves the receiver, sometimes called 
series storage. CNTRL3 models systems with storage of 
an intermediate fluid (e.g., storage of oil for a steam 
receiver system). In this case, the temperature of storage 
is significantly below the receiver outlet temperature and 
a dual admission turhinP. is therefqr~ modelled. 

Both control algorithms share the following features not 
usually found in second order solar thermal system 
simulation~. 

1. Electrical and thermal storage may both be modelled 
for any power plant. 

2. A weighting factor may be used to reduce the value of 
electricity delivered above plant rating to simulate 
hard or soft limits on plant output. 

3. The decision of how to dispatch the energy from the 
collector field is made for the current time step; 
knowledge of future insolation is not used. 

4. Depletion of thermal storage is limited to the value 
which will assure a hot start-up the following 
morning. The minimum allowable amount of heat in 
storage is then a function of the number of hours until 
the next anticipated morning start-up. 

In addition, CNTRL2 incorporates the possibility of 
overload operation of the power conversion equipment for 
specified periods. While uut currently incorporated into 
CNTRL::J, ll d.:; cti!JI.iiJili ty could easily be a.ddea. 

CNTRL2 operates with priority on producing and 
delivering electricity. Thermal storage is used only when 
thP.rP. is in~ufficient energy to start the engine or when 
there is more energy than required to produce rated 
power. If electrical storage is modelled it is used for 
leveling the plant output curve. When the engine 
generator output is below plant rating, the output is 
supplemented by energy from electrical storage. 

In CNTRL3, thet·e at•e three op~r11tin~ strategies 
available: electricity priority, storage priority, and peak 
load priority. The electricity priority strategy is identical 
to that used in CNTRL2. The storage priority causes 
thermal storage to be charged with the engine off until 
storage is filled to a specified fraction. Only then is the 
engine turned on, and the priority reverts to generation of 
electricity for the remainder of the day. The peak load 
pr·ior·ity option is si1nilar to tin:! storage charging priority 
except that storage is maintained at the specified fraction 
until a designated peak period occurs. During the peak 
period, the priority reverts to generation of electricity. 
When the peak period is over, any heat left in storage is 
retained for use during the following day. 



Component models in POWER were written in several 
levels of detail according to their impact on plant 
performance. The engine efficiency model is a function 
of hot engine temperature, cooling tower temperature, 
and the load at each time step. The thermal and 
electrical energy storage residence losses are calculated 
based on the amount of energy in storag-e at each time 
step. The auxiliary electrical loads are calculated based 
on plant capacity and actual plant output at each time 
step. The electrical transport efficiency is based upon 
electrical current flow through the transport system. The 
component models for thermal and electrical storage 
charging and discharging, the electrical generator, power 
conditioning, the inverter and the converter currently use 
a constant average efficiency. The component models 
may be easily increased in accuracy if ·necessary or 
desirable for a particular application. 

The POWER code calculates the electricity delivered to 
the grid at each time step and sums it for one year. The 
total electrical energy delivered during the year is divided 
by the total electricity which would have been delivered 
had the plant operated at rated capacity for the entire 
year. This yields the plant capacity factor. 

This capacity factor is calculated for each plant described 
by an element of the three dimensional matrix of 
collector field sizes (AC), thermal energy storage sizes 
(ST), and electrical storage sizes (STE). 

Matrices of the operating mode of the plant and the 
dispatch of electrical storage at each time step can be 
output. The calcul!iletl capacity factor, along with the 
corresponding collector field size, thermal storage size 
and electrical storage size, is output for use by the ECON 
code. In addition, the plant rated capacity and generator 
size are output for use by ECON. 

ECON CODE 

The ECON code includes two major subroutines (COST and 
BUSBAR) which are based on computer codes originally 
written by ·JPL (Ref. 2, 7). Using the output from POWER, 
ECON determines a capital cost, a life cycle busbar 
energy cost, a simple payback periorl, and annual 
operations and maintenance (O&l\1) costs for each plant 
conflgu!'atiun based on either the lher·rnal energy or the 
electrical energy produced. 

Subroutine COST uses unit costs as inputs to determine 
the cost streams for both capital expenditures and O&M. 
Capital costs are determined for each of four sub
systems: I) collector and receiver, 2) electrical and/or 
thermal storage, 3) power conversion, and 
4) miscellaneous (including land, thermal and electrical 
transport, and spares and contingencies). These costs are 
currently distrihu ted over the plant construction period as 
a uniform series of payments. With slight modifications 
to the code, COST could create a nonuniform cost stream. 

Operations and maintenance costs are also determined in 
COST. Currently, O&M is a uniform stream of annual 
costs for each year of the plant's lifetime. In case a 
specific schedule of required maintenance is known, COST 
can be modified to produce a nonuniform O&M cost 
stream. Alternatively, a periodic maintenance cost could 
be added onto the annual O&M cost stream c~urr·eutly 
produced by COST. 
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Subroutine BUSBAR is based on the Utility-Owned Solar 
Electric Systems (USES) model, a conventional present 
value analysis adapted for solar electric power plants by 
.JPL (Ref. 8). It calculates that bushar energy cost in con
stant-year dollars which will generate system-resultant 
revenues equal to the system-resultant costs. The inputs 
for BUSBAR represent two types of information: 3ystem 
cost data and accounting information. The cost data as 
currently used consist of the .'lfrays of capital costs and 
O&M costs which are generated in subroutine COST. 
Escalation rates are input for capi_tal and 0&\VJ in addition 
to the general inflation rate. BUSBAR is written to 
handle separate maintenance charges, fuel costs and 
social benefits along with their appropriate rates of 
escalation. The ECON code also has the capnbility of 
doing only the busbar energy calculations if a net present 
value cost is input. 

The second group of input data, the accounting 
information, represents the variables that are used to 
determine the cost of capital. From this data, the 
discount rate, the fixed charge rate, and the capital 
recovery factor are determined in RUSBAR. 

An additional capability exists within ECON for producing 
plots of the data generated. 8ubroutine PLOTIT carr tie 
called to produce a graph of busbar energy cost ve!'Sus 
capacity factor for each system. For the systems which 
use either thermal or electrical storage, but not both, the 
graph will have a set of curves, euch of which represent a 
distinct value of collector area with points marked 
representing various amounts of storage (e.g., Figure 2). 
For the systems whi~h 11se both elc:ctrical and thermal 
storage, a separate plot will be generated for each vnlue 
of collector area. Each plot will consist of a set of 
curves, each representing an amount of thermal storage 
with points marked representing flmounts of electrical 
storage. 

COMPUTATIONAL TIME 

To simulate the annual performance of a point focus 
central receiver system u::ing 15-minute time steps, 
approximately 50 seconds ot' CPU time is required for 
FIELD and approximately 300 seconds of CPU time for 
POWER for a full matrix of collector areas and storage 
si:?.cs for P.le!!triclll outpuT cases. E80N requires 
approximately 10 seconds of CPU time in the 
corresponding simulatio'l. 

SUMMARY 

A system simulation has been written to model the 
performance of solar thermal power systems for both 
electrical and process heat applications. The models are 
modular allowing for easy use and modification. Annual 
performance and economics of niost proposed solar 
thermal systems can be modelled by the simulation In Its 
present form. 
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ABSTRACT 

The performance of an active solar power system 
depends upon the available solar· resource, equipment 
characteristics and load profile. A distributed 
solar power systems performance simulation model is 
developed that can handle all classes of windpower, 
solar thermal process heat and electricity, and photo
voltaics systems. This model utilizes hourly inso
lation, windspeed, temperature and pressure data 
(derived from SOLMET tapes, available from the 
National Climatic Center), characterizations of over 
200 classes of solar equipment components and sub
systems, and hourly electrical and thermal load data 
for selected industrial, commercial, institutional, 
agricultUJ:al and residential applications (including 
seasonal variations)o Model outputs include peak 
array power, annual collected energy, solar fraction, 
backup energy requirements, peak backup load power, 
excess generated energy available for sale or waste, 
average hourly generation profiles, and other related 
data. System performance can be determined for up to 
72 different applications and 26 locations for various 
array sizes and storage capacities. 

BACKGROUND 

A simulation model was developed for the U.S. 
Dep.artment of Energy; Division of Central Sofar 
Technology, to perform studies of generic solar 
power systems for use in on-site (distributed) 
applications. The study was originally commissioned 
by the Division of Solar Technology, and was zcoped 
to handle solar thermal, photovoltaics, windpower 
and wood combustion technologies. The purpose of 
these studies was to characterize the performance 
of solar power systems throughout the U.S., and to 
estimate the costs of such systems. This paper 
addresses only performance. 

APPROACH 

Data on a variety of solar power systems hardware 
and conceptual/preliminary designs were gathered 
and analyzed to ascertain component performance 
characteristics and costs. 

Analysis of this data led to preparation of a series 
of performance algorithms and configurations of the 
components into so-called "generic designs". 
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Generic designs for solar thermal, photovoltaics 
and windpower systems are displayed in Figures 1, 
2 and 3. Tables 1, 2 and 3 provide some information 
regarding the equipment selections for the generic 
designs. 

A computer model was formulated that has the capa
bility of simulating the system hourly performance 
through a year. The model utilizes the performance 
algorithms, SOLMET weather tapes, and a series of 
demand profiles which characterize each application 
on an hourly basis. These demand profiles also change 
with season of the year. They are based on electrical 
demand profiles developed by RTI [1]. The ratio of 
thermal-to-electric demand was estimated from data 
acquired from the Census of Manufactures [2] and 
Battelle [3] , ITC [4] and Aerospace [5] studies. 
This ratio was held constant for each region and SIC 
on a real-time basis. One such profile is shown in 
Figure 4, and is representative of a typical one
shift industrial application (SIC 32 -- the Standard 
Industrial Classification for_Stone, Clay and Glass 
Products). 

MODEL OUTPUTS 

Two types of simulations are performed with the 
model, profile generation and stepwise system output 
versus demand analyses. · 

I 
The profile generation provides four calculated 
parameters, presented as annual averages as a function 
of the hour of the day: single module output energy, 
insolation, d~y-bulb atmospheric temperature, and 
\vind velocity. Also shown is the peak module power 
and time at which peak power is obtained, peak 
insolation, peak windspeed, solar capacity factor 
(annual output divided by peak output sustained 
throughout the year), annual module output and 
insolation available to the collector surface. One 
such output file is shown in Table 4. 

The analysis run model output is used for the 
simulations wherein a load profile and storage 
capacity are matched to t_he array output. One such 
file is shown in Table 5. The following output 
parameters relate to system performance in satis
fying the given application's demand requirements: 

load-the total energy demand associated with the 
application 

usable system-the total amount of energy that,is 
generated by the solar system and then delivered 



aux-the amount of energy supplied to the load by 
the backup system 

array waste-the amount of solar-derived energy 
wasted because the array supplied more than the 
load demanded and storage was full 

solar fraction-the fraction of the total load 
that is supplied by solar-derived energy 

useable output-the amount of solar-derived energy 
delivered to the end use on a normalized-to
array-area basis 

total collector output for the year-all the 
energy delivered by the array including that 
which may eventually be wasted 

totai coilector output/array size~total collector 
energy output normalized to total array are<! 

peak power output-maximum thermal power delivered 
during the year. 

The variable levels of collector array waste through
out the day or from one part of the year to another 
are frequently of concern. Average hourly values 
of solar-derived t~asted energy are presented in 
Table 5.. Energy waste occurs t~hen the maximum 
storage capacity has been reached and the load will 
not accept all the energy then being generated. 
Summary parameters related to waste, i.e., peak 
hourly waste, waste fraction and maximum storage 
required are calculated and presented as well. 

An additional part of the analysis simulation pro
vides cost and performance calculations and then 
allows analyst intervention/interaction to direct 
execution back to previous areas of the simulation 
that he may wish to revise and examine. Cost of 
energy algorithms are exercised based on dependent 
variables such as collector type, storage capacity 
and power conversion capacity. Capital cost 
estimates provided for the analysis are also pre
sented on Table 5 for the major subsystems and 
three time frames (Cost 1, 2 and 3, respectively). 
The capital cost of a unit of energy production 
capacity is an important parameter for comparing 
alternative energy production schemes. The capital 
cost of the system is divided by the amount of solar
derived energy delivered to the load and is shown 
as "$/kWh/yr, system delivered" on Table 5. The 
capital cost per unit of energy produced by the solar 
system, inc:luding waste, is also shown. 

The computer simulation is run for a given appli
cation, collector type, geographical region, array 
size and various levels of storage capacity. Several 
simulations with various levels of storage capacity 
generally provide enough data to estimate the optimum 
level of storage for a given system array size and 
application. During the course of the study, over 
6000 simulations were performed. 

MODEL LOGIC 

Power output of a generic collector module is compu
ted hourly as a function of collector size, orien-
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tation, and efficiency; insolation; ambient 
temperature; air density, based on temperature 
and pressure; and wind velocity. The results are 
stored for subsequent use in energy balance 
analyses. Module power outputs are computed only 
once per census region cityo Figure 5 shows the 
basic computer logic of the first section of the 
simulation. 

The next step in the simulation is an energy balance 
analysis that computes how well the complete solar 
system meets the thermal or electric demand of a 
given application. To meet a specific demand 
level, the solar system is sized to an appropriate 
number of collector modules based on the collector 
output characteristics computed in the initial 
section of the simulation. This part of the 
simulation is iterative and interactive in struc
ture so that the load profile, the number of 
collec.tor morlules, 11nrl st.or.ar;P. r:apAr.i.ty r.an bP 
varied by the analyst. 

Figure 6 shows the logic of the energy balance 
2n~ly~iB ~uutbto. If tho puwur produced by the 
collector array exceeds the load, storage (if not 
fully charged) is charged. Whenever storage is 
charged to capacity, any remaining excess energy 
is wasted. If the array power produced falls 
short of the load, storage (if available) is dis
charged. The electric utility, acting as an 
auxiliary power source, supplies any remaining 
unfulfilled demand. 

This procedure permits storage to be dispatched as 
it is available. In addition, the model is able 
to simulate dispatching of storage in any of the 
following three modes: based on the time-of-day, 
based on the level of the demand, and based on 
both the time-of-day and the demand level. The 
mode in which storage is dispatched can greatly 
affect the overall product costs. If, for example, 
a utility's rate structure is based on time-of-day 
pricing, then storage dispatching would be restric
ted to the hours when the utility rates are the 
highest in an effort to cut costs. On the other 
hand, if the utility rate structure is based on 
peak power demand, then storage dispatching would 
be restricted to the times when the demand on the 
utility is the greatest. 

The output of the entire simulation includes annual 
average hourly profi1es of the enetgy supplied hy 
the solar system, the energy supplied by the utility, 
and the energy that is tvasted. The state-of-charge 
of storage (e.g., batteries) is monitored within tha 
program and outputs of storage cycling can be ob
tained. The data includes distributions and averages 
for start-of-cycle and end-of-cycle states-of
charge. 

The method used to size storage for a given collec
tor array size involves calculating a ratio of 
system capital cost to delivered energy for several 
capacities. Then the storage size corresponding 
to the minimum value of the cost/performance ratio 
is selected. 



For solar power systems without storage, the power 
conversion device is sized to handle the maximum 
array output. If the system has storage, the 
power conversion device is sized to meet the maxi
mum power demand of the load or the maximum array 
output, whichever is larger. 

RESULTS 

The effect of load-matching and array and storage 
siz·ing is perhaps best demonstrated by examination 
of an "£-chart," or a plot of solar fraction vs. 
array size for varying storage capacity and a 
fixed application and geographic location, One 
such chart generated during this study is shown 
in Figure 7, Note that the solar fraction gen
erally increases with increasing array size, and 
alou increases at a given array size as more 
storage capacity is added. This plot, for a sili
con SOX conceuLL'ator in SIC 32 (Stone, Clay and 
Glass Products) in Columbia, Missouri, demonstrates 
these effects. Up to a certain array size (350 
modules), the solar fraction increases linearly. 
This is the "fuel-saver" range of operation. There 
is no waste (excess generation). Above this array 
size, without storage, the solar fraction saturates 
at about 43 percent, As storage is added, the 
solar fraction gradually increases to 63 percent at 
1264 modules and to 78 percent at 2178 modules (8000 
k\fu storage capacity). For this application, the 
peak power demand is 747.9 kWe and the energy re
q11irement is 3,29 x 106 kWhe per year. The energy 
output of the array (assuming passage through storage) 
would have equalled the annual load energy require
ment with 2178 modules. In this case, \vith 8000 
kWh of storage (10.7 hours at peak load), the excess 
generation or energy available for sale or buyback 
is 33.9 percent of the annual demand load. 

Load matching is a critical factor impacting storage 
sizing and system economics. In all cases repre
sented in the study, an "optimal" storage capacity 
was chosen for each array size. The technique of 
optimization is graphically represented in Fibure 8, 

In Figure 8, the system described in Figure 7 is 
r0prP.santed as <t plot: of C/P index vs. solar 
fraction. The four curves shown display the increase 
in solar fraction for each of the four array sizes 
chosen, and each curve shows a relative minimum at 
some value of storage capacity. Up to 350 modules 
(solar fraction of 0.193) and C/P index is constant, 
As one increases solar fraction with optimized 
array area and storage capacity, the loci of optima 
follow an exponentially increasing curve for the 
C/P index. It should be noted that this plot is 
for ultimate (far-term) system costs. 

Performance Comparicon 

Photovoltaic "fuel-saver" systems; i.e., systems 
without storage and little or no excess generation, 
are evaluated in Table 6 in terms of annual array 
output normalized per unit aperture area. Also 
shown in parentheses is the average annual system 
efficiency (system output divided by available 
insolation to the apertJJrP of the collector array). 
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The flat panel systems using silicon actually out
perform the silicon SOX concentrators in eastern 
u.s. locations but are significantly lower in 
performance relative to the SOX.concentrator in 
higher insolation regions. The compound cell 1000X 
concentrator is by far the best performer in all 
regions. The thin-film flat panel is the lowest 
in efficiency and performance in all regions. 
Regarding efficiency variations, hotter climates 
generally offer lower efficiency (Phoenix, Ft. 
Worth, Charleston) while colder climates allow 
lm.rer cell temperatures, thus higher efficiency 
(Boston, New York, Madison). 

The performance of storage-coupled photovoltaic 
systems is illustrated for far-term systems in a 
commercial application (SIC 53-General Merchan
dising Stores) in Phoenix, New York and Columbia 
in Table 7, These represent the best, worst, and 
average insolation locations simulated. The same 
trencls regarding performance ranking and geography 
hold as in Table 6o However, the excess generation 
(waste or sell back energy) becomes significant for 
storage-coupled systems. In general, the waste 
fraction increases with decreasing insolation and 
increasing solar multiple (ratio of peak array 
power to peak load power required), In New York, 
the worst insolation city, the waste fraction 
approaches one-third of total generation. In 
Phoenix, the waste fraction is roughly 15 percent, 
This effect is due to the larger solar multiple 
required in poorer insolation areas for which during 
sequences of days of high insolation, storage 
becomes fully charged and the au·ay power exceeds 
the load requirement, 

A similar presentation is made for solar thermal 
systems (Table 8) and wind systems (Table 9). 
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5, 389E+OO 

.5, 53BE+OO 
5. 793;;+00 
5. 719E•OO 
5. 86BE•OO 
~.9J2Et00 
5. 042e+OO 
5,q9qE+OO 
5.10BE+oo 
'l, 7fiJF.+OO 
q,6q7E+OO 
11. 56Qi+OO 
q,q22E+06 
q.38qE+OO 
4. 324 E•OO 

NOTE THE ABOVE DATA Sl:PRESENT AN AVEHAG~ .UU l'QII A 1'~PIClL • 
YEAR f9R 1 ~ODULE(S) 

Pf.AK ARP.AY POWEq 
PEAK INSOLATIQN 

2.q99E+01 ON DAY 2Q6 HOUR 12 
1.203E+OO ON D~Y 246 HOOR 12 

PEAK AM9IENT T~P 3.9ij0E+01 ON DAY 220 HOUB 13 
PEAK WIND S?EED 2.210E+01 ON DAY 171 HOUR 1 
C~PACITY FACTOR FOR THE YEAn = 1.4q7E-01 
ARRAY 007-PUT FOB THE ~EAR (KWH) = 3.167E+Qq 
INSOLATION FOll THE YEAR (KVH/B••2) • 1~835E+03 
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SOLIJI 
FRACTION 

TABLE 6 

ANNUAL ENERGY DELIVERED BY PHOTOVOLTAIC SYSTEMS 
AND ANNUAL AVERAGE EFFICIENCY! (kWh/m2) 

THI~-FILM FLAT PA.~EL 
SILICO~ SOX COMI'OU~D CELL lOOOX 

CITY SrLICON FLAT PA.~EL 
CO~CE~RATOR CO~CE~:tltATOR 

~OSTO~ 173.1 (12 .2%) 103.1 (7. 3%) 180.2 (15.4%) 264.3 (22.~%) 

:u:w \'ORK 170.6 (12 •. 17.) 101.7 (7. 2%) 167.6 (15.3:i) 2~6.2 (22.4%) 

CHAR!.ESTO~ 202.4 (11. 9%) 121.9 (7. 2%) 200.1 (14. 7%) 301.3 (22. 2%) 

~l.1..01SOS 190.6 (12. 3%) 114.0 (7 .3%) 201.4 (15.3%) 295.6 (22.4%) 

NASHVILLE 187.6 (11.8%) 113.1 (7.11) 190.6 (14 .8%) 287 .o· (22.2%) 

COLU~lBIA 205.4 (12.1%) 124 .l (7 .3%) 231.0 (14.9%) 344.6 (22 .2%) 

FT. ~ORTH 223.7 (11.9%) 136.1 (7 .3%) 256.3 (14.5%) 387.1 (22.9%) 

PHOENIX 276.2 (11.5%) 171.4 (7 .2%) 351.0 (13.9%) 544.1 (21.6%) 

SANTA MARIA 247.5 (12.2%) 1~1.0 (7 ,41) 290.~ (14,8%) 434.8 (2l.UJ 

lsYSTE>l OU1'rUT DIV IDEO BY AVAILABLE !~S:n.Al!ON AT AI'ERll;RE OF CuLL ECTOR 

1.0~-------,--------,,--------,--------,--------, 

0.9 

0.8 
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0,6 

0. s 

0.4 

0.3 

0.2 

SJ LICON ~OX CONC£11TRA1'0R 
PEAK OUTPUT: llU W/,...ODUI.E 
SIC ll - £TUNE, CLAY A.~D CU.&& l'IIUUUCH 
PEAK LOAD: 747.9 K\1 

STUIU\t.;t CAt'AClTT 
(KH\1) 

ANNUAL LOAD: 3.29 X 106 KJI\I aooo 
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TABLE 7 

PERFORMANCE COMPARISON OF GENERIC PHOTOVOLTAIC SYSTEMS, 
ANNUAL ENERGY DELIVERED TO LOAD PER UNIT COLLECTOR AREA 

(kWh/m2/yr) 

Silicon Flat Panel Thin Film Flat Panel Silicon 50 X Cone. Compound IOOOX Cone. 

Delivered 
Available 

Delivered Available 
Delivered 

Available 
Delivered 

Available 
for for for for 

Location to Load Sell Back to Load Sell Back to Load Sell Back to Load Sell Back 

Best 
(Phoenix) 

Worst 
(New York' 

Average 
(Columbia) 

TYPf 

216.5 

106.4 

133.7 

29.9 134.3 20.1 261.2 62.6 

43.3 63.8 28.2 100.2 54.1 

4/.ll 82.2 2!:1.8 138.3 77.~ 

TABLE 8 

PERFORMANCE· COMPARISON OF SOLAR THERMAL SYSTEMS, 
ANNUAL ENERGY DELIVERED TO LOAD PER UNir 

r.oT.T,F.CTOR ARF.A (kr1h/m2 /vr) 
-

LOW TI:::HPEil.\1\JtU:: UID TUiP.t:R,~1"Uitt: UICII Ti::lU'EIV.TURE. 

412.8 88.0 

154.0 70.8 

20~.0 116.0 

·---
t:u:crKICll'l 

-·~ 
REClON 

EVACUATD) PARAIIOLIC PARADOLIC UHE FOQJS PARA80LlC POINT "FOalS• PARI.llOLlC i'UINT t"OCUS 

'lUBE 

Best 
(Phootnh) 96' 

\lurat 
(11,...,. !!.'rh) 4:7~ 

Aver...ga 
(Coh••bh) 605 

-·-...... ..... sv;~~ 1/ 

TallUCII TROUCU CEHTOW. RECEIVt:ll DISII C~HTUAL IU:C£1 VER 

1230 1~0 1090 1160 1020 

Ul ll~ •uu m )I? 

Ill i )42 618 981 56l 

TABLE 9 

PERl''ORMANCE COMPARISON 0.1'' WIND ENERGY SYSTEMS, 
ANNUAL ENERGY DELIVERED TO LOAD PER UNIT AREA 

(ltWh/mZ/yr) 

A !.l c n -F.'-
F 

Ch~<~~~ical i'ood Kesiden tial Residential 

DIS II 

)91 

2ll 

lSD 

LOCATI~ 
'-

Industry Processing Schools (Air condi- (All-elec- Schools· 
tioncd) tric) 

Be6t 
(Boston, MA) 1090 635 460 150 260 530 

Worst 
(Oai\tt& l·!.:.d.a, 3?.0 ~~~ inv )U '•0 140· CA) 

Average 

1 (Columbia, MO) 6110 410 260 130 180 280 

l/See Table 3 for wind machine characteristics. 

Notes: • Energy delivered to primary load only; excess wasted 
• Zero storage capacity 
• Reference area is rotor swept area (Table 3) 
• Near-term seneric wind systems · 
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OUTPUT POWER OF WIND MACHINES 

W. RICHARD POWELL 

Applied Physics Laboratory 

Johns Hopkins Road, Laurel, MD. 20810, U.S. A. 

ABSTRACT 

A new model nf wind machine output power ic 
suggested. This model not only avoids errors 
associated with prior'models, but also allows the 
average power produced by a wind machine to be 
calculated without re:;o<'t to numerical methods. 
The average power is expressed as a function of 
the "cut-in", "rated" and "maximum" speeds of the 
wind machine and the two parameters used to 
characterize wind speeds with Weibull statistics. 
The variation of average power and capacity · 
factors with changes in wind-machine design is 
explored. These analytical results provide a 
u'seful guide for machine selection prior to more 
detailed analysis. An application for wind power 
is suggested. 

INTRODUCTION 

Unlike sunlight, wind power is usually more 
available during winter than in summer. Wind 
power can be combined with an electric heat pump 
to provide an efficient heating system. No 
energy storage is required if the wind driven 
generator can reverse the electric meter and thus 
"sell" excess electric power to the electric 
utility grid. The complex legal and technical 
questions associated with a grid-connected wind
energy system will not be discussed here. The 
purpose of this text is to provide a simple 
method for estimating both the annual energy 
production ;mc;l caPacity utilization f:-tr.t.nr fnr 
such a wind-power system. 

The power of th3 wind increases as the cube of the 
wind speed (P-V ). However, it is not economical 
to utilize fully the extreme power levels occa
sionally available becausE most of the time the 
generator would operate far below capacity in 
accordance with the cubic power law. Wind machines 
usually shut down lind produce no powE'r clnrine 
storms for structural and safety reasons. Thus 
for wind speeds between Vr' the minimum speed 
required for the rated capacity of the genet·aLut·, 
and V , the maximum operational speed, the wind 
machiWe produces its rated output power, P , 
independent of wind speed. r 

p = p 
r 

v < v < v 
r - m 

(1) 
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p "' 0 v < v 
m 

(2) 

Because of friction or design limitations, a 
minimum or "cut in" wind speed, Vi, is required 
before any power is available, See Fig. 1. 

p 0 v < vi (3) 

Thus the output power of a wi.nd machine is a 
simple function of wind speed, except in the 
partial power range (Vi< V < V ). Output in 
this range is a different function of wind speed 
for each machine, but several reasonable analyt
ical models can be used to estimate the power 
available without separate consideration of each 
machine. 

V· I Vr 
Wind speed 

Fig. 1. Output Power vs Wind Speed 

PARTIAL POWER FUNCTIONS 

Usual Fnrm 

The output of a wind machine in the partial po1.·er 
range is usually assumed to have the form: 

P(V) =a+ bV + cV2. 



The simplest model asumes a linear increase in 
power fl'om zero at V ~ V. toP at V ~ V . That 
is, in the simplest model, r r 

a 

b 

pr Vii(Vi- Vr) 

Pri(Vr - Vi) 

1: "' 0. 

(Sa) 

(Sb) 

(Sc) 

This model over-estimates the power available. To 
correct this defect, Justus et al. (1] suggest that 

a ~ P V.(V - 2V (V IV ) 3]12(V 
r~a rar r 

b 3V + 4V (V IV ) 3 ]/2(V 
a a a r r 

c ~ Pr[l • 2(V /V ) 3
]/2(V - Va)

2 
a r r 

where 

(6a) 

v ) 2 (6b) 
a 

(6c) 

(6d) 

because with this set of values for a, b, and c, 

and 

2 
a+ b vi+ c vi 

a + b V + c v2 
r r 

0, 

a+ b v + c v2 = P (V IV ) 3 . 
a a r a r 

(7a) 

(7b) 

(7c) 

This form usually predicts output lower than the 
simple linear model. Although Eq. (4) often 
provides a more realistic model of partial ~utput 
with values of a, b and c taken from Eq. (6) 
instead of Eq. (5) it can also generate nonsense. 
Equation (4) predicts negative power output in 
parts of the partial power range if V. is less 
than 26% of V when the values of a, E and c are 
taken from Eq: (6). See Appendix for this cal
culation. 

New Form 

The functional form given in Eq. (8) also predicts 
less output power than the simple linear model and 
i~> nev·e·L' It ega L.i.ve., 

p (V) ~ a + b v.:. V <V<V (Oa) i r 

where 

a p vc I (V c- Vc) (Bb) r ~ i r 

b = P I (Vc - v:) (Be) r r ~ 

and c is set equal to 2 if only the mean wind 
speed is known. If more detailed information 
about the wind is known, then c is set equal to 
the shape parameter of the Weibull distribution 
best characterizing the wind speed distribution. 
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The Weibull distribution is a two parameter func
tion generally useful for characterizing wind 
speeds. The probability density function, f(V), 
is given by 

c-1 c f(V) = (c/g)(V/g) exp(-(V/g) ) c>O,g>O (9) 

where c is the shape parameter and g is the scale 
parameter. "'The mean wirtd speed, IJ, is 

ll = Vf(V)dV = gf(l + 1/c) 
(10) 

0 

2 and the variance, o , is 

l (r(l + 2/c) 
0 

(11) 

The mean wind speed, IJ, and the standard devia
tion, o, can be determined from wind speed records. 
Then Eqs. (10) and (11) cart be used to determine 
the Weibull parameters c and g. See reference 
(2] for discussion of other methods for estimating 
c and g. See Fig. 2 for illustration of shape 
parameter effects. 

C'> 

2 -

1.5 r---~--..------,--------, 

Flg. ~ 
'-• 

C=3 

(V/g) 

Scaled wind speed .. 

The ii"eibull Uiotribution 

'lne ltaylt:!lgh tlh;tribuUuu b a "P~"~idl eaflc of thg 
Weibull distribution with c = 2. Often it is 
sufficiently accurate for analysis of wind-power 
systems. [3] it will be used to numeritally 
o:.:.mpl\rc the old and ncu forms of thl" partl.fl.l 
power functions. Table 1 gives the output power 
at the midpoint of the partial power range, Va' 
preri:ic.ted by Eq. (4) with a, b, and c from Eq. 
(6). Table 1 also gives the results of Eq. (8) 
with c = 2 for various design speed ratios, 
(Vr/Vi), The simple linear model always predicts 
SO percent output power at Va and is not included 
in Table 1. 



TABLE 1. PERCENTAGE OF RATED OUTPUT PREDICTED 
AT MID-RANGE BY OLD AND NEW PARTIAL 
POWER FORNS FOR VARIOUS DESIGN RATIOS 

(Vr/Vi) 2 3 4 5 

a+bV +cV2 42.2 29.6 24.4 21.6 
a a 

a+bV 2 41.7 37.5 35.0 33.3 
a 

AVERAGES 

Output Power 

The average output power computed with Eqs. (1), 
(2), (3), (8), and (9) is 

[

vr V 

P=. (a+bVC)f(V)dV+P r mf(V)dV. 
• V r) V 

i · r . 

(12a) 

P = {P -a- bgc[(V /g)c + l]}exp[-(V /g)c] + 
r r r 

{P -a- bgc[(V./g)c + l]}exp[-(V./g)c] -
r l. l. 

P exp [-(V /g)c] 
r m (12b) 

Capacity Factor 

The capacity factor or ratio of average output 
to rated capacity is given in terms of the 
machine design parameters, V., V , and V and 
the wind parameters, c and g1 by r m 

P/P 
r 

c c -1 c [(Vr/g) - (Vi/g) ] {exp[-(V/g) ]-

exp[-(V /g)c]}- exp[-(V /g) 2] 
r m (13) 

after eliminating a and b in Eq. (12b) with values 
from Eqs. (Rb) and (8c). Numeri.c.al methods·would 
have been required in Eqs. (12) and (13) if Eq. 
(4), the old form, were used instead of Eq. (8) 
for the partial pm·Yer range. 

Approximations 

We can simplify Eq. (13) if we assume a Rayleigh 
distribution (c=2) and normalize all velocities 
so that the observed1~7.an wind speed is numeri
cally equal to tn/4) ·. This normalizati£?2 reduces g to unity because f(l.5) is (n/4) 
in Eq. 10. We will further simplify Eq. (13) 
by assuming that the last term in Eq. (13) can 
be neglected. That is, we assume that the 
energy lost because the machine must shut down 
during extremely high winds is not a significant 
part of the total collected at other times. 
Thus in termo of the normalized wind machine 
design parameters, 
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v 
r 

(V /JJH n I 4) 
112 

(V /JJ)(n/4) 112 
r 

(14a) 

(14b) 

the annual capacity factor of the wind machine is 

P/P 
r 

2 [exp(-vi ) 
2 2 

exp(-vr )]/(vr 
2 

vi ) . ( 15) 

If we further assume that wind machines with dif
ferent rated speeds are equally efficient when 
operating at their rated speeds, then the maximum 
output power is proportional to the cube of the 
rated speed. Also the annual energy yield, E, i.s 
propor5ional to the product of capacity factor 
and v . That is 

r 

E"'v 3[exp(-v. 2)-exp(-v 2) ]/(v 2- v 2) 
r 1. r. r i 

(16) 

assuming that Eq. (15) can be used instead of Eq. 
(13) for the capacity factor. 

ILLUSTRATIONS 

The energy computed with Eq. (16) has a definite 
maximum for each (V /Vi) ratio as illustrated in 
Fig. 3. The curvesrin Fig. 3 have been normalized 
relative to the peak of the (V /V.) = 5 case. 
Inspection of Fig. 3 shows that a1 machine designed 
with V = 4 lJ and v

1 
= 0.8 lJ can produce approxi

matelyr2.3 times more energy than a machine with 
vr = 2 lJ and vi = JJ, 

> 
::' 
"' c 
"'0.4 
"' > ·;:: 
~ 

"' 0: 

Rated to mean speed ratio 

Fig. 3. Annual Energy Production 

Machines with higher rated capacity produce more 
energy annually and should have their rated speed 
larger than the mean v1ind speed as illustrated in 
Fig. (3). However such machines cost more than a 

l·, ,, 



machine of lower capacity, and as illustrated in 
Fig. (4), they are not as well utilized. Fig. 
(4) gives the capacity factor computed with Eqs. 
(14) and (15) to illustrate this point. Thus the 
choice of a wind machine for a particular appli
cation is a compromise between the greater energy 
available as rated capacity increases and the 
greater utilization of capital ·invested possible 
with machines of more limited capacity. Each 
application must be considered separately, but 
the analytical model developed here illustrates 
quantatively the choice to be made. 

-0 

] 0.6 

Rated to mean speed ratio 

Fiq. 4. Capacitv Factor vs. Speed Ratio 
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APPENDIX 

The power at Vi is zero and the slope of the 
power function given by Eqs. (4) and (6) can be 
negative at Vi if 

b + 2cV i < 0 (Al) 

or since P (V 
r. r 

V ) 2 is inherently positive if, 
a 

(V - 3V + 4V (V /V ) 3) + 2(1 - 2(V /V )
3

) 
r a aar ar 

(2V - V ) < 0 
a r 

or, 

(V/V) 1 <(1/4) 
a r 

or if, 

·(v /V ) < 2(1/4) 113 - 1 = .26 
i -r 

(A2) 

(A3) 

(A4) 

Thus if the "cut-in" speed is .less than 26% of 
the rated speed, Eq. (4) with a, b and c from Eq. 
(6) predicts negative output power in a portion 
of the partial power range adjacent to Vi. Equa
tion (4) with a, b and c from Eq. (6) can be 
solved for a velocity inside the partial power 
range, V , such that P(V ) = 0, if (Vi/V ) < .26. 

o o r f Equations (4) and (6) predict negative output or 
V. < V < V • and positive output power for 
V1 < V < V0

• For example, if (Vi/V) = .2, the 
n~gative p6wer portion of the rangeris 12% of the 
total range. The relative error in computed 
power is much smaller. 

The transition bt!two;so;sn Eqs. (12a) and (Ub) :1.!'1 
fooilitatad by: 

{" c c-1 
,(c/g)exp[-(V/g) ]V dV 

v 

and 

{': c 2c-l J (c/g)exp[-(V/g) ]v dV 

exp [-(V/g)c]. (A6) 



SOLAR DISTRICT HEATING MODEL FOR AN AZIMUTH-TRACKING 
FLOATING CONCENTRATOR ON A SEASONAL-HEAT-STORAGE RESERVOIR 

By 

C. Brent Cluff, Associate Hydrologist, Water Resources Research Center 
Robert B. Kinney, Professor, Department of Aerospace and Mechanical Engineering 

University of Arizona 

ABSTRACT 

The development of a computer model which sizes 
the floating concentrator and seasonal heat
storage reservoir needed to operate solar distric~ 
heating and-cooling systems is reported. A pre
diction of the water temperature variation with 
time in the storage reservoir is obtained using a 
Fourier series type analysis. 

The model has been applied to districts composed 
of 10, 50 and 250 individual residences. A 
4459 m2 (98,000 ft2) circular collector on a 10.7 
m (35 ft) deep reservoir will provide the 250-
home subdivision with 100 percent of the space 
heating and domestic hot water in an average year. 
This is approximately 17.8 m2 (192 ft2) per home 
which is nnP.-thi.rcl that required without annual 
storage. This reduction in area should more than 
compensate for the cost of insulation and dis
tribution of the hot 1~ater from the patented 
centralized collector system. A utility operated 
system would have the convenience and depend
ability that consumers are no1~ experiencing with 
non-renewable sources of thermal energy. 

INTRODUCTION 

In most regions of the country, insolation is most 
abundant during the spring, summer anrl fall months 
when space heating demands are minimum. That is, 
the Peak in the $easonal heating demand occurs 
at a different time than that in the solar cycle. 

Annual thermal storage, providing it can be done 
economically, offers a means for utilizing the 
off-season peak periods of solar irradiation. 
In this concept, collected thermal energy is 
stored over extended periods for later distribu
tion to the heating load. If desired, solar
powered refrigeration can also be included in the 
duty cycle. 

A possible economical method of seasonal or annual 
storage of solar energy involves the joint use 
of a floating solar collector on a water reser
voir. The reservoir would be made with sufficient 
depth to provide the required thermal storage. 

Components of this collector-reservoir system 
have been under test by the principal author for 
the past five years (3]. The system is described 
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in U.S .. patent number 4148301 [8]. A platform, 
on which are mounted parabolic-trough concen
trating collectors, floats on water contained in 
the reservoir. The reservoir is excavated so that 
thermal losses can be better controlled. The 
floating platform, which is made of light but 
rigid insulating material, effectively blocks 
evaporation and reduces heat losses to the air. 

The platform rotates about a central pivot point 
to track the sun.in the azimuthal direction. 
Little p01~er is required to rotate the platform, 
owing to the 101~ frictional drag exhibited by the 
water. 

It is envisioned that annual heat storage would 
best serve a small community of residences, either 
for single or multiple families, in 1~hich the solar 
collection, storage, and distribution is done 
centrally. The concept has received considerable 
recent attention in Sweden, and a demonstration 
heating plant is now in operation, with a second 
one under construction [6]. 

In this paper, the feasibility of utilizing annual 
thermal storage in the Southwest is explored. A 
simple and straight forward computer simulation 
of the annual thermal cycle is developed, and 
conceptual designs for different sizes of single
family housing developments are presented. 

COMPONENT TESTING 

Several prototype floating collectors have already 
been built and tested at the University of Arizona. 
Commercially available parabolic-trough reflectors 
and tracking mechanisms have been incorporated 
into the prototypes. The first floating collector 
was constructed in the summer of 1977 [3]. This 
unit is shm~n in Figure 1 following the manu
script. It consists of five 0.22 x·6.10 m. 
(4 x 20 ft) parabolic troughs mounted parallel, 
adjacent to each other, on a 8.53 m (28 ft) diam
eter platform. The collector was manufactured 
by Sun Power Systems, Inc. It is tracked using 
a light-weight chain-link drive around the peri
meter. The 0.062 kJ-sec. (1/12 h.p.) drive motor 
is activated using a shadow bar sensor. The 
platform was constructed using wax-impregnated 
e.xpanded polystyrene. It is floating in a 15.2 ·em 



(6 inch) deep pool on the roof of the Civil Engi
neering Building. 

A 4.27 m (14 ft) diameter dual tracking system was 
built for Sensor Technology, Inc. to demonstrate 
intermediate concentration of photovoltaic panels 
[3]. It •~as driven using a motor activated •~ind
less rope drive around the perimeter. 

A third 23.8 m (256 ft 2) collector system rotating 
on a 7.3 m (24 ft) diameter pool 10.2 em (4 inches) 
deep was constructed in the summer of 1979, as 
shown in Fig. 2. This unit was constructed to pro
vide Sx-sun concentration for commercial terres
trial photovoltaic panels. The 2.44 m (8 ft) wide 
intermediate concentrator is a segmented parabola 
that evenly illuminates a 30.5 em (12 inch) •~ide 

photovoltaic panel. The segmented design allows 
the use of inexpensive back surface glass mirrors. 
This type of concentrator can also be used to pro
duce thermal energy for the annual storage system. 
This system used a center pivot tracker which 
simplifies the construction particularly for smal
ler systems. This is shown in Fig. 3. For larger 
systems a propeller or •~ater jet drive with either 
a pivot point or peripheral braking system can be 
used. The prototype of this type of system has 
been successfully tested. 

The 2.74 m (9ft) wide Hexcel parabola collector 
is presently being tested in an azimuth mode. This 
highly efficient collector utilizing a honeycomb 
aluminum construction is performing satisfactorily 
at low sun angles experienced in the winter months. 
Although the aperture is 2.74 m (9ft) the collec
tor, when laying flat, extends only 0.61 m (2 ft) 
above the platform. See ¥ig. 4. It was the esti
mated annual efficiencies from this collector that 
were used in the simulation of the floating col
lector-reservoir system. 

SlMULA'l'lON ANO OESlGN APPROACH 

The main task is to determine the size of the col
lector and thermal storage reservoir to be used 
with each housing development. The reservoir is 
assumed to be excavated below ground level in the 
shape of an inverted truncated cone. A schematic 
of the sys tern is shmm in Fig. 5. 

The hourly and daily reservoir temperature varia
tions are not pertinent to this study. Rather, 
it is the variation over an annual cycle which is 
of interest. Therefore, a time increment of one 
week was selected. 

A ranch style house typical to the southwest was 
taken to be representative of those in the housing 
development. Heat transfer parameters for the 
structural components were determined from hand
book tabulations [1], and space heating and cool
ing loads were determined for a single 24-hour 
period each week using the Total-Equivalent
Temperature-Difference method. These values were 
then multiplied by a f.actor of seven to give week
ly averages. 
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In these calculations, the hourly difference be
tween the assigned inside temperature which varied 
bel\~een 293 anti 298° K (68 autl 78° F) uvo:L Lilo: 
year and the outside air temperature was first 
determined. The latter temperatures were taken 
from historical records for Tucson. For surfaces 
receiving direct solar irradiation, the sol-air 
temperature was used in place of the outside air 
~PmpP.rAt:nrF>. An AvF>rAgF> temperature difference 
was next computed for the 24-hour period, and this 
was multiplied by the U-factors and appropriate 
areas in order to obtain a daily total for the 
heat transfer to each house. This was assumed to 
be representative for each day of the week in 
question. 

The heating demand was taken to be the direct heat 
loss from each house. In the calculation of the 
cooling load, a factor of 1.667 was applied to the 
heat gain calculated for each house in order to 
determine the heat energy required. This corres
ponds to a Coefficient of Performance for the 
cooling equipment of 0.60. 

A level demand for domestic hot water was assumed 
to exist throughout the year. This amounted to 
J.~4 x lUJ kJ's (3./4 x 105 Btu's) per house per 
.veek and corresponds to 3028 1 (800 gal U.S.) 
raiood in tompgratuHl by :Z66° Y. (.56° i'). !Jcing thr.l 

above procedure, the heating demand to be imposed 
in the thermal balance applied to the reservoir 
was obtained. The heating supply, provided by the 
solar collectors, was determined using the second 
law for zenith distance angles modified by A. 
Meinel [ 7]. T.he solar flux was further reduced by 
cloud factors for Tucson. Hourly insolation values 
were computed for a representative day of each week 
of the year. A collector efficiency that varied 
from a maximum of 58 percent to a m~n~mum of 46 
percent at a solar angle of 10° was used. This 
reduction in etticiency coupled with the cosine 
effect and reduced 10t:>lar im;nl ~ti QD r'?i":l ts; in 
insigniticant collection ot energy much below 
a sun angle of 10-15°. The annual heating supply 
used in the computer simulation was 44.8 percent 
of the total measured insolation for a flat sur
face in Tucson as given by Meine! [7]. It 
appears that this is realistic if a parabolic 
trough as efficient as the Hexcel is used. 

The losses to the so~! from the bottom and side of 
the reservoir were estimated using results for an 
unsteady one-dimensional heat-conduction model. 
The thermal penetration depth into the soil was 
first determined for an imposed sinusoidal tempera
ture variation on the interface between the reser-
voJ.t· ;,mtl ~;uJ.l. The pet !•.".1 •.~>Jo; r_ "~ "'" 1" ],,.. """ 

year. Because the temporal variation is relatively 
slow, it is reasonable to approximate the soil 
temperature distribution at any time by a linear 
variation from the interface temperature to the 
undisturbed ground temperature, the latter being 
allowed to vary seasonally. The thermal resis
tance of the wall material of the reservoir was 
assumed to be negligible, so that the effective 
U-factor for the bottom and side is given by the 
soil thermal conductivity divided by the penetra
tion depth. 



Having thus obtained the energy demand, supply, and 
losses to be imposed on the thermal reservoir, an 
energy balance was written and an equation was de
rived for the temperature of the fluid, taken to 
be water and fully mixed. This derivation plus 
numerical values used for the transfer coefficients 
are presented in the next section. 

As previously mentioned, the reservoir size is the 
main quantity to be determined in the present con
ceptual design. This was obtained using successive 
approximations in the following manner. Trial 
reservoir dimensions and solar-collector area were 
selected. The week-by-week reservoir temperatures 
were computed and listed. Minimum and maximum 
acceptable temperatures were preselected to be 322 
and 366° K (120 and 200° F) respectiveiy. The 
former is acceptable for domestic hot-water and 
space heating, whereas the latter is below the 
normal boiling point. Tf the computer reservoir 
temperatures were not within these bounds, then 
new trial vAlues for the reservoir dimensions 
and collector area \vere assumed and the calcula
tions repeated. 

The depth of the reservoir was restricted to no 
more thGn 12.2 m (40 ft) for practical reasons. 
The surface diameter had to be sufficient to ac
comodate the collector area needed. 

Acceptable designs were achieved within five or 
six trials. It was found that for a fixed reser
voir size, increased collector area generally 
shifted the entire temperature levels upward. On 
the other hand, for a fixed collector area, the 
larger the reservoir the smaller was the difference 
between the maximum and minimum temperatures. Thus 
a reservoir size could first be determined such 
that the computed difference between the tempera
ture extremes was approximately 44° K (80° F). 
Then the entire curve could be shifted upward or 
downward by increasing or decreasing the collector 
area. 

In this manner thP. nesign parameters for represen
tative housing developments \vere obtained. Spe
cific results will be presented and discussed in 
a later section. 

ANALYSIS 

Determination of Reservoir Temperature 

An energy balance performed on the reservoir re
quires that the energy supplied in excess of that 
delivered to the load and attributed to losses 
must be stored as internal energy. For a fully 
mixed system, one has in equation form 

dTf 
me-

dt Q supply 

(1) 

In the foregoing, the Lenns in square brackets 
represent the losses from the top, side, and bot
tom of the reservoir, 
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The fluid temperature, Tf, is the unknown of in
terest. The air temperature, Ta, and ground 
temperature, Tg, are all prescribed functions of 
time and are considered known. This is true of 
Qsupply and 0demand as \vell. The mass, m, 
specific heat, c, areas and U-factors are all 
constants. 

Proceeding with the solution of Eqn. (1), it is 
best to rewrite it in the following general form, 

(2) 

where b (UtAt + U A + ub~) s s 

a = me 

f(t) Q(t)supply Q(t)demand + U A T(t) 
t t a 

+ (U A + Ub~) T(t) s s g 

This equation can. be solved in closed form. The 
right-hand side of Eqn. (2) is a periodic function 
of ·time, and c:au thet·efore be represented by a 
Fourier series as ~ollows, 

f(t) 

where 

A+ L 
0 n=l 

An cos 2~nt + I 
n=l 

A 
0 

A 
n 

B 
n 

~ f f(t)dt 
0 

~1t f(t) 
2nTit cos 

T 

~1\(t) sin 
2nTit 

T 

B 
n 

dt 

dt 

2nnt 
sin 

T 
(3) 

In evaluating the foregoing integrals, values for 
f(t) were first tabulated for each week of the 
year, and the quadratures were calculated using 
Simpson's rule over the total period, T, ef111i!l 
co S2 weeks. 

The solution to E4n. (2) is given by 

bf,;/a 
~ f(~)d~ +C] 
a 

(4) 

The first term in the brackets arises from the 
particular solution to the complete equation, and 
the constant, C, arises from the complementary 
solution to the homogeneous equation. Note that 
~ appearing in Eqn. (4) is a dummy variable of 
integration. 



Upon substituting Eqn. (3) into Eqn. (4), the in
tegrations can be carried out and there results 

T = e-bt/a 
f 

A 
+ __2. + L 

b n=l 

+ L 
(~ B 
a"- n 

n=l 

L 
n=l 

(2nll B _ b A ) A 
aT n ?" n o 

b 2 ~ II 2 - -- + C) 
(-) + (~) b 
a T 

sin 2n1T.t 

Znllt 
T 

(5) 

In the foregoing, the first term on the right-hand 
side represents a pure transient which disappears 
with inc:reasing time. The remaining terms are 
the purely "steady-periodic" portion of the solu
tion, and they are the only ones of interest to 
this study. 

'rhe final solution can be put into a more conven
ient form for computations if a trignometric iden
tity is used to introduce the phase angle, an. 
The resulting expression becumeH 

+ l 
Il-l sin 

cos (2nllt -a ) 
T n 

(6) 

In this form, it is apparent t:har t:h!:! reHetvult 
temperature lags behind the imposed forcing 
function. f(t)l by the angle an. The lag angle, 
equal tot a- (2nlla/hT), is different for each 
of the harmoRics of the forcing function. If 
f(t) were given by either a pure sine or cosine 
variation, then only the fundamental would be 
present, corresponding to n = 1. In the case of 
the present study, the first ten harmonics were 
retained. That is, the series were truncat!:!d aflec 
ten terms. 

In the computer calculations, numerical values were 
substituted for the constants a and b, and the 
coefficien.ts A

0
, An, and Bn were evaluated using 

numeri~~l intP.eration. The fluid temperature was 
then calculated from the analytical expression 
derived above. Values for the various transfer 
coefficients needed for these calculations are pre
sented in the next section. 

Evaluation of Transfer Coefficients 

The top of the reservoir (i.e. the floating plat
forms) was assumed to be a slab of polyure.thane 
foam .1525 m (.5 ft) thick. The thermal conductivi
ty was taken to be .02306 joule/s·m·K (.0133 Btu/ 
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h·ft·F). The film coefficient on the water side 
was assumed to be very large, and that on the air 
side w~s AAAi~ned the value 34.07 joule/s·m2·K 
(6.0 Btu/h·ft .F). These give for the U-factor 
assigned to the top 

Ut = 1/34.07 +.~525/.02306 =.lSOS joule/s·m
2

.K 

As discussed in a previous section, the U-factor 
used for the side and bottom was taken to be the 
thermal conductivity of the soil divided by the 
penetration distance of an imposed sinusoidally 
varying temperature at the interface between the 
reservoir and the soil. This penetration dis
tance is given by l = 5.6S"~K/w, where K is the 
thermal diffusivity of the soil (taken to be 
.002 cm2/s) and w is the circular frequency of 
the oscillation. The period of the imposed 
oscillation is one year or 3.1536xl07 seconds. 
The penetqttluu depth is thus 1 ~ 5.65(.002x3.15% 
xl0 7/2n)l/2 em or approximately 5.65 m. For a 
thermal conductivity of the soil equal to .263 
joule/a m K, one obtains 

UH Ub = .263/5.65 = .0466 joule/a m
2 

K 

RESULTS 

Optimum designs were obtained for. a 10, 50 and 250 
home subdivision for seasonal storage of solar 
heat for space and domestic hot waLec. All designs 
were obtained for refrigeration plus the space 
and domestic hot water. 

In all designs an azimuth tracking parabolic array 
was used. This type ot array coll!:!CLH a llldAlmU!u 
amount of sunlight per unit area of land occupied 
since the entire surface is covered. The results 
are shown· in Table 1 tu::dl: th(; end of tho arti~le 

Fig. 6 at the end of the publicalluu is a graphical 
representation of the solar .tflsOlarluu, Lin.: duuu!:c
tic hot water and space heating demand for the 
250 home subdivision. It also gives the average 
weekiy temperature of the storage reservoir for 
this example. 

The results are simllac for the three sizes of 
subdivisions investigated. For the 10 home sub
divioion oi:iO, iP nrrlPr to kP.P.p the l.>Qttom dia
meter large enough to accommodate construction 
equipment the depth was reduced and the surface 
area increased. The percentage of surface area 
covered with a collector was reduced to 61. For 
the small subdivisions where ex~eHH platform orca 
is available and the collectors can be spaced to 
reduce shadowing it may be more cost effective 
to use an altitude tracking array on the azimuth 
tracking platform. This dual tracking system 
will be more efficient particularly in tbe 
winter and should futlltec reduce the required oize 
of the storage. For the larger system where excess 
platform area is not available the simple azimuth 
tracking system would probably be more effective. 
The relation between the best type of collector 
and the size of subdivision needs to be researched 



further. It was beyond the scope of this initial 
research effort. 

The designs did show a significant reduction of 
the size of collector needed when annual storage 
was used in conjunction with domestic hot water 
and space heating; a lesser but still significant 
reduction was experienced when solar powered 
refrigeration was added. 

Table 1 shows the storage efficiency (Energy Used/ 
Energy In x 100) ranged from 82.4 to 89.4 percent. 
The efficiency of the 10 home subdivision was 
reduced since the depth for reasons described 
above was made less than the other two subdivision 
sizes. This reduced depth increased the surface 
area and therefore increased the losses. 

The storage losses on all systems except for the 
10 home space and domestlc hot water design were 
approximately 12 percent. This does not include 
the 10 ~ercent losses that were estimated for 
delivery. Total losses of storage and delivery 
were approximately 22 percent. 

The above system furnished 100 percent of the 
subdivisions' space conditioning and domestic 
hot water in an average year. Generally, solar 
systems are designed to furnish 60 or 70 percent 
in order to be cost effective. With annual 
storage, 100 percent systems in an average year 
can be achieved. For instance, centralized 
back up systems would only be used on space 
heating designs in years whP.n the temperatures 
were below average in the winter. An above
average temperature in the summer might require 
the operation of the back up heat source in 
systems supplying air conditioning. 

ECONOMICS 

The presentation of a complete economic analysis 
of the floating-solar-annual-storage system is 
beyond the scope of this pa~er. The economics 
would depend on several factors including the 
site selected, the soil conditions, climate, the 
size of system and the spacing of the. homes to 
be servP-d. 

There are some money saving features of the 
system such as the close proximity of the col
lector with regard to the storage. Several cir
culation systems through the collector into the 
storage could be used to reduce both pumping and 
piping costs. The use of the floating system 
rules out the installation of expensive footings 
that would otherwise be used in fixed altitude 
tracking systems. The.platform would easily 
bolt together on the reservoir which would be 
prsvioue;ly filled with water. With the azimuth 
tracking system there would be a maximum collec
tion of energy per unit of land occupied. 

As compared to the value of electricity in Tucson 
the system would collect $500,000 worth of thermal 
energy per hectare (2.5 acres) per year. Due to 
this high rate of return the cost of land to put 
the system on should not be a problem. 
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The district heating approach would not require a 
backup system in each home. Only a central back
up system such as a coal or butane gas fired 
central boiler would be needed. This is a con
siderable savings. The cost of distribution of 
heat from a central source using a water media is 
not formidable. There are many "district heating" 
systems in Europe that are operating satisfactorily 
[5). These systems are reported to have distri
bution heat losses of 5 to 10 percent. Experience 
from lining salt gradient ·solar ponds can be used 
to line reservoirs for the system under discussion 
[2). 

A summary of a curso.ry economic analysis is found 
in Table 2. It does not include the cost of the 
land. The basis for this analysis iS· found in an 
Arizona Solar Energy Commission completion report 
[4]. 

DISCUSSION AND CONCLUSION 

The simulation program has provided a method where
by annual storage "systems using floating solar 
collector can be sized. The program shows that an 
overall efficiency much greater than open salt
gradient solar ponds can be expected. 

The computer program needs to be refined to in
clude among other things distribution losses. 
A simulation of the expected stratification in the 
reservoir would also be useful. This information 
is neeJeJ wlth regard to operation of water chillers 
in the summer. In order to maintain the high 
summer temperatures needed for these systems water 
would have to be taken from storage at the highest 
temperature. A means of selective removal at the 
appropriate level infue reservoir would be desir
able. If necessary the collection system could 
be operated at a higher temperature to maintain 
an appropriate layer of hotter water. In the 
winter, as the temperature in the reservoir drops, 
the collector could be operated at a lower tem
perature to increase the efficiency. 

A 15 to 20 home demonstration of the system is 
needed to verify the program, define any unfore
seen operational problems and clarify the economics 
of the system. 

The solar district heating system should be well 
accepted by both utilities and consumers. The 
utilities now selling non-renewable fuels could 
build and operate the solar district systems. 
Retrofitting would be more difficult than build
ing the unit at the time of construction of the 
subdivision. However connecting each house to 
an insulated twin pipeline and installing the 
necessary heat exchanges would be far simpler than 
any other type of solar retrofit. In older 
neighborhoods the system could be established on 
a vacant lot, by closing of an appropriate street 
or intersection or by purchasing and clearing 
of a house or two. Due to the relatively high 
collection and storage efficiency the amount of 
land needed per subdivision is relatively small. 



Finally, a utility owned and operated system would 
provid~ the consumer with the dependability and 
convenience that they are used to with their 
non-renewable sources of thermal energy. 
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Figure 1. 

Figure 2. 

Floating azimuth tracking 1.22 m aluminum parabola. 

Floating azimuth tracking segmented parabola 
concentrator. 
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Figure 3. 

Figure 4. 

Center pivot drivP. for azimuth tracking floating 
platform. 

Hexcel parabolic collector on azimuth tracking 
platform. 
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HOT WATER ---
RESERVOIR SCHEMATIC OF SEASONAL CENTRAL SOLAR HEAT SYSTEM 
USING FLOATING SOLAR COLLECTOR ON HEAT STORAGE RESERVOIR 
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UNIVERSITY OF ARIZONA, FEBRUARY 1979 

Figure 5 
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10 

Heating 

Heating & Cooling 

50 

Heating 

Heating & Cooling 

250 

Heating 

Heating & Cooling 

TABLE 1 

CENTRAL STORAGE OF HEAT FOR SPACE CONDITIONING 
AND DOMESTIC HOT WATER AZIMUTH 

TRACKING SOLAR COLLECTOR 

Reservoir Storage Water Collector 
Parameters TernEerature Area 

Surface Per 
Area Dia. DeEth Min. Max. Total House 

2 OK OK 2 2 rn rn rn rn rn 

319 20.1 8.5 322 367 194 19.3 

394 22.5 6.7 331 164 375 37.4 

1026 36.3 11.3 321 366 903 18.0 

1904 24.6 6.7 336 365 1866 37.3 

4680 78.0 10.7. 323 366 4448 17.8 

9457 109.7 6.1 335 365 9269 37.0 

* Storage efficiency is the energy output/energy input X 100. 
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Storage* 
Efficiency 

Percent 

82.4 

88.2 

88.4 

88.7 

89.8 

89.3 



TABLE 2 

CAPITAL COSTS 
SOLAR DISTRICT HEATING IN TUCSON, AZ. WITH 

ANNUAL STORAGE OF 250 HOME SUBDIVISION* 

Parabolic Collector 

15-cm Foam Tracking Platform 

Excavating & Lining 

Circulation 

Distribution>'<* 

Total Installed 

Engineering & Contingencies @ 40% 

Subtotal 

Koyalties ~ Profit @ 20% 

TOTAL COST PER SQ. METER 

TOTAL COST PER HOUSE 

Tax Credits/House 
(State & Federal) 

Estimated Savings/House*** 

NET C03T PER HOUSE 

AMORTIZATION COST PER HOUSE 

(12% interest with a 20-year life) 

~O_li~ 

$ 

38 

27 

5 

27 

140 

56 

196 

39 

235 

$4182 

$2050 

..... -~29,9_ 

01632 

$ 218 

!:!.:!:.&1:!. 

$ 

38 

27 

5 

27 

205 

82 

287 

57 

344 

$6123 

$3000 

500 
.~~·..-., ........... ~ ...... , ..... 

02G2J 

$ 352 

* Costs are per square meter of collector unless otherwise indicated. 
** Distribution costs are based on a spacing of 3 homes per acre. 

(Max) 

'~** The savings is the estimated difference between the cost or gas furnace 
and solar heat exchangers. 
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SOLAR "BREADBOX" SIMULATION USING D.A.T.A. 'S TBBX CODE 

Bruce T. Maeda Bruce Melzer 

Davis Alternative Technology Associates 

(D.A.T.A.) 
P.O. Box 470 

Davis, CA 95616 

ABSTRACT 

D.A.T.A. has developed a computer code for the 
simulation of passive or integral solar hot water 
heaters, sometimes referred to as "breadboxes". 
This code was derived from and is similar to a 
code used for simulating passive solar design of 
structures, denoted SOLSIM. Parametric simulations 
were run to evaluate operational influences on 
breadbox performance. Simulations were used to 
evaluate breadbox design for a breadbox installation 
project in Indio, California. Breadbox simulation 
indicates that convective/conductive gains in 
breadboxes are of equal magnitide to direct solar 
absorption. Simulations are compared to a monitored 
breadbox system in Davis, California. 

INTRODUCTION 

Historical Overview 

Solar "breadbox" hot water heaters (hereafter termed 
breadboxes) are defined as solar water heaters which 
combine storage and collection in a single inte
grated system. They usually consist of black metal 
water tanks placed in an insulated box with a 
transparent or translucent cover. They may have an 
insulated shutter or lid which is operable to reduce 
nighttime heat losses through the cover. The 
"classical" system is currently considered to be the 
design of Zomeworks Corporation, although a wide 
variety of new designs have been developed. Older 
designs not only existed but were sold commercially 
from 1890 to 1941. One of these earlier designs 
was named the Climax water heater and was marketed 
throughout Southern California. Over time, .this 
design was modified until it more closely resembled 
today's flat plate systems. There is reason to 
believe that breadbox systems could be mass-produced 
and be more cost effective than flat plate systems. 
Custom site-built systems have proven to be as cost 
effective as flat plates in mild climates; however, 
these systems require some lifestyle change by 
shifting hot water usage to early evening instead 
of late night and morning. Like flat plate systems, 
breadboxes are more cost effective for higher demand 
situations even though the solar fraction may de
cline. Currently breadboxes tend to be found in 
localized areas because a local designer or indivi
dual has promoted their' use. Commercialization has 
begun but is still quite limited. The potential 
for improvements i,·, de&i.lf.n auJ tJLuJu"Liuu i.~ lltud• 
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greater than for flat plate solar collectors. 

Scientific Literature 

Scientific literature regarding breadbox performance 
has been minimal, especially when compared to flat 
plate systems. A wide range of solar water heaters 
including a breadbox and an exposed black tank were 
studied by F.A. Brooks in the 1930s [11. Some 
papers describe work in breadbox-like designs in 
other countries [2,3,41. A few papers have been 
presented at recent solar conferences, especially 
the National Passive Solar Conferences [5,6,71. 
Private publications such as Horace McCracken's "How 
to Build a Passive System Solar Hot Water Heater" 
have also given design and performance data. 

The Problem 

While the performance of breadboxes is generally 
below that of flat plate systems, the installed cost 
is typically one-half that of flat plate hot water 
heaters for site-build systems. These systems pro
vide 100% of the hot water needs of 2-3 adults for 
at least six months of the year in and around Davis, 
California. The breadboxes act as preheaters during 
the remaining months of the year, contributing an 
overall performance of slightly over SO% [81 .. While 
breadboxes have been tested and simulated on com
puters, these evaluations have not been guided by 
experience with operating systems and the knowledge 
of important design parameters ~hich affect the 
system performance. Likewise, the appropriate var
iation of design with climate has often been ignored 
by researchers unfamiliar with the important perfor
mance parameters for breadboxes. 

This paper presents the results of three different 
simulation analyses of breadbox performance. The 
first analysis, conducted for Sacramento, California, 
used parametric changes to determine the sensitivity 
of performance to hot water load profiles, hot water 
demand, and water set point temperatures. The 
second analysis, conducted for Blue Canyon, Califor
nia, examined the potential for breadbox freezing 
in cold climates. The third analysis, conducted for 
Indio, California, evaluated seven different designs 
for a multifamily housing project. 



COMPUTER SIMULATION PROGRAM DESCRIPTION - TBBX 

The computer program TBBX is a FORTRAN IV program 
based on D.A.T.A. 's program SOLSIM, a passive solar 
building simulator. Since the basic structure of 
the programs are similar, the description below 
applies to both programs except as noted. 

Program Inputs 

The programs TBBX and SOLSIM both initialize the 
full range of input parameters with the exception 
of the shell element characteristics and the storage 
type characteristics. Immediately following ini
tialization, input parameters are read and echoed 
out to the output file, which by default is a line 
printer. There are five general categories of 
inputs as can be seen from the flow chart Fig.l. 

SOLSIM/ TBBX Flow Chart 

INTERNAL 
HEAT BALAN- 100 cycles/ 

CING SUBROU- hour 
TINE TEHS 

Fig. 1 
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The first is a general category including title, 
date (month and day), location (latitude, longitude, 
and time zone), and general shell surtace charact
eristics (air film values, solar absorption of walls 
and roof). The second category is weather specifi
cations and includes mean wind velocity, cloudiness, 
clearness number, cloud cover, solar reduction 
factor, hourly or maximum and minimum daily temp
eratures. Next a category of hourly operations is 
read in and may include a lighting schedule, mech
anical heat gain schedule (or programmed back up 
heating), ventilation schedule, and infiltration 
schedule. The fourth category of input is the 
exterior shell characteristics which include: 

1. Opaque wall area 
2. The area of transparent or translucent shell 

surfaces 
3. R value of wall 
4. R value of transparent or translucent surfaces 
3. Daily average ;;had lug cueff ldeuL uf Lil" wall 
6. uaily average shading coefficient of the 

glazing 
7. Orientation according to azimuth and tilt of 

the element 
8. Construction type (TEtb or CLTD type from 

ASHRAE Handbook of Fundamentals) 
9. Portion of glazing with moveable insulation 

10. R value of the moveable insulation 
1J.. Operati6n schedule col'le number Cor the move-

able insulation. 
The final input section deals with the character
istics of heat storage type. Various heat storage 
elements such as water cylinders, barrels, concrete 
slab, roofponds, or Trombe walls may be investigated. 
Storage devices may be shuttered, exposed to the 
exterior in sun ur shade, or totally enclosed within 
the building shell. They may vary in number and 
several characteristics: 

1. Associated solar radiation element glazing, 
which tells the program where the sunlight 
i:J coming from, 

£. Number ot identi¢al urtics 
3. Surface area of each uniL 
4. Locat1on tlag 
5. Exterior operable insulation R value 
6. Interior operabl" insulation R value 
7. Portion of surface exposed to solar radiation 

(daily av<?rag<?) 
8. Portion of.surface exposed to interior 
9. rortion of surEeee cxpooed to exterior o~r 

temperature 
1n Pnrtinn nf l'l11rf11cP f\X{IORP.d to lil!hlinli: 
11. Portion of surface exposed to north sky 
12. Mass of each unit 
13. Spt:cific ilc.:ut of e.:~ch unit 
14. Density of mass 
1~. Mass thickness (primarily for ;;labs) 
16. Emissivity of mass surface 

There may be up to five types of storage mass ele
ments differing in any of these characteristics. 
for each storage type there are four different 
shutter schedules that are used in the input. One 
controls the exposure Lu ealetiut air temperatures 
and sunlight, one to interior conditions, one to 
exposure to the north sky for radiant cooling and 
the final operation schedule controls exposure to 
glazing for moveable insulation between glass and 
the thermal mass. TBBX includes a mass flow sched
ule for each storage type, mass source temperature, 



mass flow origin code (source or other storage 
type), water source temperature, and desired water 
temperature. 

Program Calculation Procedures 

After reading in the input data the program begins 
calculations. The first calculations compute daily 
values mostly relating to sun angles for the day. 
Next the hourly calculation cycle begins. Most of 
the calculations are done in a subroutine denoted 
THERM, which does the calculation of each shell 
surface one by one. After the shell surface con
ductive and radiation heat transfers are determined, 
the volumetrically dependent heat exchanges such 
as internal loads, infiltration, and ventilation 
are determined. The total shell heat balance is 
determined from the current temperatures inside and 
outside the structure. This heat balance is then 
submitted to the internal heat balancing subroutine 
TEMS, to determine the new hourly mass and internal 
air temperature. TEMS determines the heat exchange 
between the mass types and the air. Virtually all 
transfers are mediated through the air. Short wave 
radiant transfers from sunlight go directly into 
the mass when appropriate, and long wave radiant 
transfers to glazing are determined separately. A 
schematic of these exchanges is shown in Fig. 2. 

( ) CONDUCTION/CONVECTlO:l 
~ SHORTWAVE (>OLAR) RADIATION 
~ LONG WAVE ( [NFRARED) RADiATlO~l 

Fig. 2 

This calculation methodology is not perfect but it 
adequately predicts temperatures and allows the 
evaluation of the effects of thermal mass on a wide 
range of characteristics. At the end of each hour 
the shell heat balance for each surface element, 
air and storage type temperatures, and total struc
tural heat balances are printed. These are accumu
lated and summarized at the end of the day on a 
structural heat balance sheet for the day. Daily 
balances for each of the shell surface elements are 
printed. SOLSIM allows a Calcomp plot of air and 
mass temperatures. This feature was deleted from 
TBBX to save computation overhead costs. TBBX 
includes an automatic annualization procedu~e Lased 
on four to twenty-four design days per year. The 
greater the number of design days, the more accurate 
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the annualization; however, the cost of the runs is 
over $2 per day simulated, and computation costs can 
become prohibitive for small, private researchers 
such as D.A.T.A. The design day temperatures and 
BTU output summary is printed on a separate output 
file. The annualization procedure involves the 
simulation of a clear and cloudy design day for each 
season or month. These design days are annualized 
by multiplying by the number of clear, partly cloudy, 
and cloudy days in the chosen period. Partly cloudy 
days are weighted with 2/3's clear day performance 
and 1/3 cloudy day performance because correlations 
of sunshine and cloudiness data indicate a similar 
non-linear relation between sunshine and cloud cover. 

Program Validation 

Only a few validation runs have been performed. 
SOLSIM was originally validated by comparison with 
data gathered at the Living Systems office in 1975. 
Comparisons were made with the monitored breadbox 
at the Nittler/Maeda Suncatcher house in Davis, 
California. This breadbox is monitored along with 
the rest of the Nittler/Maeda Suncatcher house under 
grant #DE-FG04-79CS30169 from the Solar Heating and 
Cooling Research and Development Branch, Office of 
Conservation and Solar Application, United States 
Department of Energy [81. The mock up of perfor
mance was quite close, but parametric input changes 
that are physically realistic could allow substan
tial variation in the calculated results because of 
the large number of input parameters. The results 
of this comparison are shown in Fig. 3 below. 

SIMULATION RESULTS 

Breadbox Characteristics 

A series of parametric runs was done for a bread
box designed by John Burton of Integral Design, 
Santa Rosa, California. This breadbox is designed 
to be site-built on a flat roof or ground mounted. 
It incorporates two 0.15lm3 (40 gallon) gas or 
electric water heater tanks acting as absorption 
and stora~e. in a prismatic box with a right isos
celes triangular c~oss section 1.83m(6i) on the 
equal sides and 2.4lm(7'11") on the hypotenuse. 
The width is also l.HJm(6'). The b~x is double 
glazed with slightly less then 48ft (4.46m2) of 
Kalwallr, or Filonr,.which acts as the collector. 
Plans for this system and a horizontal breadbox are 
available from Integral Design at $15 for both plans. 

Parametric Runs 

A series of simulations of eight design days each 
was run for the Integral Design breadbox using 
weather and climate data for Sacramento, California 
which is representative of most of the Great Central 
Valley of California and the low desert region of 
the southwestern United States. These simulations 
were run to determine the annual performance sen
sitivity to load profiles, thermostat set point 
temperature, uoc of chutt~rs, ann nP.mand. The table 
below gives the annualized output in gigajoules (GJ) 
and millions of BTUs (MBTUs) for the series of runs. 
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Two cold climate runs were done using the base case 
and Blue Canyon; California data. Blue Canyon is 
1609m(5280ft) in elevation and has 3160°K-days 
(5704 8 F-days) heating degree days. Blue Canyon has 
au av~rage January maximum da1.ly temperature of 
6.0°C(42.8~F) and an average January minimum daily 
temperature of -1.2°C(29.8°F). Performance was re
duced to 3.47 GJ(3.29 MBTUs) and 33% solar. The 
simulations indicated that the tanks would not reach 
freezing temperatures. The pipes, however, would 
have to be insulated or properly placed to prevent 
freezing. 

Previous simulations have indicated other important 
design characteristics of breadboxes. The first is 
fundamental enough--energy has to get through the 
glazing to do an adequate job relative to the loa~. 
That is, the transmitted energy through the total 
transparent/translucent cover has to be more than 
two times the desired minimum output. In order to 
achieve adequate minimum morning temperatures in a 
standard residential use basis, the glazing to mass 

. 3 . 2 . 
rat1.o should not exceed O.Olm water/m glazingl.n the 
Central Valley of California [81. 
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BREADBOX DESIGN SIMULATIONS 

The program TBBX was originally developed from 
SOLSIM as part of a contract with the CaliforniA 
Solar Business Office, then SolarCal, which in 
turn was funded by thP. F~n~ral Southwest Border 
Regional Commission to act as design consultants on 
a breadbox project for the Fred Young Farm Labor 
Housing Center in Indio, California. Under the 
terms of this contract, eight distinctly different 
designs were rlrAftP.n fnr u9~g~ at the Labor Center. 
This situation was quite useful for solar breadbox 
application with a high afternoon load. Hot water 
demand wR& quite high, and the budget was limited 
to such a degree that compromises had to be made 
with the design of the breadbox installation. 
Nevertheless, the summary of thP. pPrfnr~an~e eval
uation is quite instructive and is giv~n as Table 3 
below. Graphic depictions of the design are given 
in the final report for this project and are not 
reported here due to space considerations. 

During the analysis of the eight breadbox designs, 
two key parameters were held constant.· The ratio 



Table 1 

BREADBOX PERFORMANCE TABLE 

Water Heater Thermostat Set Point Temperature 

in GJ (MBTUs) 

140 F llOF 

Base Case 2.33 (2.21) 3. 08 ( 2. 92) 
20% solar 45% solar 

Standard Load 1.99 {1, 89) 2.71 (2.57) 
Profile 17% 39% 

75 Gallon/Day 3.83 (3.63) 4.62 (4.38) 
Demand 22% 45% 

Shuttered 2.95 (2.80) 3.65 (3. 46) 
Spm to Bam 26% 52% 

The base case is defined as the afternoon/P.vening 
"shifted" load profile, O.l89m3(50 gallons) of hot 
water demand per day and no moveable insulation. 

The load profiles are given ~n Table 2 below: 

Table 2 

HOT WATER DEMAND LOAD PROFILES AS 
PERCENTAGE OF DAILY DEMAND PER HOUR 

Hour Standard "Shi¥ted" 
% % 

0 2.0 
1 
2 
3 
4 
5 
6 1.5 
7 4.5 10.0 
8 7.5 5.0 
9 8.5 

10 6.6 
ll 4.5 

Hour 

12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

Standard 
% 

3.2 
5.0 
2.7 
2.5 
2.0 
4.0 
7.0 

12.3 
9.9 
6.7 
5.3 
4.5 

"Shiited" 
% 

5.0 
30.0 

5.0 
5.0 

15.0 
15.0 

*Load shirted towards afternoon and evening hours 
and away from morning hours. 

of water mass to glazing area, which was determined 
in earlier research to be a critical limit on per
formance, was held at approximately 0.06-0.08m3 of 
water (1.5-2.0 gallons) per m2(ft2) of glazing 
[earlier research showed that 0.10m3fm2 (2.5 gallons/ 
ft2) of glazing is the maximum ratio, and lower 
ratios result in better performance]. The number of 
breadbox units per installation was based on using 
ll.lm2(120ft2) of effective south facing glazing 
per installation. For many designs two breadbox 
units per installation were used, although a system 
with a curved glazing surface (system #6) required 
6 breadbox units to achieve the ll.lm~ glazing 
standard. 

The majority of the systems using tanks performed 
very similarly, with solar fractious of 30-33%. In 
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Table ) 

BREI\DHOX PERFORHIINCE _ _2!!~ 

for 
f["Prl Young Farm l.at-or \.enter 

in Tnrlio, C-Alifornia 

HRTUs 
Tank$;/ fl of Total Annual 

~~tern Number ~ Units Capacity Output ~ KBTU/$ 

I. 2 tank verticnl 21 .l1m3 
( 160gal) 

2). 97 )) :n.,.s 

2. J tfmk vertic:~] 24 .lmJ 25. 12 J.> .11 ·'·0-
( 180gol) 

3. 2 tnnk plu!'l 16.Jm3 22.39 31 '•1.01 
RnpcrhcRter ( 120ga I) , .. 2 tank l6.Jm3 
hori?.onta I 

2'• .01 33 43.97 
( 120ga l) 

5. 2 tRnk bubble 4 B. 2m3 62.93 76 '•6.68 
(360go I) 

~- Narrow diametP.r 30' JS. JmJ 
bubble 

31.00 31 51. 15 
(264gal) 

7. NArrow diamet~r 16' 10 7. 9m 3 
tri:mgul:u 

23. 7R 12 R2 .00 
(59go I) 

8. I tnnk ,, 2l.'•m] 
tri;mgulnr 

13.28 19 JR. 14 
(l60gal ) 

7his c~s~ most two.tarik systems are relatively 
~nsens~t~ve to des~gn variation. The two notable 
exceptions were system #6, using the curved glazing, 
and system #8, using one tank in an isosceles tri
anglP. shaped box similar to that modeled for 
Sacramento. The high performance of system #6 was 
rlue to t:hP. lArgP. number of breadbox units used 
but the overall cost for building such a syste~ 
exceeded the budget limit. The low performance of 
system #8 can be attributed to large heat losses 
from the box walls and glazing. An experimental 
system, developed by Horace McCracken (systerr. #7), 
uses 7.62cm(3") diameter aluminum pipes to achieve 
a solar fraction of 32% for a low cost. While this 
particular system has a number of practical drawbacks 
it shows tha.t narrow diameter breadbox systems are ' 
extremely effective in high demand situations. 
While the results of this study are interesting, 
they cannot be generalized to typical residential 
installations because of the number of unique water 
demand, load profile, and climatic characteristics 
r.ql. 

RESULTS 

It is clear that breadboxes perform better at lower 
set point temperatures, shifted schedules, higher 
demand, and with shutters. However, reliable oper
able insulation designed for exterior or interior 
use with a breadbox has not been perfected or auto
mated. It appears for Sacramento at least that set 
point temperature is more important than load pro
file. Higher demand for water may not increase the 
percent solar but does increase the cost effective
ness, since energy output increases. Just as in 
flat plate systems, hot water conservation and solar 
hot water heating with breadboxes conflict. For 
high demand relative to storage capacity in hot 
sumn:er climates a system more closely resembling an 
active system is more appropriate, but overall per
formance per dollar tends to favor a cross between 
the two systems provided cost estimates of hypothe
tical systems are accurate. 



A great deal of study of both an ~xpe~imental and 
theoretical nature needs to be done for breadboxes 
breadbox-like designs, or hybrids between flat ' 
plates and breadboxes. Breadbox design is still 
quite unsophisticated and could tolerate a complete 
redesign. The performance capability is quite real 
for mild climates, especially when compared to 
electric hot water heating, bottled gas, or fuel 
oil. Performance per dollar will probably exceed 
flat plates for even a wider climate range if suf
ficient research and development resources are di
rected towards this effort. In spite of the limited 
resources D.A.T.A. has been able to direct towards 
this research, some valuable results have been 
determined. 
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TRNSYS SIMULATION OF CHEMICAL HEAT PUMPS FOR SOLAR HEATING, COOLING, AND STORAGE 

Peter O'D. Offenhartz 
EIC Corporation 
55 Chapel Street 

Newton, Massachusetts 02158 

ABSTRACT 

TRNSYS-cornpatible subroutines for the simulation 
of various types of chemical heat pumps have been 
written and simulations for both heating and cool
ing are being performed for the Washington, D.C. 
climate. Direct comparisons between the H2S04/H20, 
CaC12/CHJOH, and NH4N03/NH3 chemical heat pumps 
are being carried out and, in the heating mode, 
comparisons with "conventional" hot water storage 
are being made. In all cases simulated, the solar 
collector is a fixed evacuated tube system. 

Chemical heat pumps operate at higher solar collec
tor temperatures (>100°C) than "conventional" solar 
heating systems with hot-water storage, but make up 
for reduced collector efficiency by having a co
efficient of performance greater than unity. The 
trade-off between these two factors is sensitive 
to solar collector performance, particulo.rly to 
the transrnittance-absorptance product (Ta), to 
climate (the trade-off is more favorable to chemi
cal heat pumps in warmer climates, where their 
cooling capability is most useful), to the control 
strategy, and to the design and size of the cherni~ 
cal heat pump. In liquid-based systems, such as 
H2S04/H20 and NH4NOJ/NH3, undersizing the system 
can lead to high collector temperatures, but 
performance remains very good. 

The performance of the H2S04/H20 and NH4NOJ/NH3 
systems was found to be quite similar, although 
the ammonia-based system showed some potential 
problems due to high concentrations of NH4N03 that 
could lead to salt precipitation. The CaCl2/CHJOH 
consistently indicated lower max1rnum solar collec
tor temperatures, but at the cost of reduced co
efficients of performance. In the cooling mode, 
which has been examined at some length, the 
reduced COP of the CaC12/CHJOH system was almost 
exactly balanced by the reduced collector perfor
mance (at higher operating temperatures) of the 
H2S04/H20 system. Thus, despite remarkably differ
ent designs, the two systems met almost exactly the 
same fraction of the cooling load with a given 
collector area. While this result is somewhat 
accidental -- it depends on climate, collector 
performance, and, above all, on storage capacity 
it indicates that differences between various 
chemical heat pump designs do not necessarily lead 
to major differences in performance. 

CHEMICAL HEAT PUMP DESIGNS 

In a generic sense, chemical heat pumps are absorp
tion··cycle thermally activated heat purnpG with 
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built-in (inherent) chemical storage of thermal 
energy. They resemble the more well-known LiBr/ 
H20 and H20/NH3 absorption cycle heat pumps, 
differing primarily in the energy storage feature. 
Furthermore, chemical heat pumps are generally 
being designed for solar heating as well as for 
cooling. 

In the cooling mode, an important objective of 
chemical heat pump design has been to achieve 
sufficiently high absorber and condenser tempera
tures to permit dry heat rejection, without a 
cooling tower, since this is considered crucial 
to the residential market. This requires a 
relatively large heat pumping temperature gradient, 
i.e., temperature difference between absorber and 
evaporator. A large gradient is also vital for 
heating applications. As shown by a number of 
authors [1-3], the requirement for a large tern
perature difference between absorber and evaporator 
implies a large temperature difference between the 
generator and condenser, and hence forces the 
solar collector temperature to be above the normal 
range of flat-plate systems. Thus, it is gener
ally agreed that chemical heat pumps will be used 
in conjunction with evacuated-tube, parabolic 
focusing, or Winston-type collectors, which can 
achieve temperatures in the l00-200°C range. 

Under DOE sponsorship, work is in progress on two 
fundamentally different chemical heat pump designs, 
based respectively on liquid-gas and solid-gas 
rea·ctions. Liquid-gas systems, exemplified by the 
H2S04/H20 [4] and NH4N63/NHJ [5) systems, are most 
similar in concept to the familiar LiBr/H20 cycle. 
The basic design is shown in Fig. 1. Indeed, the 
fundamental difference is that LiBr is not highly 
soluble in water, so that a concentrated solution 
of LiBr cannot be used for energy storage. By 
contrast, H2S04 and H20 are completely miscible 
so that excess solar energy can be stored by con
centrating the H2S04 solution stored in the acid 
tank. Of course, as the solution becomes more 
concentrated, the vapor pressure of H20 decreases, 
and the qenet"<J.to~ ternpe:rature (i.e., the solar 
collector temperature) must be increased if 
condensation of H2o is to occur at a temperature 
suitable for heat rejection (to the residence in 
the heating season; to outdoor air in the cooling 
season). Thus, the concentration of H2S04 is 
limited by the maximum solar collector temperature. 
In the NH4NOJ/NH3 cycle, precipitation of NH4N03 
will probably be limiting. 



netrlg· 
erant 
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Fig. 1. Schematic Diagram of a Liquid-Based Chemical Heat Pump. 

In solid-gas systems, such as the CaCl2/CH30H [6] 
and metal-hydride/H2 [7] systems, there is little 
or no variation of vapor pressure with "concen
tration." '!'his is a consequence of Gibb' s phase 
rule. Thus, for a given condenser temperature, 
the solar collector temperature remains largely 
constant until the solid absorber (CaC12 or metal 
hydride) is fully regenerated. However, the 
design of a solid-phase system is quite different 
from the design of a liquid-based system, since it 
is difficult at best to circulate the solid absorb
er. Instead, as shown in Fig. 2, a fixed-bed· 
absorber is used, and the heat exchange fluids are 
periodically switched from one bed to the vther. 
This is somewhat more complex than in a liquid
based system, and sensible-heat recovery is not as 
good. For this reason, the coefficients of per
formance of solid-based systems will be lower. 

TRNSYS-COMPATIBLE LOAD AND COLLECTOR MODULES 

In order to simulate the performance of the various 
chemical heat pumps, it was necessary to develop 
TRNSYS-compatible subroutines for the major comr 
ponents, including the residential load. (For a 
number of reasons, the load module supplied with 
the TRNSYS package [8] was not quite suitable.) 
The model we used can be characterized as a single
node residence, with an overall UA of 1200 kJ/°C-hr, 
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and a thermal capacitance of 40,000 kJ/°C. The 
effective UA includes infiltration, which was set 
at 0. 75 air changes per hour. InfilLL·ation is_ 
particularly important in the cooling mode, since 
the latent neat contained in ~e moist infiltrated 
air must be explicitly accounted for. Moisture 
"capacitance" and internal he~t generation (2300 
kJ/hr) were also included in the model, but inter
nal generation of humidity and direct solar gains 
were not. With these latter exceptions, the model 
is quite similar to the one to be released by SERI [9]. 

The settings of an internal thermostat were used 
to control the chemical heat pump operation. Above 
25.5°C (77.9°F), the heat pump was set to the 
cooling mode, and cooling was continued until the 
temperature fell below 25°C (77°F). Between 24° 
and 25°C, the heat pump was shut off; any heat of 
condensation that occurred during solar collection 
was rejected to outdoor ambient air, as in the 
cooling mode. 

Below 24°C, the heat pump was set to the heating 
mode, and any heat of condensation was rejected 
indoors. (During the summer, heating in this mode 
was not permitted. Similarly, in winter, cooling 
was not permitted.) Heating with condenser heat 
was hence permitted over a wide "dead-band," allow
ing the heat capacity of the residence to take up 
excess heat during peak hours of solar collection. 



To 
Ducts 

r.ront 
<toroge 

Fig. 2. Schematic Diagram of a Solid-Based Chemical Heat Pump. 

When the temperature of the residence fall below 
l9°C, heat from the absorber was used. Finally, 
below l8°C, auxiliary heat was added to the 
generator, so that backup operation took advantage 
of the heat pump coefficient of performance. It 
should be noted that the wide condenser dead-band, 
similar in behavior and function to the control 
scheme·in a passive solar residence, is vital to 
the operation of a chemical heat pump in the heat
ing mode. Without the wide temperature band, it 
would be necessary to reject most of the heat of 
condensation to outdoor ambient air, and the 
effective coefficient of performance of the heat 
pump would decrease sharply toward unity. 

The efficiency of the solar collector was simulated 
using the formula 

where Tc and Ta are respectively the average 
temperature of the solar collector heat exchange 
fluid and the temperature of the. ambient air, and 
Hs is the solar radiation (beam and diffuse) 
corrected for angle of incidence. This formula 
unquestionably oversimplifies the collector per
tormance curve, Uut U1e uve<blu~lification ohould 
not be serious since the same collector perfor
mance was used in all simulations; the objective 
is to compare heating and cooling systems, not 
collectors. 

The parameter A and B were set equal to 0.65 and 
2.5 kJ/m2-oc respectively. Thus, the collector 
efficiency was at best 65% (n = A) , falling off 
at higher fluid temperatures. The performance of 
chemical heat pumps in the heating mode is sensi
tive to the ratio of collector P.f.fit:.ieuc;;ies at ca. 
60°C (a typical inpnt: temperature to a hot-water 
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storage system) and at ca. 130°C (a typical input 
temperature to a chemical heat pump). At noon on 
a bright day, this ratio is approximately 1.1 in 
our simulations. Thus, the coefficient of perfor
mance of the heat pump must be at least 1.1 to 
overcome the reduced collector efficiency. In 
practice, the required ratio is higher (ca. 1.2), 
due to the effect of reduced morning and evening 
insolation. 

TRNSYS-COMPATIBLE HEAT PUMP MODULES 

TRNSYS-compatible subroutines were written to 
simulate the performance of both solid- and liquid
based chemical heat pumps, including appropriate 
controllers. Program development of the liquid
ba~·;;u;1 <:yc;temc; Wi'IS grP.iltly facilitated by adapting 
a routine written for the H2S04/H20 system by 
Mark 0. McLinden at the Solar Energy Laboratory of 
the University of Wisconsin [10]. The structure 
of the program was changed to incorporate a sepa
rate generator, condenser, absorber, and evaporator, 
thus permitting simulation of the heat pump in the 
"continuous" mode. (The original routine was 
written for the "batch" mode.) The program struc
t~lr._ i!l c:n pF>rmi t.t.P.rl direct s1,1bsti tution of the 
physical-properties subroutine, so that the same 
program could be used for H2S04/H20 and NH4NOJ/NH3. 
McLinden's routines were used for H2S04/H20. The 
latter are not nearly as ·accurate, however, owing 
to lack of data on heat capacities of NH4N03-NH3 
solutions. Nevertheless, we believe the accuracy 
is sufficient for present purposes. The routines 
assume that all solutions are in thermodynamic 
equilibrium, i.e., that there are no pressure 
drops. Constant-effectiveness heat exchange 
(£ • 0.8) w~s also assumed, anrl the heat capaci
ties of the fluid containers was ignored. These 
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assumptions are optimistic, but should not be 
excessively so in a well-designed system. 

Program development for the solid-phase system was 
more complex. Since chemical kinetics are more 
important in solid-phase systems, equilibrium was 
not assumed. Instead, the ratio of.absolute 
temperatures (absorber-evaporator or generator
condenser) was taken as constant. The resulting 
fluid temperatures match those observed experi~ 
mentally with reasonable accuracy. Heat capaci
ties of the containers were accounted for, since 
they are more important in solid-based systems. 
Only the CaCl2/CH30H system was simulated, since 
it is doubtful that metal hydride systems will ever 
be sufficiently inexpensive to be used in a 
storage system. (Metal hydrides are more likely 
to find application in heat pumps fired by fossil 
fuels.) 

SIMULATIONS IN THE COOLING MODE 

The annual temperature profile for the Washington, 
D.C. climate is shown in Fig. 3, together with the 
profiles for July and August. In the TMY data 
used [9], there are 1084 hours in which the 
temperature exceeds 25°C; of these, 331 hours are 
in July and 279 hours in August. 
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Fig. 3. Annual and July-August Temperature Pro
files for the Washington, D.C. TMY. 

At the present time, only the cooling simulations 
are near completion, and our results are"limited 
to a comparison of the H2S04-H20 and CaC12-CH30H 
systems for the eight-day period starting July 15. 
The average temperature during this period was 
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23.7°, somewhat below the average for .Tul y (24. 5° C). 
Temperature and insolation curves are shown in 
Fig. 4. 

3000 

0 40 60 80 100 120 140l60 180 
HOURS AFTER MIDNIGHT. July 15 

Fig. 4. Temperature and Insolation Profiles for 
the Period July 15-July 22, Washington, 
D.C. TMY. 

To determine the cooling load, simulations were 
initially carried out with oversized collectors 
and chemical heat pumps. As expected, the results 
were the same regardless of the type of chemical 
heat pump employed. The average cooling load was 
42,000 kJ/day; the maximum, 93,200 k.J/day on July 
20. On two days, July 17 and July 22, no cooling 
luau was indicated. 'l'he latent load averaged 40% 
of the total. By way of comparison, the average 
solar intensity incident upon the collector 
(oriented at latitude +15°) was 12,300 kJjm2-day. 

Thoe cullector area was systematically reduced for. 
l>oth syst:em.s ui1Lil they were no longer capable of 
meeting the full load. This occurred just below 
9 m:l. I'lte cul:t.ect:ul:' area was then set at io m<! , 
and the storage volumes were systematically reduced 
until the performance again began to decrease. It 
is evident from Fig. 5 that solar inten~j~y and 
coc;>ling load arc by n.:-. m,;,"""' •:uiw:luent, so t:hat, 
within a limited range, one may trade storage 
99P~<;;~\.Y a9ainst. solar r:-<:1 t J.ect.nr l'.:!:"'-'.:1 fg;,r a gi·~en 

level of performance [11]. 

Tho gto~r•go oapaeity or u l.iqu.id-l.Ja,;~;ll ~hemical 

heat pump is difficult to specify with any prPci.
siou, s!uce it depends on the temperatures at which 
it operates, particularly on the solar collector 
temperature. For this reason, we varied the 
volumes of the two systems. We uetermined in this 
way that the minimum storage volume of the H2S04-
H20 systGm was roughly 0.25 m3. This involves 
storage or 175 ky of 75% H2~04 and ~~ kg of H2o, 
with adequate volume for dilution and concentration. 
During operation, the concentration ranged from 
63% to 90% H2S04, which corresponds to the cycling 
of 62 kg H20- Thus, the effective energy storage 
capacity was equivalent to about 140,000 kJ of 
cooling. 
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In the case of CaCl2-CH30H, the minimum storage 
system consisted of 260 kg of CaCl2 and 150 kg of 
CH30H. The energy storage capacity of this system 
is, once again, about 140,000 kJ, but the volume 
is about 0.60 m3. 

At these sizes, the H2S04-H20 and CaCl2-CH30H 
systems met 94% and 91% of the cooling load 
respectively. The difference is without signifi~ 
cance, particularly since both systems were found 
to be capable of meeting the full cooling load when 
the storage volumes were increased. What is of 
significance is the details of the performance of 
each system, since these details have practical 
implications for collector choice and sizing as 
well as choice of storage volume. 

COMPARISm! OF THE OPERATION OF "UNDERSIZED" 
STORAGE SYSTEMS 

A comparison of undersized systems is important for 
warm climates, or cooling-only applications, where 
heating is not a major requirement. In these cases 
it is economically important, as with any heat pump, 
to size the components so that the cooling load is 
met a large fraction of the time, but not quite 
100%. 

A comparison of solar collector temperatures and 
state of charge for the two systems, sized as noted 
above, is shown in Fig. 6. During the first day 
shown, the systems behave in relatively similar 
fashion; in both cases, the solar collector temper
ature is about l05°C and, since the cooling load is 
somewhat greater than the insolation available, 
each system shows a small net decrease in its state 
of charge. By the end of the third day, however, 
major differences are evident. The CaCl2-CH30H 
system is fully charged, so the collector is not 
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Fig. 6. Comparison of solar collector temperatures 
(lower curves) and state of charge (upper 
curves) for CaCl2-CH30H (---) and H2S04-
H20 (---) chemical heat pumps. 

used for most of the fourth day. (For this reason, 
no solar collector temperature is shown for this 
system on the fourth day.) By contrast, the 
collector temperature of the H2S04-H20 system 
climbs rapidly to l90°C as the acid solution 
approaches 90% concentration. The same pattern is 
repeated on the fifth day, until decreasing insola
tion and increasing cooling load combine to reduce 
the state of charge quite sharply. Both systems 
run out of storage capacity on the sixth. day, and 
the collector temperature and sulfuric acid concen
trations fall to such low values that .the evaporator 
temperature (not shown) becomes too high for effec
tive cooling and dehumidification. 

What is most remarkable about these results is the 
great similarity in net cooling output despite 
major differences in design and in solar collector 
temperature. The solar collector temperature for 
the H2S04-H20 system varies from below 70°C to 
nearly 200°C (the control system stopped the 
collector from operating above 200°C). By contrast, 
the solid-phase system has a more constant tempera
ture, in the range 100-120°C. The solid-phase 
system has a nearly constant coefficient of perfor
mance, around 0.7, while the COP of the H2S04-H20 
system varies greatly, from below 0.5 at the highest 
temperatures to above 1.0 at the lowest. In effect, 
the H2S04 system responds to excess insolation 
by reducing its coefficient of performance, and 
responds to excess cooling load by increasing the 



coefficient of performance (and producing a rela
tively warm coolant). 

The effect of collector choice was examined by 
changing the collector parameter B from 2.5 kJjm2-
0C to 5.0 kJjm2-oc, which has the effect of making 
the collector less efficient at higher temperature. 
The performance of the CaC12-CHJOH system fell 
fairly sharply, so that the system met only 72% of 
the cooling load. The H2S04-H20 system did better, 
meeting 89% of the load. As seen in Table 1, the 
difference is not traceable to a difference in 
solar collector temperatures or efficiencies -
both systems evidently operated at the same average 
temperature -- but is due instead to the higher COP 
of the H2S04-H20 system. In a hotter climate, 
where the heat rejection temperatures are higher, 
the H2S04-H20 system would be forced to operate at 
higher concentration, and would hence have a lower 
COP. However, in the relatively mild climate 
simulated here, its cooling performance is excep
tional. 

OTHER COMPARISONS 

We have carried out a limited examination of 
NH4N03-NH3 liquid-based systems, under development 
by Martin-Marietta Corp. [5]. While the results 
have not yet been checked out in detail, prelimi
nary examination indicates a remarkable similarity 
between this system and the H2S04-H20 system. 
Collector temperatures and coefficients of perfor
mance appear nearly identical. We believe that 
this similarity may reflect a more fundamental 
similarity among all liquid-based systems: The 
thermodynamic behavior of such systems is variable, 
depending upon concentration, and automatically 
adjusts to the available thermal input. Thus, the 
coefficient of performance achieved in practice is 
a function of collector size and design, storage 
capacity, and load, and depends very little on the 
particular chemical system used. Solid-based 
systems, on the other hand, have essentially fixed 
behavior depending on the chemicals used. It 
should be noted that our simulation of the NH4N03-
NH3 system did not set an upper limit on NH4N03 
concentration. At the present time, the exact 
limits on precipitation are not known, but appear 

to lie in the range 80-90% NH4N03 by weight. At 
90%, the full ctoragc c~p~city could be used with 
a maximum solar collector temperature around.200°C. 
At 80%, the energy storage density would be reduced 
by about 30%, and the solar collector temperature 
would be restricted to a maximum of 150°C. 

We have also examined the effect of increased 
storage capacity in the cooling mode. However, 
the study yielded little of interest: above the 
minimum size, all systems met the full cooling 
load. 

Limited simulations for heating show that the 
collector size used for cooling -- 10 m2 -- is far 
too small. This ig not surprising -- in residen
tial buildings, in all but the most southern part 
of the United States, the heating load is cons~d
erably greater than the cooling load. It is of 
interest to note, however, that chemical heat 
pumps can operate with a high coefficient of per
formance in the backup heating mode. This could 
be none F>VE'!n wi.t.h a sma.ll syst.em. 'l'htJs, a sma.ll. 
;;md rel~tivoly inoxponr;ivo cyctem, docignod for 
solar cooling, could be used in winter as a "gas
fired heat pump" wi Lh d small solar contribution. 

Further simulations in the heating mode, using far 
larger systems, are in progress. For budgetary 
reasons, these will probably be restricted to the 
Washington, D.C. climate. As in the cooling 
simulations, we will attempt to determine compara
tive system sizing for various fractions of load 
met by solar. These data should be useful in 
estimating cost-performance trade-offs. We also 
intend to examine further the small-scale system 
sized for solar cooling. This system could be 
particularly attractive as the cooling element in 
a passively heated residence. 

CONCLUSIONS 

Anyone involved in simulation studies must cau
tiously note that the simulations are only as 
accurate as the assumptions on which they are 
based. Furthermore, by themselves, simulations 
can only indicate potential performance, not cost. 
With these caveats in mind, we note that liquid-

Tli.DL:O L C011I'li.TIIOOII OF TilE P:ORFORH.MW13 Or "UNDDROHlDD" CHDJ.IICAL HEAT 
PUMPS FOR THE PERIOD JULY 15-JULY 22, WASHINGTON, D.C. TMY. COLLEC
TOR AREA IS 10 m2. THE THERMAL COEFFICIENT OF PERFORMANCE, DEFINED 
AS COOLING DELIVEREU SOLAR ENERGY COLLtCTED, HAS NOT BEEN ConnECTED 
FOR S'l'OFAGE EFFE('TS. ALL ENERGIES ARE IN 106 kJ. 

B2S04-H20 175 kg 
75\ H2S04 
(see text.) 

c.ac12-cH30H 260 kg 
C4Cl2 

(see text) 

HzS04-H20 aa above 

CaC12-cHJOH as above 

M2S04-H20 350 kq 

CaC12-CH30H 520 kq 

Collector Solar 
Parameter Energy Collector Cooling 

R ~ F.fftr!IPnt:y ~ 
(kJ m2-•cl (\) 

2.5 

2.5 

5.0 

5.0 

2. 5 

2.5 

0. 385 

0.440 

0. 313 

0.306 

0.440 

0.459 

39.1 

44.1 

31.8 

31.1 

44.6 

46.7 
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0.315 

0.305 

0.297 

0.240 

0. 310 

o. 327 

Heat Thermal 
Rejected to Thermal Energy Coefficient 
AJrl)hrot Air ~ ~ of Performance 

0.656 

0.667 

0.576 

0.499 

0.665 

0.722 

0.044 -0.001 

0.071 -0.027 

0.036 -0.006 

0.056 -0.026 

0.043 0.022 

0.062 -0.021 

0.820 

0.693 

0.950 

0.763 

0.703 

0. 713 



based systems in general, and the H2S04-H20 system 
in particular, appear to offer a highly flexible 
and compact means of providing solar cooling and 
storage. Solid-based systems can perform equally 
well, but only at a penalty in energy density. 
The question that remains is one of economics. 
Differences in storage volume may or may not have 
economic implications; questions of safety (i.e., 
economics at an approximate level of safety) are 
likely to dominate, particularly since the volumes 
involved are quite small, well under a cubic meter. 
Thus, we cannot say, on the basis of simulations 
alone, that any given system is clearly superior. 

The programs 1ve have developed shonl n prove quite 
useful for design purposes. For example, we have 
found that the performance of liquid based systems 
is sensitive to the circulation rates in the heat 
exchangers between the "acid" storage tank and the 
generator and the absorber. We set these circula
tors at h.i.<,Jh rates to maximize performance, but 
the programs could be used in an economic design 
study to optimize parasitic power consumption. 
Furthermore, it should be possible to upgrade the 
programs as further data become available; at the 
conclusion of the current contract, the routines 
will be made available to chemical heat pump 
designers to assist them in preparing for proto
type development. 

As these simulations indicate, chemical heat pump 
technology has enormous potential. Progress on 
the technical side has been rapid -- the program 
is barely three years old -- and no technical 
obstacles are in sight. It remains to be seen 
whether the technology will fit the simulations, 
i.e., whether component performance continues to 
meet current estimates and laboratory measurements. 
Model valijation must await the first field tests. 
However, since chemical heat pumps are based on 
relatively conventional technology (but substan
tially new concepts), it appears unlikely that the 
simulations will prove far off the mark .. 
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*+ ++ A COMPARISON OF TWO TECHNIQUES FOR THE SIMULATION OF PV SYSTEMS ' ' 
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ABSTRACT 

For several years, MIT Lincoln Laboratory has 
conducted computer simulations of the performance 
of photovoltaic solar energy systems in order to 
size system components, to define designs of 
potential economic feasibility, to test ·various 
control schemes, and to monitor the performance of 
working systems in the field. When used as an aid
to-design, these "hourly simulations" step through 
a full year's worth of insolation and weather data 
at a specific geographical site. These data are 
available on computer tapes in the SOLMET format 
from the National Climatic Center. 

More recently, a simulation technique has been 
developed that does not rerp.li.re marching through 
time but instead works with probability-density 
functions of daily values of insolation and load 
as inputs while still providing estimates of the 
usual measures of system performance (e.g., 
auxiliary energy required, surplus energy thrown 
away, fraction of load displaced). Results obtained 
compare well with results previously obtained 
from an hourly simulation of a daytime radio 
_station. 

This technique may be used to study the effect on 
system performance of varying degrees of correlation 
of load with insolation and to test the sensitivity 
of economic analyses to variations in utility 
accalation. rAte (discounted f9r inflation) 1 PV 
module and balance-of-system costs. 

INTRODUCTION 

MIT Lincoln Laboratory has conducted computer 
simulations of the performance of solar photovoltaic 
(PV) power systems in support of the design of these 
oame systsms. F5.gu-re -l. shows the kind of system 
with which the ·laboratory has been concerned. In 
the typical design, energy from the PV array flows 
either directly or via an energy storage sub-
system to an inverter, then to the load. The system 
usually requires some degree of automatic control. 

* This work was sponsored by the U.S. Department 
of Energy. 

+ To be presented at the 2nd Annual Systems 
Simulation & Economics Analysis Conference, 
san Diego, CA, 23-25 January 1980. 

++ The U.S. Government assumes no responsibility 
for the information presented. 
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For a system with battery storage, a controller 
is needed to ensure that the batteries do not 
overcharge. Shedding of array is initiated if 
excessive charge is imminent. It also protects the 
batteries from excessive depth of discharge, by 
calling for auxiliary power as needed. Not all of 
the net array output reaches the load: there are 
energy losses due to the inefficiencies of the 
inverter and the energy storage subsystem. 

lEAD ACtO 
BATTERY LOAD 

Figure 1. Typical PV system configuration. 

The computer simulation used to date is an 
hourly sim~lation: time histories of the 
insolation incident onto the array, as obtained 
from a SOLMET tape, and of the prescribed load power 
drawn at the AC side of the inverter are inputs to 
the simulation. Analytical models of the current
voltage characteristics of the array, the battery, 
and the inverter are 'required. (1) The computer 
algorithm, through iteration, determines a value 
for the DC bus voltage such that Kirchoff's current 
law is satisfied at the DC bus node at each time 
instant. Having the battery current at that instant, 
an update of the battery state-of-charge is made 
(applying a charging efficiency) to obtain the 
state-of-charge at the start of the next hour. This 
process is serially repeated until one has marched, 
hour by hour, through an entire year. 

WhUe these hourly simulations have proven their 
Horth in establishing confidence in system design, 
they do have limitations. One major complaint is 
that the measures of system performance obtained 
from a single year's run provide little information 
about variations in performance from one year to 
another. One could, of course, simulate many 
years to obtain this information but that process 
would be time consuming. Motivated by these 



concerns, a simulation technique has been 
developed which, while crude in some respects, does 
take into account the stochastic nature of the sun's 
daily insolation and of the load placed on the 
system. 

The essential elements of this new method, are 
described below. The results of applying this 
method to study the performance of a PV system, 
previously evaluated using hourly simulations, 
are presented and a comparison of the t\~O methods 
is made. 

THE METHOD 

The variable of central concern in this approach 
is the daily net charge, or drain, on the energy 
storage subsystem, denoted by D. It is this 
variable that changes the energy storage level and 
occasions addition of auxiliary energy or 
dispensing of surplus energy. We consider the usable 
storage capacity to be divided into N energy levels 
or ~tates. ltV, ~V~J), carries the battery over 
the top into the (N + 2) state, surplus is created. 
Conversely, if D, (D<O), pulls the battery down 
into its 10\~est state, N=l, where there is no energy 
left in storage, auxiliary energy must be added to 
the system. In this study, auxiliary energy is 
added in sufficient measure to just make up the 
deficiency of the array output relative to the load. 

By making two assumptions, the need to march 
through time is avoided. First as implied by the 
above, daily totals for net charge or discharge, 
array output, and load, are used in the analysis. 

lf ¥. is th~ total array output tor the ith 
day ~nd G. is the total load demanded at the DC side 
of the in~erter, then 

(l) 

As it stands, this approach neglects the effects of 
the shape of the time histories of insolation and 
load on p~rformanc~. The match or mismatch ot 
these profiles can be important; it determines the 
fraction of array energy that flows through storage 
and, hence, the extent of the losses incurred in 
that process. A first-order account of these losses 
can be obtained, ho\vever, by assuming a definite 
shape for the insolation profile and another for 
the load, while allowing their respective 
amplitudes to vary from day to day. A storage 
efficiency \~Ould then enter into equation (1). 
Similarly, an inverter efficiency could be introduced 
and equat1on (1) adjusted accordingly. 

Second, the energy storage level is assumed to be 
a stochastic process, discrete in time (day to day) 
and discrete in space (N+2 states). It is further 
assumed that the process can be represented as a 
Harkov chain, i.e., D. is independent of all 
previous days' increm~nt in charge or discharge 
energy, Di-k' k >1. Finally, it is assumed that 
all states are aperiodic and positive recurrent 
and that the stationary distribution of the process 
provides a useful measure of system performance.(2) 
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The transition probability matrix for this system is 
obtained from the probability density for D., which, 
in turn, will depend on the statistics of t~e array 
output and of the load through equation (1). 
Having the transition-probability matrix, 
the vector of limiting probabilities of the 
storage states , 

(2) 

may be obtained using methods described in (2). 

With these, and the probability density for D. the 
daily increment in storage level, one can obt~in 
~st:1t\\at:~s ot tne pro'babillty densities o! lJuth Lhe 
daily surplus and the daily auxiliary energy 
requirement. 

c6HPARiSON OJ:' two siMULATION METHODS 

Hourly simulations of the performance of a PV system 
which has been installed at a daytime radio station 
in Uhio w~r~ condutt~d. 'l'M syst:~ll\ includes a i:'V 
array rated at 15 kW and inclined at an angle equal 
to the latitude of the site and a battery subsystem 
\~ith a 40-kWh rated storage capacity. A constant 
4-kW, daytime only, load prescribed at the input 
side of the inverter, and a year's worth of inso
lation and temperature data, obtained from a SOLMET 
tape, were played through the system. The main 
results of the hourly simulation are summarized in 
Figures 2 dllU 3. 
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Figure 2. Load and auxiliary energy. 



I 
I 

,.... __ -, 
.---..J I 

I 

L---, 
I 
I 
L_ -, 

L __ _ 

;--, 
I 

---·· 
.-- _J 
I 
I 

' I 
I 

I 

I 
__ j 

(GJ STOC.H AS II C PRO C. E.S5 

0 I-IOURL'( SIMULATION 

FMAl'\:f::JAS 0 1\t.O 

MONTH 

Figure 3. Array output and surplus energy. 

-

-

-

The variation in the daily load from month to month 
is shown as the top segmented line in Figure 2, 
\vhile the average daily array output is shown by 
the corresponding line in Figure 3. Comparing 
the top curves in Figures 2 and 3, we see that the 
average daily array output is greater than th2 
daily load for all but three months of the year 
(January, November and Uecember). Nole that 
November was a particularly bleak month. 

Figure 3 shows the average daily surplus energy, 
~Ji~!:'gy LliaL LuulJ holVC bOQn -.ollr,.rrgfi hnr hRrl fO 
be thrown away. Note that in general the greater 
the array output relative to the load the more 
surplus is obtained. Figure 2 shows the demand for 
auxiliary energy. Here, as one might expect, the 
greater the load relative to the array output, 
the greater the demand for auxiliary energy. 

In applying the new method, we started not with 
probablllLy Jcol5itico for th~ ••.on' c; flliX onto th~ 
array as one should (and could), but with 
probability densities for F., the daily values of 
array output, as obtained f~om the hourly 
simulation. This was done in order to permit a 
search for inadequacies in this new approach 
independent of any errors due to poor modeling of 
the array characteristics. A battery in/out 
efficiP.ncy was also introduced and applied when 
the array output exceeded the load by setting. 
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Finally, in calculating the stationary states, the 
usable battery capacity of 26 kWh was divided into 
N=2 states. 

The results of applying the new method, treating 
the energy storage process as a stochastic process, 
are also shown in Figures 2 and 3. 

Expected values for the auxiliary energy, obtained 
from the monthly probability densities of this 
random variable, are shown in Figure 2. Expected 
monthly values for surplus, again derived from 
the monthly probability densities, are shown in 
Figure 3. The results obtained by this new method 
compare well with those rreviously obtained by 
means of an hourly simulation. 

Typical values for the stationary distribution of 
the process for the months of April and 

_December are given below. s
1 

is the limiting 
probability of finding the system in the fully 
discharged state and requiring auxiliary energy. 
s 4 is the limiting probability of finding t~e 
system in state 4 , fully charged and requiring 
action to shed array. 

April December 

54 0.604 54 0.157 

53 0.119 s 3 0.146 

52 0.105 52 0.192 

sl 0.172 sl 0.505 

The probability densities for daily surplus for 
April and December were calculated to be: 

Prob Surplus = 0 k\~h) 0.397 
Prob 0 <Surplus < 6.5 ) 0.12 7 
Prob 6. S<Surplus < 19.5 " ) 0.112 
Prob 19. S<Surplus < 32.5 II ) 0.083 
Prob ~2.5<Surplus <4~-~ II ) 0.000 
Prob 45.5<Surplus <58.5 " ) 0.201 

December 

Prob Surplus = 0 k\fu) 0.844 
Prob 0 <Surplus< 6.5 II ) 0.072 
Prob 0. S<Surplus < 19.5 II ) 0.064 
Prob 19. S<Surplus < 32.5 II ) 0.020 

The expected values for the surplus, shown in 
Fig. 3, were obtained from these probabilities. 
The relatively high probability associated with 
surplus falling in the neighborhood of 50 kWh 
in April reflects the high probability of the 
system occupying state 4 (S

4 
= 0.604), and the 

high probability of bright clear day that month. 

The probability densities for daily auxiliary enerlo\y 
requirement for these same months were found to be: 



April 

rrob ( Aux.= 0 kWh 0.828 
Prob ( 0 < Aux.< 6.5" 0.075 
Prob ( 6.5 < Aux.<l9.5 " 0.057 
Prob (19.5 < Aux.<32. 5 " 0.025 
Prob (32. 5 < Aux.<45.5 " 0.009 
Prob (45 .5 < Aux.<58.5 " 0.006 

December 

Prob ( Aux. = 0.0 kWh) 0.495 
Prob ( 0 < Aux.< 6.5 " ) 0.105 
Prob ( 6.5 < Aux.< 19.5 " ) 0.132 
Prob (19.5 < Aux.<32.5 " ) 0.121 
Prob (32 .5 < Aux.< 45.5 ) 0.147 

CONCLUSIONS 

'l'lie resulls obi:alned from this preliminary study 
ot the performance of PV power systems treating 
the system's behavior as a stochastic process-
as a Markov chain--suggest that this method 
might be used tq advantage in place of hourly si.m-. 
ulations. We also conclude that the energy 
flow process can be assumed stationary, at least 
to a useful, first-order approximation. Stepping 
through time is not necessary. 

Further directions for research include:. 1) 
studying the effect of correlation of load with 
insolation; 2) consideration of load profiles that 
extend past the daylight hours, 3) investigating 
different control strategies and, 4) testing of 
the assumption of stationarity. 

l. Bucciarelli, L.L., Hopkinson, R. F., "Performance 
of the Mead, Nebraska, 25 kWp Photovoltaic Solar 
Energy System and Comparison with Simulation," 
MIT Lincoln Laboratory, COO 4094-43. 

L. Bhat, U.N., Elements of Applied Stochastic 
Processes, John Wiley & Sons Inc., Ne\J York 1972. 
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COMPUTER MODELING OF AIR LEAKAGE IN A SOLAR AIR 
HEATING SYSTEM 

Jefferson G. Shingleton, P.E. 

ABSTRACT 

David E. Cassel, P.E. 
Mueller Associates, Inc. 
1900 Sulphur Spring Road 
Baltimore, Maryland 21227 

A detailed TRNSYS computer model developed to per
mit evaluation of the effects of air leaks on the 
performance of a solar air heating system is 
described. The model was developed to define 
reasonable limits of air leakage for specification 
in performance criteria for solar heating and 
cooling systems in commercial and residential 
buildings. 

The computer model, based on a physical system in 
the HUD demonstration program, was designed to 
utilize air flow rates as measured in the physical 
system after extensive repairs had been made to 
reduce air leaks. The model accounts for the 
existence of air leaks in the collector array, the 
storage container, and the control dampers for 
both an actually measured and various hypothetical 
conditions. The subroutine developed to account 
for collector air leakage incorporates the equa
tions of Close and Yusoff to model collector 
leakage with either infiltration or exfiltration. 
The subroutine developed to control system model 
operation varies the air flow rates and leak rates 
for each mode of operation according to preset 
parameters based on the field measurements. 

Hour-by-hour simulations were performed for an 
entire heacing season for various air leakage 
rates. Hourly simulation results are presented 
to demonstrate the immediate system effects 
(reduced collector outlet and house supply tempera
tures) that are the cause of long-term system 
performance degradation. 

Seasonal simulations performed with the model 
indicate that the elimination of all the measured 
air leakage results in a 19 percent reduction in 
auxiliary energy use. Short-term simulations show 
that collector and storage air leakage is accom
panied by lower collector outlet and house supply 
temperatures, higher collector array operating 
efficiency, and increased auxiliary energy use. 

INTRODUCTION 

The National Bureau of Standards was directed by 
Public Law 93-409, the "Solar Heating and Cooling 
Demonstration Act of 1974," to ascict the Depart
ment of Housing and Urban Development (HUD) to 
develop performance criteria for solar heating and 
coolit11', systoems iu Luihl.i.ngs. A.i.r leakal',t: has 
been identified to have significant occurrence in 

and 
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Washington, D.C. 20234 

the operation of air-type solar heating systems. 
Therefore, a study was undertaken to investigate 
the effect of air leakage on system thermal 
performance and to provide guidance in selection 
of recommended leakage levels for the performance 
criteria. 

Included in the study was a review of field 
measurements of air leakage manufacturers' 
literature and performance data as well as analy
sis by computer simulation techniques. In order 
to assess the effect of air leaks on system 
thermal performance a computer model of a typical 
residential solar air heating system with air 
leaks was developed and hour-by-hour simulations 
were performed for the heating season. This paper 
focuses on only the computer modeling aspect of 
the study. 

DESCRIPTION OF SYSTEM AND MODEL 

The particular solar air heating system modeled 
was chosen on the basis of three factors. First, 
it is a fairly typical solar air collector system 
with manufactured collectors and system components 
for which component specifications and a system 
control description are available. Second, an 
attempt was made to seal leaks in the solar system 
ducts and components. Duct air leakage has been 
virtually eliminated with the use of sealant and 
tape and the system is as airtight as possible 
using conventional construction techniques. Third, 
air flow rates were measured throughout the system 
for each mode of system operation. 

The physical system is
2
illustrazed schematically 

in Fig. l. The 50.7 m (546ft) collector array 

TH!RMM 
STOMGE 

SOLnn 
BYPnss 

CONDITIONED 
srnr.E 

L_ __________ o_o_2~);~L-·~~n_o' ____ L------------H~ 

Fig. 1. Space Heating System 



is mounted on the mechanical room against the 
south wall of t~e house.

3 
The mechanical room 

contains 9.77 m (345 ft ) of rock storage, a 
29.4 kW (100,000 Btu) gas furnace with two 0.56 kW 
(3/4 hp) blowers and associated dampers, ductwork, 
and controls. 

Operation of System 

The system is controlled by a two-stage thermostat 
in the conditioned space and by temperature 
sensors located in the top of the rock bin, top of 
the collector array and in the collector inlet 
duct. The latter sensor was modeled to be in.the 
bottom of the rock storage to avoid model 
instability when switching from one mode to 
another. 

The control scheme is such that air is dif'eCt~d 
through the collectors to either storage or the 
space whenever there is a 22°C (40°F) temperature 
differential between collector array inlet and 
outlet. Once a collection mode is initiated it 
continues until the differential drops to l4°C 
(25°F). In the model the standard TRNSYS Type 2 
controller performs this control function. 

In the physical system when the house thermostat 
first calls for heat an attempt is made to heat 
without auxiliary. If the room temperature falls 
approximately l°C (2°F) further there is a call 
for auxiliary heating. Two standard Type 2 con
trollers were used in the model to accomplish this. 

System Operation Modes 

The physical system operates in the seven basic 
modes described below. The control system in the 
model duplicates the control logic of the physical 
system to operate the model in all but the DHW 
mode. The DHW subsystem was not included in the 
model. 

No Operation: If there is no collectable solar 
energy and there is no call for heating the 
system is off. 

Storage-to-House: If there is no collectable 
solar energy and the top of storage is at least 
32°C (90°F), at the first call for heating the 
system will operate in the Storage-to-House mode. 
Dampers MDlB and MD2A open, dampers MDlA and MD2B 
close, and both the solar system blower and the 
furnace blower operate to circulate air between 
the rock bin storage and house. 

Collector-to-House: If there is collectable solar 
energy and a call for heating, dampers MDlA and 
MD2A open, dampers MDlB and MD2B close, and both 
the solar system blower and the furnace blower 
operate to circulate air between the collectors 
and house. 
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Collector-to-Storage: If there is collectable 
solar ~nergy, and no call for heating, dampers 
MDlA and MD2B open, MDlB and MD2A close, and the 
solar system blower operates to circulate air 
between the collectors and storage. 

Storage-to-House with Auxiliary Heat: If there is 
no collectable solar energy and either there is a 
call for heating and the top of storage is at a 
temperature of less than 32°C (90°F), or there is 
a call for auxiliary heating, the system will 
operate in this mode. The status of each damper 
and blower will be identical to that in the 
Storage-to-House mode and the auxiliary 
furnace will operate to boost the temperature of 
the air delivered to the house. 

Collector-to-House with Auxiliary Heat: If while 
operating in the Coll~cror~to•Huuse mude the room 
temperature drops an additional l"C, the Lhermu
stat will call for auxiliary heat and the system 
will be identical to that in the Collector-to
House·mode except that the auxiliary furnace will 
operate to boost the temperature of the air 
delivered to the house. 

DHW Preheating: The physical system includes a 
UHW subsystem. When the system is operating in 

·a solar collection mode, air is always directed 
through the air-to-water heat exchanger in the 
duct between the collector outlet and the solar 
blower. During the heating season, the domestic 
hot water preheat pump operates to preheat the 
domestic hot water any time the system operates 
in a collection mode. During the summer season, 
Damper D2 is manually opened and Dl is manually 
closed to bypass slurage. The system controls 
operate the domestic hot water preheat pump and 
solar blower simultaneously when there is both a 
demand for hot water and collectable solar energy. 
Their operation continues until the stored water 
temperature reaches 60°C (140°F) and r·esumes 
again after the stored water temperature drops 
6°C (l0°F). As stated earlier, the DHW subsystem 
was not included in the system model. 

Description of __ l\.!?..cl~_l-

The model was developed using standard and modi
fied components available in TRNSYS Version 9. 2 [ 1] 
as well as new component subroutines developed for 
the study. All of the simulations were performed 
using a 15 minute timestep. 

The TRNS'lS information flow diagram for the modei 
is presented in Fig. 2, included at the end of 
this paper. 

Thermal losses for system components such as ducts 
and storage were included in the model. Duct 
heat transfer (UA) coe((icieuts were calculated 
from building plans that indicated one inch of 
fiberglass insulation on all ductwork. For 
mathematical simplicity the ducts were assumed to 
have no thermal capacitance. 



Two single-stage thermostat components were 
employed in the model for temperature control of 
both the solar and auxiliary heat sources. 

The co~lector azray was modeled as a single 
50.7 m (546ft) collector having constant cover 
transmittance, constant plate absorptance and 
constant heat loss coefficient. The collector 
performance is defined by the Hottel, ~~illier and 
Bliss equations used in Mode 1 of the TRNSYS flat 
plate collector model but modified to include 
collector air leaks. Efficiency curve intercept 
and slope values for the collectors were developed 
using results of a National Bureau of Standards 
test [2]. 

The modifications to the TRNSYS Flat Plate 
Collector component (Type 1) consisted of 
including an additional input parameter for leak 
air flow and changing the FR (heat removal factor) 
calculation. The equations of Close and Yusoff [3] 
were utilized to modify the FR factor to model an 
infiltration air leak that occurs continuously 
along the collector array. 

The'equations used in the collector model to 
calculate the heat removal factor for a collector 
with infiltration air leakage, as adapted from 
Close and Yusoff, are presented below: 

n Qii 

m.C 
l. p 

- u~ ( t. -t ) 
l. a 

(niA + m.C t. - m.c t ) I (C m. - C m.) 
~ p l. ~ p a p l. p ~ 

Where A Collector Area 
C Fluid thermal capacitance 

p 

t. 
l. 

Instantaneous collector efficiency 
Mass flow rate at collector inet 

Collector geometry efficiency factor 
Collector heat removal factor 

Rate of solar radiation incident on 
the collector surface per unit 
area 
Rate of energy collection per 
unit area 
Mass flow rate of total collector 
air leakage (a negative number for 
infiltration air leakage) 
Outdoor ambient air temperature 

Product of the cover plate 
tran,;lllittance and the absorber 
plate absorbtance 
Collect~on inlet temperature 
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Collector outlet temperature 

Overall energy loss coefficient 

The TRNSYS blower model was modified so that the 
0.56 kW (3/4 hp) blower operating energy was con
verted to heat and added to the air flow stream 
at each blower. 

A TRNSYS component subroutine to model air leaks 
was developed for this study. It was designed to 
add air at a given flow rate and temperature to 
an existing flow stream in the case of infiltra
tion, or to deduct air at a given flow rate and 
temperature from an existing flow stream in the 
case of exfiltration. This component was used to 
model leaks at the control dampers, at the storage 
bin, and at the inlet to the solar blower. This 
same subroutine was also used to model the solar 
bypass air flow and the net house exfiltration. 

A TRNSYS subroutine that controls leaks and 
blowers in the system model was developed for this 
study. Since each leak varies in flow rate from 
one mode to another, this component determines the 
mode of system operation and adjusts the leak and 
blower rates appropriately at each timestep. 

Weather Data And Heating Load 

The particular modeled system is physically located 
in a climate characterized by mild winters that are 
usually overcast. Therefore, the solar fraction 
during the heating season is normally quite small. 
To avoid drawing conclusions on system performance 
in this atypical climate, the simulation was 
actually performed using weather data for Madison, 
Wisconsin. The house to which th~ solar sy2tem 
model was load-coupled is a 110 m (1200 ft ) 
modular townhouse of light-weight wood construction 
located at NBS in Gaithersburg, Maryland. This 
house had been previously studied for both solar [4) 
and conventional applications [5] under both actual 
and simulated weather conditions. The building 
heating and cooling load calculation program 
NBSLD [6] had been used in conjunction with hourly 
weather records from five international locations 
and NBS townhouse description data, to calculate 
building heating and cooling loads for the Inter
national Energy Agency Modeling and Simulation 
Group [7). The Madison, Wisconsin weather-load 
tape was used for the simulations in this study. 

To utilize temperature level control (provided by 
Mode 4 of the TRNSYS heating load component 
Type 12) the precalculated heating load was input 
as a negative QGAIN (time dependent heat gain). 
The building UA was set to zero. A building capa
citance of 13,000 kJ/•c (6,800 Btu/°F) 
was chosen as a compromise between mode) realism, 
mathematical stability, and computational effi
ciency. A house energy balance was performed and 
the house temperature was calculated each timestep. 
The house temperature was then utilized by the 
model control system. 



SIMULATION RESULTS 

Long-Term Results 

Seasonal simulations were performed for the system 
t~i th no air leaks and with the measured air leaks. 
Simulations were also performed for various combi
nations of measured external leaks and damper 
leaks. The simulations indicate that the elimina
tion ot all the air leakage results in a 19 percent 
reduction in seasonal auxiliary energy use com
pared to the measured leak condition. The results 
of all of the simulations have been previously 
presented [8] and are summarized in Fig. 3. The 
measured air leakage is summarized in Fig. 4. 
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Fig. 3. Computer Simulation Results for a Solar 
Air Heating System in Madison, Wisconsin 
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Short Term Results 

Day-long simulations were performed with the 
system model to demonstrate how the short-term 
effects of air leakage (lower system temperatures) 
contribute to long-term performance degradation. 
The simulation period (24 hours) was the day of 
February 11, a relat·i vely cold, sunny day chosen 
from the aforementioned weathP.r-lo~rl tape to 
represent a very active day for the solar energy 
system. The short-term simulations were performed 
for both the no-air-leakage case and the 20 per
cent leakage case. For both simulations, the 
initial conditions were identical except that for 
the later case, the collector and storage leakage 
rates were both set at 20 percent of the system 
design air flow rate in each mode. Table 1 
summaricco the. flow rat.:os useJ fur LII~e 20 peu:euL 
leakage simulation. Blower flow rates for the 
uu-leakage ~1tuu1aLluu Wl!l'l,! equal ro t:t\OS~ in the 
20 percent leakage simulation and were extrapo·· 
lated from the field measurements. 

TABLE 1. SYSTEM AIR FLOW RATES FOR SIMULATED 
20 PERCENT LEAKAGE RATE 

MOD! 

! Solar I 
1 

Blower 

! 557 11180) 

COllect.or-'l"o+House js1E> 112221 

Collect.or-To-Stcra9cl452 1957) 

= 1. lnfilt.radon au lea.ko<;~e • 1-1 
Exfiltro.tion ll.ir hlalt•qe • t+l 

AIF. ~ AATE l/s tcfml 

Furnace I colloct:or 
Slower Le!U.age 

go:: ll9lCII_I 

goo {190'1 1 ·10) t-2181 

1 -1o3 t-2181 .. loJ , .. 21a, 

Net House 
£xfilunion 

.. 103 1+2181 

+103 1+2181 

::. Des1.qn flo..: rote • S16 l/s 11092 c:fmJ • 10 l/:o.Tl? 1; c:fm/!t
2

l 

Table 2 presents a summary of the results of the 
short-term simulations for both the no-leakage 
and the 20 percent air leakage case. For the sys
tem with 20 percent air leakage, 12 percent more 
auxiliary thermal energy was req~tred to meet the 
same load than for the system with no leakage. 
This resulted in a 9 percentage point difference 
in the calculated solar fraction. The lower sys
tem temperatures in the 20 percent leak case are 
reflected in the 37 percent lower storage and duct 
heat losses. 

TABLE 2, UEGULTS OF GHOfiT .. ·TI!RH SIHULATION3 

·---
VAT.liF. 

PAIVU•tdJ;K 
No Leakage 20% Leakage 

Simulation Period 24 Hours 24 \lours 
Load 720 MJ 720 MJ 
Auxil:l.ary Th~rmal 510 MJ 570 MJ 

Energy 
Auxiliary 

J::ncrgy 
Operating 40 MJ 40 MJ 

Total Auxiliary 550 MJ 610 MJ 
Energy 

Illl:lueu L Sulat· 1,100 
Radiation 

MJ 1,100 MJ 

Collected Solar 220 
Energy 

MJ 240 MJ 

Storage and 
Duct Heat Loss 19 MJ 12 MJ 

Solar Fraction 0.29 0.20 



To illustrate the instantaneous system performance 
effects for the case with 20 percent leakage rate, 
the system temperatures for the period from 
10:00 A.M. to 7:00 P.M. are presented in Figures 
5 and 6. Figure 7 shows the system operation mode 
for each timestep in the same period and the total 
daily hours of operation in each mode for both 
cases. The leaking system spent more solar 
collection time in a heating mode (rather than a 
storage mode) than the no-leak system. This is 
apparently due to the lower collector outlet 
temperatures in the system with collector air 
leakage as indicated in Fig. 5. Even though the 
solar collector array opP.rated at a greater 
efficiency with air leakage (as evidenced by the 
11 percent greater Collected Solar Energy in Table 
2), it consistently delivered air at a lower 
temperature to both storage and the house than the 
collector array without air leakage. 

COLLECTOR 

OUTLET 

TEMPERATURE 

50 

40 

fC) 30 

10 11 12 1 2 3 4 5 6 7 

20% AIR LEAKAGE 

NO AIR LEAKAGE 

TIME OF DAY 

Fig. 5. Collector Outlet Temperatures for 
February 11 in Madison, Wisconsin 

HOUSE 

·SUPPLY 

TEMPERATURE 
('C) 

10 11 12 1 2 3 4 5 6 7 

20% AIR LEAKAGE 

NO AIR LEAKAGE 

TIME OF DAY 

Fig. 6. House Supply Temperatures for 
February 11 in Madison, Wisconsin 

The leaking system also spent more total hours in 
a heating mode than did the no-leak system and was 
not able to heat directly from storage without 
auxiliary, whereas the no-leak system was able to 
heat from storage without auxiliary until approxi
mately 6:15 P.M. An examination of Fig. 6 shows 
that the temperature of the air delivered to the 
hon!':e was 4°C (7°F) luwet uut'.i.tll!, the collection 
period in the system with 20 percent air leakage. 
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(It should be noted that the difference between 
the collector outlet temperatures and the house 
supply temperature during per~ods of Collector
to-House operation is due to the mixing of house
temperature air from the bypass duct with air from 
the collector array directly ahead of the furnace.) 

MODE 

COLLECTOR 
TO HOUSE 

COLLECTOR 
TO STORAGE 

STORAGE 
TO HOUSE 

AUXILIARY 

TIME OF DAY HOURS 

20% AIR LEAKAGE 

NO AIR LEAKAGE 

Fig. 7. System Modes and Total Hours for 
February 11 in Madison, Wisconsin 

CONCLUSIONS 

The TRNSYS model was used to simulate the per
formance of a solar air heating system using 
Madison, Wisconsin weather data for the complete 
heating season using precalculated loads from 
the NBSLD load calculation program. The NBSLD 
load calculation program has been shown to have 
very good correlation with measured data. 

Short-term and long-term simulations were per
formed for the modeled system with no air leakage, 
the measured air leakage and for a theoretical 
20 percent air leakage rate for the collector and 
storage container. The long-term simulations 
predict an annual savings of 19 percent in 
auxiliary thermal energy by eliminating air 
leakage. The short-term simulations were used to 
demonstrate the effects that result in long-term 
performance degradation. During the 24 hour 
short-term simulation period, the system with 
20 percent collector and storage air leakage used 
12 percent more auxiliary thermal energy than the 
system with no air leakage. This is a result of 
the significantly lower collector outlet and house 
supply temperatures throughout the day in the 
system with 20 percent air leakage than in the 
system with no air leakage. At a lower tempera
ture, the collector array operated at a higher 
average collector efficiency with air leakage. 
In addition, as a result of the reduced system 
temperatures, the system with 20 percent air 
leakage spent less time in the Collector-to~ 
Storage mode and more time in the Collector-to
House mode than did the system without air leakage. 
On the simulated day, the system with air leakage 
was not able to achieve a storage temperature high 
enough to support house heating directly from 
storage as did the system without air leakage. 



FUTURE WORK 

Future work on this project will be focused on 
three general areas. The first area consists of 
an evaluation of the effect of the degree of 
coupling between the house and the mechanical 
room on the degradation of system performance due 
to air leakage. Second, the possibility that 
the colle.ctor air leakage may tend to suppress a 
portion of the natural house infiltration and 
thereby reduce the equipment load will be invest
igated. 

In the other area of work the analytical technique 
and some of the components described here will be 
used in the analysis of a method, proposed by 
Jones [9], that modifies FCHART collector para
Meters to predict the performance ot a system 
with collector air leakage. 
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FCHART 4.0: THE UNIVERSITY OF WISCONSIN 
SOLAR ENERGY DESIGN PROGRAM 

J.C. Mitchell 
Solar Energy Laboratory 
University of Wi scons·i n 

Madison, WI 53706 

ABSTRACT 

The FCHART computer program utilizes several meth
ods for the design of solar energy systems which 
have been developed at the University of Wisconsin 
during the last few years. These methods, outlined 
in the following paper, allow convenient estimation 
of the long-term average performance of solar space 
heating, water heating, heat pump, and certain in
dustrial process heating systems. In all cases, 
system performance is calculated from equipment 
characteristics and monthly average meteorological 
data. The interactive program allows the user to 
describe the system to -be analyzed easily and pro
vide straightforward tables of performance results. 
Combining efficient methods of performance evalua
tion with system optimization and economic analysis 
routines, FCHART 4.0 is a convenient and powerful 
tool for engineers in the sqlar energy field. 

INTRODUCTION 

Design methods are tools for estimating the long 
term average performance of solar energy systems 
with minimal calculation effort. For most solar 
energy systems, accurate estimates of system per
formance require calculation at monthly intervals 
using monthly average weather data. Monthly design 
computations require several orders of magnitude 
less calculation time than hour-by-hour simulations 
and, at present, represent the most ~fficient ap
proach to the design of many systems. FCHART 4.0 
utilizes several methods based on monthly calcula
tions for the design of a variety of solar energy 
systems. 

Systems which utilize solar energy include a radia
tion collection device, storage capacity, mechanisms 
for transfer of energy to and from storage, and aux
iliary energy supply equipment. Figure l illus
trates the typical arrangement of these components 
and lists the examples in each category which are 
treated by FCHART. 

The FCHART user describes a system by choosing a 
consistent set of components from the available 
options. To analyze a typical air-based space heat
ing system, for example, one wquld select a flat
plate collector, air ducts, ro~k bed, furnace, and 
conditioned (heated) space. Unrealistic or unimple
mented combinations such as a CPC collector with air 
ducts and a liquid storage tank are rejected; the 
program asks a series of questions which point out 
the available options for each component type. 

273 

System Performance and Meteorological Data 

The performance of any system. depends on the opera
ting characteristics of each component, and the 
conditions under which the system operates. Com
ponent performance parameters may be measured, de
rived from theory, or obtained from equipment man
ufacturers. They are known quantities which are 
supplied to the FCHART program by the program user. 
In contrast, the conditions under which a system 
operates depend on the varying energy supply and 
demand. Energy demands may occur on a regular day
to-day schedule, as in an industrial setting, or 
may be a function of wea.ther conditions, as in home 
heating. Energy supply in solar systems is invari~ 
ably couple~ to the weather. 

The two weather indicators which are most closely 
related to the supply of solar thermal energy are 
the level of insolation and ambient temperature. 
Since solar systems are characteristically non
linear in their response to conditions, it is often 
necessary to estimate the distribution of each of 
these variables in addition to obtaining monthly 
average daily solar radiation and monthly average 
ambient temperature. For systems with solar collec
tors, a solar radiation cumulative distribution 
function is useful for finding long-term average 
performance. Liu and Jordan [l] have shown that 
the distribution of radiation is a function of KT, 
the ratio of monthly radiation received to month y 
extraterrestrial radiation. For systems which in
clude an ambient source heat pump, it is desirable 
to estimate the number of hours over the month when 
the ambient temperature is at any given level. A 
triangular frequency distribution with the number 
of hours at each temperature dropping off linearly 
with distance from the mean temperature has been 
found to be satisfactory for this purpose (Anderson 
[2]). 

Collector Performance 

When a solar collector operates, heat is gained 
from the incident solar radiation and heat is lost 
to the surroundings. As indicated by the Hottel
Whillier model [3-5], the heat gain depends on the 
insolation while the heat Joss is a function of the 
difference between ambient and collector working 
fluid temperatures. If the gains are greater than 
the losses, then useful energy collection can take 
place; Thus, for any given operating temperature, 
there is a minimum level of insolation, defined as 



ti1e critical level, above which there is net heat 
gain from the collector. Determining collector per
formance, and hence total solar energy input to a 
~ystem, is facilitated by determining the fraction, 
~. of the monthly radiation which is above any given 
critical level. Klein [6], extending the results of 
Hh~llier [7] and Liu and .1or<..lar1 [8] has developed a 
·~orrelation for¢ for flat-plate collectors as a 
~unction of critical level, total radiation for the 
mont~, location, collector orientation, and time of 
year·. Collares-flereira and Rabl [9] have developed 
siwilar correlations for CPC, 1-axis tracking and 
2-axis tracking concentrating collectors. 

:..;pace Heating with Seasor.a l Stora_g~ 

A schematic of a typical liquid-based solar space 
heating system is shown in Fig. 2. Collected solar 
energy is stored in the tank. The tank loses a 
fraction of the heat to the surroundinqs and sup
plies the remainder to the load according to demand. 
An auxiliary furnace provides space heating when the 
solar ~ystem cannot meet the space heating require
ment. In systems with sufficient storage to save 
surllller heat for fall or winter, the tank temperature 
does not vary significantly from day to day. As a 
result, the critical insolation level for energy 
f.Ollection is nearly constant over a month and the 
¢ correlation may be used to express the monthly 
energy collected as a function of average tank tem
perature. The performance of each component, and 
hence system performance, is a function of tank tem
perature. An iterative solution for the average 
tank temperature which satisfies the system energy 
balance yields an estimate of monthly system per
formance. Braun [10] has compared this ¢-method 
with detailed simulations for a wide range of sys
tem parameters and a variety of locations and found 
good agreement. 

Space and Water Heatinq with Shor~-Term Storaqe 

If a system such as shown in Fig. 2 has a tank with 
storage capacity of less than approximately one 
week's energy demand, then storage temperature var
iations over a month are likely to be significant. 
This causes considerable variation in the critical 
radi~tion level for energy collection. As a result, 
the ¢-method just described will not adequately pre
dict system pertormance; another approach is re
quired. 

One alternative, the f-chart method developed by 
Beckman, Klein and Duffie [11], is to correlate 
monthly system performance with two dimensionless 
parameter groups, called X and Y. The first, X, 
is a reference collector 1oss divided by the system 
load, while the second, Y, is the total energy ab
sorbed by the collector divided by the load. The 
f-chart correlation for monthly fraction of the 
load met by solar energy is used in FCHART for air
based space heating and for domestic water heating 
systems. 

Another approach for closed-loop systems with short
term storage, the ~.f-chart method of Klein and 
Beckman [12], is applicable if energy can be de
livered only when the tank is above some minimum 
temperature, Tmin· Space heating, absorption air 
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conditioning, and certain process heating systems 
have loads of this type. Since the tank tempera
ture will not be drawn below Tmin• there is a mini
mum critical level for collection. Hence there is 
a maximum fraction of the energy absorbed by the 
collector which can be put to use, denoted ~max· 
The performance of this type Qf system may be corre
lated with X and the product ¢maxY. The ¢,f-chart 
method is utilized in place ot the t-chart algo
rithm for liquid-based solar space heating systems. 
One advantage of the method is that it allows the 
tank heat loss coefficient to be specified. 

Heat Pump Space Heating System 

Both the heating capacity of a heat pump and the 
work input required to operate at capacity depend 
on the heat source (evaporator) temperature. In 
stand-alone space heating applications and in sys
LE'IIIS wlr~r~ d lredt fJUIIIfJ i~ us~d rn parallel w1th a 
solar heating system, the heat source is ambient 
air. Since the space heating demand is a function 
of ambient temperature, heat pump capacity and heaG 
ing requirements are closely coupled. In a series 
heat pump system, the heat pump heat source is the 
solar system storage tank. In this case, the dis
tributions of heating load and heating capacity 
over the month are not strongly related. The meth
od used in FCHART for ambient source heat pumps 
evaluates heat pump performance and space heating 
load over a range of ambient temperatures (Ander
son [2]), while the series heat pump method centers 
on storage tank temperature (Svard [3]). 

As shown in Fig. 3, the capacity of an ambient 
source heat pump increases with increasing ambient 
temperature, while the heatin~ load decreases. The 
curves cross, i.e., the capac1ty for energy supply 
meets the energy demand, at a temperature called 
the balance point. When the ambient temperature 
is above the balance point, the heat pump meets the 
heJting loJd Jnd the work input i~ the work required 
to operate at capacity times the ratio of load to 
capacity. During the times when ambient tempera
ture is below the balance point, the heat pump 
operates at capacity and thus requires the ful I 
work input, Since the energy supplied by the heat 
pump and the corresponding work requirement are 
functions of ambient temperature, FCHART integrates 
both quantities over an ambient temperature distri
bution to determine stand-alone heat pump system 
performance. Ander~on L2J hJs found 5trJightfor 
ward relationships between stand-alone heat pumps 
and heat pumps which operate in parallel with a so
lar heating system: the fractions of the heating 
load met by energy absorbed from the atmosphere and 
by heat pump work in a parallel system are equal to 
those for the corresponding stand-alone system, each 
multiplied by the fraction of the heating load not 
met by the solar system. Comparisons between simu
lations and the above methods for ambient source 
heat pumps show excellent agreement. 

The design method used in FCHART for series heat 
pump systems combines the ¢-method (which gives 
system performance as a function of tank tempera
ture) with $,f-charts. The solar system load is 
defined as the total energy which must be supplied 
to the heat pump evaporator in order for the heat 



pump to fully meet the space heating demand. Since 
the heat pump operating characteristics depend on 
tank temperature, this load is a function of tank 
temperature. An initinl app~oximation of the solar 
system load is made and the ~.f-chart correlation 
is used to find the fraction of this load met by 
collected solar energy. Then, the ~-method is used 
to determine the implied average monthly tank tem
perature, allowing a more accurate estimate of the 
solar system load to be made. This process is re
peated until convergence is reached. Svard [13] 
has shown good agreement between this method and 
detailed simulations. 

Using FCHART 

The interactive FCHART program provides convenient 
access to the design methods described here. The 
program asks questions in order to determine whir.h 
type of system is being considered, and allows the 
user to set or vary performance parameters easily. 
Instructions and assistance are given whenever the 
user types in HELP. Some sample questions and user 
responses are given in Fig. 4. 

In addition to the LIST command which appears near 
the bottom of Fig. 4, FCHART features many other 
commands which control analysis and input/output 
options. The more important commands and their 
uses are summarized in Table 1. Among the analysis 
options, FCHART includes algorithms to optimize sys
tem parameters and perform life-cycle cost analyses. 
For example, the optimum series heat pump and direct 
solar heating for any locations may be determined 
and the life-cycle costs of the two alternatives 
compared. Combining efficient methods of perfor
mance evaluation with system optimization and eco
nomic analysis routines, FCHART 4.0 is a convenient 
and powerful tool for engineers in the solar energy 
field. 

RUN 
HELP 
FORGET 

OPT 

LOOP 

TITLE 

SAVE 

READ 

LIST 

Table 1 
FCHART Program Commands 

perform analysis of system 
provide information on program 
forget system description and begin 
asking questions 
optimize system with respect to. 
specified parameters 
perform several analyses, varying 
specified parameter 
print following title at top of out-
put tables . 

- write concise system description and 
parameter values into storage file 
read system description and para
meter values from storage file 
list system description, parameters, 
or weather data, e.g., LT)T SYSTF.M, 
LIST COLLECTOR, LIST DATA 
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Do you have a process heating (PROC), space heating (SPAC~). combined space 
and water heating (SDHW), water heating only (DHW), or passive solar only 
system (PASSIVE)? 

>HELP 
The options are: 

PROC 
SPACE 
SDHW 

- process heating or air conditioning 
- space heating (only) system 
- combined space and domestic water heating 

DHW 
PASSIVE -

domestic hot water (only) system 
passive solar or heat pump only 

>SPACE 
Do you have a flat-plate, CPC, or imaging collector (FPLATE, CPC, IMAGE)? 

>FPLATE 
Is there a heat exchanger between the collector and storage (HX, NHX)? 

>HX 
Do you want to consider pipe losses (LOSS~ NLOSS)? 

>NLOSS 
Is your system air-based (AIR) dr liquid-based (LIQ)? 

>AIR 
Do you have a rock bed (ROCK) or phase change energy storage (PCES)? 

>ROCK, LIST 
ROCK BED STORAGE PARAMETERS 
Sl. Storage capacity/collector area ...... . 
52. Storage unit height/diameter ......... . 
53. Heat loss coefficient ................ . 

Fig. 4 Sample FCHART Questions and Answers 
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A SIMPLIFIED THERMAL PERFORMANCE SU1ULAHON AND ECONO~IIC ANALYSIS 
METHODOLOGY FOR DESIGN OF PASSIVE SOLAR HOMES 

L. Icerman 
K. Myers 

Dept. of Technology and Human Affairs 
Washington University 

St. Louis, Missouri 63130 

ABSTRACT 

A simplified methodology is developed which con
sists of a computer simulation of the heat flow 
chnrac.teristics of a passive solar home for a 
variety of design parameters (e.g., window area, 
insulation levels, thermal mass) and site-specific 
factors (e.g., weather conditions, building orien
tation). Performance data from the thermal res
pon5e simulation and unit cost estimates of 
passive design elements are incorporated into a 
linear programming optimization model to deter
mine least-cost designs and to predict the 
corresponding heat flow characteristics. Prelimi
nary results indicate that the linear programming 
model can predict heat flow characteristics of 
the optimal home designs to within a few percent 
of those obtainable from more expensive hourly 
simulation techniques. Application of this design 
methodology to a moderate-sized home in the 
Columbia, Missouri, area shows that many passive 
design elements and systems are highly cost 
effective in new home construction at current 
electric utility rates. 

l. INTRODUCTION 

Numerous computer models have been developed to 
predict the heat transmission characteristics and 
resulting heating and cooling loads of ~assive 
solar buildings given specific environmental 
1nputs [1, 2]. TlienHdl p~r·forrnance simulation 
models have also been developed to enable the 
evuluation of alternative passive and active home 
designs [2-4]. The difficulty with using detailed 
performance simulations to evaluate alternative 
designs is that the programs are complex, require 
large computing capability, and each design con
figuration must be simulated independently in 
order to determine the overall impact of the pas
sive components on the thermal performance of the 
building. Even when these difficulties do not 
represent a barrier to design evaluation, hourly 
ther~al performance simulation methods typically 
do not include design cost as a parameter to faci
litate the comparison of alternative passive home 
designs. 

In order to alleviate these problems that are 
characteristic of standard programs, we h~ve 
developed a linear programming optimization model 
which combines performance data from numerous 
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hourly thermal performance simulations with cost 
estimates of passive design elements to predict 
heat flow characteristics and to determine least
cost designs. This procedure offers considerable 
potential cost savings for design evaluations 
because following the generation of a number of 
basic component simulations, all subsequent tech
nical and economic design evaluations may be 
performed using only the linear programming 
model. 

2. THERMAL PERFORMANCE SIMULATION MODEL DEVELOP
MENT AND VALIDATION 

The hourly thermal performance simulation model 
calculates heat transmission for residential and 
small commercial buildings by analyzing heat 
flows through the building envelope and then cal
culates heating and cooling requirements based 
on the hourly heat transmission and the preset 
room temperatures. In this model, the building 
is assumed to be one zone of equal temperature 
distribution, with a heated basement (no room 
divisions or attached garage). The major inputs 
to the program are hourly weather data and the 
building description. The weather data used are 
Typical Meteorological Year data for Columbia, 
Missouri, obtained directly from the U.S. Weather 
Bureau [5]. 

The thermal performance simulation model (see 
Figure l) performs a heat flow analysis for a 
building based ~rimarily on standard ASHRAE 
methods [6]. The model deviates from the ASHRAE 
methods when calculating transient heat flow 
through the building walls, in which case it uses 
the Crank-Nicolson method of numerical solution 
to the transient heat flow equation [7]. In 
addition, a Trombe wall model is included which 
uses a thermal net analysis [4] to calculate 
glass and air space temperatures for a double
glazed Trombe wall without vents. The Crank
Nicolson method [7] is then used to calculate the 
Trombe wall temperature profile. 

Three separate validations of the thermal per
for~ance model were performed. Validation of 
the Crank-Nicolson method was accomplished by 
comparing the results of the hourly simulations 
with analytical results obtained using Heisler 
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Fig. 1. Hourly Ther·mal Performance 
Simulation t1odel 

Charts_[8]. The simulation results agreed with 
the He1sler charts with an average error of 
approxin~tely 0.7% and a maximum error of 1.3%. 

The T~ombe wal I model was validated by compari
son w1th results obtained by experiments with 
Trombe wall test rooms [4]. The simulation cal
culated temperatures with an average error of 
less than 5% and a maximum error of less than 
10% for each hour. 

The entire hourly simulation program was vali
dated by comparing monthly thermal performance 
values from the simulation with values for an 
ac~u~l re~idence in the. St. Louis area. t1onthly 
ut1l1ty b1lls for the w1nter period of January 5, 
1~79, to February 4, 1979, and the summer period 
ot July I I, 19/0, to August 9, 1978, were used to 
determine gas and electric energy consumption. 
In addition to using hourly ambient temperature 
and wind velocity data compiled by the St. Louis 
Weather Bureau, hourly insolation values were 
calculated using cloud cover and precipitation 
data for St. Louis as inputs to a correlation 
model based on Columbia, Missouri, SOLMET 
data [9]. The resulting heating and cooling 
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loads were calculated to within 3% and 4% of the 
monthly values, respectively. 

3. HOURLY SIMULATIONS 

The hourly thermal performance simulation model 
was used to evaluate several retrofit and rede
sign alternatives that may be applied to typical 
midwestern residences. As part of these evalua
tions, the thermal performance and cost effec
tiveness of retrofit and redesign options were 
determined. These results were then used to 
demonstrate the potential for cost reductions in 
optimal designs produced by the linear programm
in~ model compared to the reference home des
cribed in Section 3.1. 

In order to standardize the simulations and to 
determine o.vel·o.ge thermo.l rt:spo;ut: i;·, il y'iv,;,n 
location, Typical Meteorological Year data [5] 
were used for all simulations. A four-month 
heating season, November 15 to March 15, and a 
four-month coo l·i ng seuson, May 15 to September 
15, were simulated using weather data tor 
Columbia, Missouri. 

3.1 Retrofit options 

The reference home has approximately an 80-m2 
(850-ft2) floor area, a heated basement, a brick
faced east wall, and asbestos .siding on the other 
three walls. The home has 8.5 m2 (.91 ft2) of 

. window area (4.4 m2 (47 ft2) on the east and 
4.1 m2 (44 ft2) on the west) and 0.9-m (3-ft) 
overhangs. One air exchange/hour and temperature 
swings of 21.1 to 26.7°C (70 to 80°F) and lH.Y 
to 2~.~°C (66 to 7fi 0 r) in the winter and ~ummer, 
respectively, are assumed. 

Several retrofit options for the reference home 
were considered, with each new configuration 
retaining all of the properties of the previous 
ones. Configuration A-1 changed the winter and 
summer temperature swings to new values of 18.9 
to 21. l°C (66 to 70°F) and 24.4 to 26.7°C (76 
to 80°F), respectively. Configuration A-2 
increased the ceiling insulation from R-15 to 
R-40. (All insulation values are expressed as 
thermal resistance (R) value& for convenience: 
1.0 R = 0. 18°C-m2/watt (l.0°F-hr-ft2/Btu).) Con
figuration A-3 increased wall insulation from 
R-12 to R-20. Configuration A-4 replaced exist
ing draperies with R-2 insulating shutters, 
which were closed on winter nights and used as 
sun shades in the summer. In order to determine 
the co~t effectiveness of these options, a !imple 
payback criterion was used to compare retrofit 
costs with the value of the energy saved. Retro
fit option costs were estimated using Means' cost 
data [10]. The home was assumed to be all elec
tric with a seasonal coefficient of performance 
(COP) of 1.0 for both heating and cooling. The 
cost of electricity was chosen to be 4¢/kwh. The 
results of these simulations are shown in Table 1. 



TABLE 1. RESULTS OF RETROFITTING 
REFERErKE HDr1E 

Configuration A-1 A-2 A-3 

Heating load reduction (%) 22 34 44 

Cooling load reduction (%) 26 34 37 

Total load reduction (%) 23 34 41 

Investment required ($) 0 212 274 

Years to payback @ 4¢/kwh 0 1.5 1.6 

3.2 Redesign options 

A-4 

49 

53 

50 

379 

1.8 

A number of redesign configurations were simulated 
in order to determine the performance and cost of 
each alternative configurat1on compared to the 
reference home design. The economic criteria 
selected for redesign were based on incremental, 
annualized costs of each option above and beyond 
the base cost of the reference home. The invest
ment cost was amortized over 30 years at an effec
tive annual mortgage rate of 10% to simulate the 
effect such costs would have on the mortgage pay
ments of a homeowner. Energy tax credits, 
interest deductions from income taxes, and back
up heating system size reductions, all of which 
improve the economic attractiveness of design 
changes, were not considered in this analysis. 
The minimum annual cost, including operating and 
annualized capital costs, is taken to be the 
decision criterion to indicate the best economic 
choice. However, the corresponding design does 
not necessarily correspond to the design with the 
smallest energy consumption. As in the retrofit 
case, cost data were taken from Means [10] (see 
Table 2), and the home was assumed to be all 
electric with a seasonal COP. of 1.0 for both heat
ina and r.ool inc;~. 

Several redesign configurations were analyzed, 
with each new configuration retaining all of the 
properties of the previous ones. Configuration 
B-1 reoriented the home so that the longer brick
faced wall faced south and had the temperature 
swing of retrofit option A-1. Configuration B-2 
increased wall insulation from R-12 to R-20 and 
ceiling insulation from R-15 to R-40. Configura
tion B-3 increased the glass area to 6.5 m2 
(70 ft2) on the south side and reduced the glass 
area on the north side to l.q m2 (20 ft2). Con
figuration B-4 added insulating shutters (R-2) 
which were to be kept closed at night in the winter 
and to be used as sun shades in the summer. Con
figuration T-1 replaced the brick-faced south wall 
with a double-glazed, 0.305-meter (1-ft) thick, 
R-1.2 Trombe wall. One-third of the Trombe wall 
was window area for direct gain with no shutters. 
The Trombe wall wac:; unvented to the structure, 
had a 0.9-meter (3-ft) overhang in the summer only, 
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TABLE 2. PASSIVE ELEMENT COSTS 

Passive element Cost 

Insulation $0.ll/m2 ($0. Ol/R-ft2) 

Wall sections (ex-
$21. 30Im2 ($1.98/ft2)* eluding windows) 

Windows (double-
$43.04/m2 ($4.00/ft2) glazed) 

Shutters ( R-2) $10.76/m2 ($1.00/ft2) 

Trombe wa 11 (double- $114.39/m2 ( $1 o. 63/ft2 )** 
glazed) 

*For wall insulation values above R-20, a double
studded wall section is assumed to cost an 
additional $1.94/m2 ($0. 18/ft2). 

**This value is based on data from Ref. [11] for a 
0.305-meter (1-ft) thick Trombe wall. 

and was vented to the atmosphere in summer to pre
vent overheating. The thermal performance of 
these redesigns and the corresponding annual costs 
are presented in Table 3. 

The results presented in Table 3 are useful to 
energy conscious designers or homeowners 
interested in reducing home construction and 
operation costs. Table 3 also illustrates a 
basic limitation of using hourly simulations for 
design, because selection of an optimal design, 
a logical next step, would require simulations 
of all possible configurations for each different 
design option and location. 

A better approach, and one used in other design 
methods based on hourly simulations (.e.g., 
F-Chart design method), is to determine the 
relationships among significant parameters in 
the simulations by making numerous SlMulation 
runs and then to use these relationships to 
develop a short-cut method to choose the optimal 
design and to predict thermal performance. 

4. LINEAR PROGRAMMING CONCEPTS AND OPTIMAL DESIGN 

.4. 1 Linear programming model development 

The 1 inear programming model (.see Figure 2) is 
hased on a standard linear proqramming software 
package. The methodology is as follows: 

Step 1. Determine significant parameters in the 
design. For passive solar residential design, 
typical parameters are wall and ceiling insula
tion R-values, window areas on each wall, and 
Trombe wall area. 

/ 



Step 2. Choose basic dimensions and construction 
materials of the home. 

Step 3. Specify very low wall and ceiling insula
tion values to represent low heat transmission 
conditions and reduce window area to zero. 

Step 4. Perform parametric hourly thermal per
formance simulations by changing only one para
meter at a time to determine the effect on the 
thermal response. 

Step 5. Develop functional relationships, based 
on the simulation results, between beneficial net 
heat flow values and parameter choices. Benefi
cial heat flow is defined as heat gain in the 
winter ur heat loss in the summer, since these 
flows displace the use of auxiliary energy. 

Step 6. Determine the thermal performance effects 
of non-parametric variables, such as internal 
gains, basement losses, and infiltration rates, 
from the hourly simulation results. 

Step 7. Assign annualized unit costs for each 
passive design element ba5ed on mortgage interest 
rates and other aPPrOPriate criterin. ThP value of 
auxiliary heating and cooling loads is determined 

according to fuel source, equipment efficiency, 
and the cost of delivered energy. 

Step 8. Generate a coefficient matrix in which 
each column represents a parameter variable and 
each row corresponds to a functional relationship 
or design constraint. 

Step 9. Apply a linear programming algorithm to 
solve the coefficient matrix by varying the values 
of all passive design parameters until a least
cost design is obtained. 

Step 10. Calculate the thermal performance of 
the least-cost passive design from the matrix 
coefficients. 

4.2 Advantages and limitatig~~ 

This methodology, which should be useful to both 
analysts and designers, has several distinct 
advantages compared to standard thermal perfor
mance simulation codes: (i) least-cost designs 
may be determined and the thermal performance 
calculated without the use of complex hourly simu
lations; (ii) design constraints and economic 
cnnsirlerBtioni ~r~ int~gral parts of the de~ign 
methorlology; (iii) a catalog of coefficient 

TABLE 3. THERMAL PERFORMANCE AND ECONOMIC ANALYSIS OF REFERENCE, REDESIGNED, AND fJPTIMI ZED HOMES 

Configuration 

Heating load reduction (%) 

Cooling load reduction (%) 

Total load reduction (%) 

Initial design cost ($) 

Annualized design cost ($/y) 

Total annual coste ($) 

@ 4¢/kwh 

@ 8¢/kwh 

@ 12¢/kwh 

@ 16¢/kwh 

! Optimized design options Refer- I 
encea B-1 

Redesign options 

B-2 B-3 B-4 T-1 I@ 4¢/kwh @ 8¢/kwhb @ 16¢/kwh 

423 

45 

29 50 52 57 72 

40 Sl Sl 52 51 

32 50 51 55 65 

423 697 710 781 2,374 

45 74 75 83 252 

468 331 286 281 273 400 

548 

696 

844 

890 616 497 486 462 

1,313 902 709 691 652 

1,736 1,187 921 896 842 

54 

59 

56 

547 

5R 

245 

432 

619 

806 

66 

61 

65 

1,093 

116 

266 

416 

566 

716 

86 

79 

3,249 

345 

434 

523 

613 

687 

aThe reference home has a heating load of 6,962 kwh (23.76 million Btu), a cooling load of 3,601 kwh 
(12.29 million Btu), and a total load of 10,563 kwh (36.05 million Btu). 

bThe optimized design for 12¢/kwh is identical with the optimized design for 8¢/kwh. 

cThe total annual cost is the sum of the annualized design cost and annual cost of the back-up energy 
t•e_qu i rem en ts. 
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RELATIONSHIPS BETWEEN UNIT COSTS AUX-
DESIGN PARfu~ETERS AND FOR DESIGN ILIARY 
HEAT FLOiiS PARAMETERS ENERGY 

COSTS 

RELATIONSHIPS DESIGN 
BETI\"'EEN NON- CON-
PARAMETRIC STRAINTS 
VARIABLES AND 
HEAT FLOWS 

I LINEAR PROGRAHMING ALGORITHM I 

OPTIMAL OPTUUU. OPTIMAL 
DESIGN DESIGN DESIGN 
PARAMETERS COST THERMAL 

PERFORMANCE 

Fig. 2. Linear Programming Model 

matrices may be developed for selected passive 
design elements and then rearranged to character
ize a variety of passive designs; and {iv) since 
the model is really a design methodology, the 
results should be able to contribute to the formu
lation of building codes. 

A current limitation of this methodology is that 
the matrix coefficients are specific and depend 
on: (i) predetermined room temperatures; (ii) fix
ed climatic regions; (iii) approximately constant 
wall area to home volume ratios; and (iv) speci
fic residence types (e.g., one vs. two story). 
This limitation can be reduced in more advanced 
models. 

4.3 An example of optimal residential design 

The linear programming methodology was applied to 
a south faciny reference home having 0.9-meter 
(3-ft) overhangs and insulating (R-2) window shut
ters. The cost data are from Means [10] given 
in Table 2. Four optimal designs were derived 
based on energy costs of 4, 8, 12, and 16 ¢/kwh. 
The design optimized for 4¢/kwh consists of a 
south wall insulated to R-20 with 1.86 m2 (20 ft2) 
of window area. The remaining walls are insu
lated to R-20 and the ceiling was insulated to 
R-35. The de~ iy11s optimized fot· 8 and 12¢/kwh have 
R-40 insulation in all the walls, 3.72 m2 (40 ft2) 
of window area in the south wall, and R-50 insu
lation in the ceiling. The optimal design based 
on 16¢/kwh has a south facing 21.6-m2 (232-ft2) 
Trombe wall with 3.7 m2 (40 ft2) of window area. 
The remaining walls have R-40 insulation and the 
ceiling is insulated to R-50. 

A number of optimized home designs have bPen simu
lated using the hourly thermal performance model 
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to validate the thermal performance predicted by 
the linear programming model. The linear pro
gramming model predicted total energy needs.to 
within a few percent of the results from the 
thermal performance model [12]. 

The thermal and economic performance of the opti
mized designs are presented in Table 3 so that 
direct comparison may be made with the redesign 
options. In all cases, the optimized designs 
have lower total annual costs than the redesigned 
homes. The results indicate that strategic 
expenditures for passive solar design elements 
are necessary to reach optimal thermal and econo
mic performance goals that correspond to signifi
cantly higher energy savings and larger reductions 
in annual energy costs than those typically 
associated with modern passive solar home confi
gurations. 
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ABSTRACT 

A viable alternative to detailed computer simula
tion as a means of obtaining long-term solar 
cooling system performance is the correlation of 
numerous simulation results that cover a wide range 
of system parameters· and weather conditions. The 
design method presented in this paper uses a solar 
cooling fraction, fc-chart which was derived from 
detailed SHASP (Solar Heating and Air Conditioning 
Simulation Programs) runs of a solar cooling sys
tem operating under varying real weather conditins 
obtaining in various cities selected for their rea
SJnably good valpes of available insolation and 
expected cooling loads. The combinations of di
verse climatic conditions and cooling demands 
insure the region independency of the resulting 
correlation. 

ItlTRODUCTION 

The f-chart [1] is a solar heating design chart 
which was developed from TRNSYS [2] and is widely 
accepted. A similar simplified design method for 
cooling called the f-0 charts uses the utiliz
ability curves of Liu and Jordan [3] is proposed 
but is limited to constant COP cooling operation 
or constant thermal efficiency operation of high 
temperature thermal systems. 

The computer simulation program called SHASP [4] 
has been successfully used in solar cooling 
systems performance predictions. The program uses 
a generalized chiller model \vhere cooling capacity 
is dependent on the hot water supply temperature. 
There is a dynamic interaction between the chiller 
and the building cooling load which is dependent 
on ambient air temperature, insolation and heat 
generation. A wide range of system parameters and 
Heather data are used in the detailed simulation 
runs and the results are correlated to develop the 
simplified cooling design charts. 

SYSTEM DESCRIPTION 

The basic solar cooling system is shown in Fig. 1. 
The cooling machine used is a hot water fired ab
sorption chiller where cooling capacity is 
dependent on the hot water supply temperature. 
The cooling load is dependent on the ambient air 
tempel·ature, insolation and heat generation. The 
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control strategy used to simulate the system oper
ation is based on a previous study of solr cooling 
systems [5]. Basically, all of the useful energy 
collected by the solar collector is sent to a liq
uid storage tank and stored as sensible heat. 
Whenever there is a cooling demand, the absorption 
chiller draws off hot water from storage and de
livers enough cooling to satisfy th~ demand. If 
the temperature of the hot water in storage is such 
that the chiller cannot satisfy the load, then 
auxiliary is used to fullY- supply the generator 
requirements. 

ANALYSIS 

An energy balance of the solar cooling system 
yields 

(1) 

Eq. (1) applies to any system whose load, QL, can 
be met 100% of the time. For an undersized sys
tem, the cooling load cannot be met at all times 
and ~L should be replaced by the total cooling 
suppl1ed. Also, for the system considered using 
~n a~sorption chi~ler, the auxiliary energy, Qaux' 
1s d1rectly suppl1ed to the generator of the 
chiller. Eq. (1) also applies to a system using a 
Rankine chiller where the auxiliary energy is sup
plied to the boiler of the Rankine Cycle. 

On a long term basis, the change in storage tank 
capacity, ~E will be negligible compared to the 
other energy quantities and Eq. (1) reduces to 

0 (?) 

The average cooling supplied when the system oper
ates only on auxiliary, is given by: 

(3) 



The portion of the load accountable to solar 
is then: · 

The solar cooling fraction can be defined as 
Qc Q - COPav(Qaux) 

f ~= L 
c QL QL 

fc = l - (QL/COP ) 
av 

(4) 

(5) 

(6) 

(7) 

Using Eq. (2), the solar cooiing fraction can be 
exP•esseQ in t~rm$ of the useful collected heat, 
Qu, as: 

f 
c (R) 

The instantaneous useful he~t collected by a col
lector array of area Ac is given by: 

qu "' rF~ta- F~UT.(~ - Til) JlcAc (9) 
c 0 

The total energy collected over the entire period 
of operation of the system is obtained by in
tegrating Eq. (9). 

(10) 

The long term solar cooling fraction can then be 
expressed as 

f 
c 

- J 
:J'~UL(T- Td) 

(QL/C::OP 6) 

A 
c dt 

The integrals in Eq. (11) cannot be evaluated 
easily since the insolation and the dry-bulb 
temperature are not continuous mathematical 
functions. Moreover, the relationship between 

(11) 

the solar thermal system, the chiller and the load 
is both complex and dynamic. As analternative to 
evaluating Eq. (11), detailed simulation runs are 
made using SHASP with real weather inputs and an 
average daily solar cooling fraction, f , for any 
cooling month can be calculated. c 
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The grouping of terms in Eq. (11) suggests a 
correlation between the solar cooling fraction 
and two dimensionless parameters 

(12) 

(13) 

A reference temperature, T f = 96.1C (205F) is 
used since there is a limiteto the maximum 
generator temperature of an absorption chiller 
due to recrystallization. Using the least 
squares method of curve fitting,the detailed 
simulation results are correlated into a single 
function of the dimensionless parameters of the 
form 

RESULTS 

f c 

The ~ulur cuullug fraclluu, [c chat L bi1u1•u ln 

(14) 

Fig. 2 results from the correlation of detalleu 
solar cooling simulation runs made using SHASP and 
real weather data for the cities of Phoenix, AZ, 
Ft. 1\Torth, TX, Miami, FL, Ch:n:l<?~;;tnp, Sr., M"rlisnn, 
WI and Washington,_ D. C. These cities were se
lected for their diverse climatic conditions which 
present a wide range of combination of available 
insolation and expected cooling load. 

The system parameters were varied over a range of 
values that represent what actual systems might 
possibly have. The range~ over willcil various 
pArAmRtRrR were varied are:. 

Collector: 

0.53 ~ FRT(Y ~ o. 76 

3.123 < F~UL ~ 5.452 W/m
2 0 c 

.'H.!<. A 
c 

Hot Storage: 

!!!..._= 
A 

c 

Kg 
4 8 0 8 --::-') =--

m · - hi' 

2 
l.(l.A ::.._ (H/Ac) ~ 07.9 l{g/m 

96.1 < T < 100° C 
Dump 

Absorption Chiller: 

76.7 ~ TG min < 85° C 

The generator of the absorption chiller is fired 
by hot water from storage at temperatures 

T < T < 96.1° C 
G min - G 



The polynomical regression correlation of the · 
detailed SHASP runs give the cooling fraction as 

f 0.19207- 0.079798X + .00201243X
2 

c 

+ 0.45434Y- .0036096Y 2 (15) 

Equation (15) is used to determine the constant 
solar cooling fraction curves shm.m in Fig. 2. 
Outside the range of values of X and Y covered 
by Fig. 2, the following procedure should be used 
to obtain the cooling fraction: 

X = 15 whenever calculated X > 15 

and Y = 6 whenever calculated Y > 6 

otherwise: use calculated values of X and Y 

SAMPLE EXAMPLE 

The following example illustrates the ease with 
which the solar cooling fraction can be predicted 
using the method discussed in this paper together 
with information available from other sources 
[6,7]. This example considers the performance of 
a residential solar cooling system in Ft. Worth, 
TX for the month of July. The system parameters 
are: 

A 51.1 
2 

(550 ft
2

) m 
c 

F~Ta 0.68 

w Btu F;·UL 3.123 (.55 ·-) 
m2 - oc hr - ft2 - OF 

M 4377 Kg (9650 lb.) 

For a residence whose average daily July load is 
366.217 MJ (347,105 Btu) the solar cooling 
fraction is computed as follows: 

From Ref. 6, for Ft. \~orth (32.5° N lat.) 

H 25.59 Mj/m2 

KT .64 

Td 29.0° c 

For KT 0.64 and (0 - S) 0. 

R .864 

The total incident radiation is 

MJ 
Ic = (.864)(25.59) = 22.11 ~2 ..::..::.=...--'-

T m - day 

From Ref. 7, there are 21 hours for which the 
ambient air is above 23.9° C (75° F), the room set 
temperature. For this 21 hour period, the chiller 
must provide an average cooling of 

366.217 
21 17.44 ~~ (16,529 ~=u) 
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The manufacturer's catalog for an available 3 -
Ton chiller shows that at the chiller generator 
operating at an average hot water inlet tempera
ture of 83.490 C (182.28 F) will provide 17.44 MJ/ 
hr of cooling with a generator input of 

28.36 ~; The average chiller COP is then 

COP av 
17.44 
28.36 = 0 ' 61 

The dimensionless parameters are calculated thus: 

X 

y 

(FiUL) Ac(Tref - Td) 6t 

(QL/COP a) 

(3 .123) (51.1) (96 .1 - 29) (24) 
(366. 22)(277. 8) 

.61 

= 1. 541 

(F;Tu) A I 
c cT 

1. 280 

(. 68) (51.1) (22 .11) 

(366.22) 
.61 

Equation (IS) gives a solar cooling fraction of 
.5964. The detailed simulation (SHASP) gives a 
value of 0.5897. The predicted value using the 
simplified method is 1% higher than the detailed 
simulation value. 

CONCLUSION 

Future work on the simplified solar cooling design 
method would include expanding the simulation runs 
to cover all the fourteen (14) representative 
cities for which TR\~ [7] has collected datq. 
Although the differences between the predicted 
cooling fraction and the cooling fraction obtained 
via detailed simulation are all \vithin the al
lmvable engineering errors, ~here are indications 
that better correlations would result by grouping 
cities into at least two types of cooling regions. 
Better agreement can be expected, for example,if 
cities like Miami, Charleston and Washington, D. C. 
are grouped into one regional design chart aml 
cities like Pheonix and Ft. Worth into another 
design chart. On going research is presently 
geared towards this goal. 
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PACE--PASSIVE ACTIVE CONSERVATION EVALUATOR--A NEW 
COMPUTER PROGRAM FOR BUILDING ENERGY ANALYSIS 

John Kurtz 
Booz, Allen & Hamilton Inc. 

ABSTRACT 

PACe is a computer program with wide analytical 
versatility currently being developed for the Solar 
Energy Research Institute (SERI). The version of 
the program currently being developed will provide 
comprehensive performance, economic, and financial 
analysis capability for active and passive residen
tial solar energy applications. Ultimately, the 
program will include capability for analysis of 
conservation measures, thus allowing tradeoff anal
ysis among conservation and solar options. 

The PACE program combines key elements of several 
popular existing calculation methods and programs 
in forming a composite "umbrella" program. These 
include the F-chart method for active system per
formance estimation [1], the Solar Load Ratio (SLR) 
method for passive performance estimation [2], and 
the RSVP/2 solar economic analysis program [3]. 

PACE is a tool designed to serve a broad range of 
users and uses, both in the research/analvsiu field 
and in the residential building marketpla~e. It is 
a conversational interface program allowing it to 
be used easily by those unfamiliar with computer 
use. In addition, the structure of the proeram 
allows it to be used effectively by persons with 
greatly differing levels of solar knowledge. 

The balance of this paper will cover the following 
a~;;pect5 of the PACE pcogt·um• 

The range of conditions to which the 
program is applicable 

An overview of the basic structure of 
the program 

A summary of the output reports available 

A brief look at several special features 
of the program 

A discussion of several key issues con
cerning current and future development 

Anticipated availability of the program. 

and 
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PROGRAM SCOPE 

The PACE program is intended to serve a wide range 
of users and applications. This resulted in the 
formulation of ambitious program development 
criteria. 

Intended Users 

The primary users envisioned for the PACE program 
fall into two general categories--research analysts 
and marketplace participants. Research users 
anticipated include analysts in industry, govern
ment and academic sectors for purposes of analyzing 
policy, economic, financial .. marketing and o!·:.er 
questions concen1ing residential energy use. 
Intended marketplace users include builders, devel
opers, designers, mortgage lenders, home buyers, 
realtors, utility companies, and existing home
owners. It is expected that many of the market··· 
place users would use the program through a ser
vicing organization. Possible examples of such 
organizations include trade associations, state 
energy offices, regional solar energy centers, 
Energy Extension Service offices, computer time
sharing services, and many other possible public 
and privately sponsored service points. A number 
of these types of organizations are already using 
various versions of the component programs from 
which PACE is being constructed. 

Program Applications 

The ultimate objective in the development of PACE 
is that it be the first comprehensive energy anal
ysis program to include active and passive solar, 
and conservation measures. Currently, active and 
passive analysis capabilities are operational. 
Conservation capability will be added at a later 
date, contingent on funding availability. 

The program can be used to analyze both new and 
retrofit applications in both single family and 
multi-family residential structures. Weather data 
(monthly averages) for 266 cities is available in 
the program data base. 



Active solar systems analysis capability includes 
domestic hot water, space heating, and combined 
systems. The program can accommodate air or liquid 
medium, low or medium temperature flat plate type 
collectors. 

Passive solar applications capability currently 
includes direct gain, mass (Trornbe) wall, and water 
\~all sys terns. The program can be used for analysis 
of combinations of these passive systems and also 
for combinations of active hot water and passive 
heating systems. 

Program Output 

PACE provides both energy performance and economic 
output information. Performance information cur
rently includes energy savin~s from solar applica
tions. Economic information includes monthly cash 
payments, utility cost savings, economic merit 
indicators (e.g. payback, net present value, inter
nal rate of return) for solar systems studied, and 
economic optimum solar system sizing. tlecause 
various users have different interests with respect 
to output information, a variety of different out
put reports are available providing both different 
aspects of the output information and different 
levels of detail. 

Development Criteria 

To address the scope of users and applications 
clisc.ussed above, the PACE program has been devel
oped to fit certain criteria for flexibility and 
~il"f' nf 11<:P, T.hP.sP inr.l.nciP: 

No prior computer knowledge - The program is \Hit
ten in a straightforward question and answer 
format so that it can be used by persons with no 
computer knowledge. 

No significant technical knowledge - PACE is writ
ten with a default structure such that it will pro
vide reasonable value estimates for most variables 
if the user cannot. On the other hand, a knowl
edgeable user can input detailed, specific solar 
or other techntcal, economic, and financial daLa. 

gu.:!,_<:.~- a_I!,d_i_I!_expensive to use - To maximize appli
cability and usefulness of the range of puHHible 
users, the program is designed so that it can be 
run quickly and at very low cost. 

Comprehensive - Also to enable widespread use, 
PACE is designed to be applicable to any specific 
residential building, location (U.S.), and solar 
system situation--with all important solar perfor-
mance and economic variables accounted for. · 

Flexibility - The program is designed in a modular 
fashion so that it can be easily updated and ex
panded to accommodate changes for: improved cal
culation techniques, additional solar or conserva
tion applications, and new uses (such as energy 
auditing or building energy performance evaluation 
in conjunction with the DOE BEPS program). 
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PROGRAM STRUCTURE 

In operation, the program has three basic modes-
input, computation, and output. These are illus
trated diagrammatically in Fig, 1 below. 

INPUT MODE 

COMPUTATION 
MOO F. 

OUTPUT MODE 

USER INPUTS DATA 

l 
ENGINEERING 
CALCULATION MODULES 

1 THERMAL LOAD MODULE 

I ACTIVE SYH~M PI:KfUHIVIANLt 

~ 1 PASSIVE SYSTEM PERFORMANCE 

1 ENERGY CONSUMPTION MODULE 

I 

t I 
I 

ECONOMIC/FINANCIAL SYSTEM 

CALCULATION ~- OPTIMIZATIO 

MODULE 

-~ 
0 UTPUT REPORTS 

Fig. 1 PACE Program Structure 

N 

The various program Hequence rnudeH, and the 
modules withlu Litem, ate t..:unllulle<.l !Jy au exet..:u~ 

tive interface not shown in Fig. 1. 

Input Mode 

During the input mode, the user selects the type 
uf aualyHls desired and provides values for vari
ables relevant: Lu LhaL aualyHls. Dala luvuL is 
accomplished through a series of question/answer 
Ly!Je lupuL "prompts." The program asks t:he user 
questions expressed in conversational English and, 
for most questions, provides an average value or 
default response. The user then has the option of 
Helecting Lhe default value or choosing a pre
ferred value. If the user does not clearly under
stand the question, inputting a "?" will prompt a 
more detailed explanation of the question, or a 
reference to the relevant section of the User's 
Manual. 

During the input sequence the user provides data 
concerning the following areas: 

Building characteristics--including building loca
tion, type, size, occupancy, and thermal charac
teristics. 



Type of solar application--covering choices of new 
or retrofit, active or passive, domestic hot water 
and/or space heating. 

Solar system specifics--{ncluding dimensions, or
ientation and physical properties of solar compo
nents in as much detail as is known. 

Back-up system(s)--covers the type and characteris
tics of the back-up heating system(s). 

Economic data--includes building, solar and back-up 
system cost data (if known) and a number of rele
vant economic variables such as fuel price and 
escalation rates, tax rates and incentives, main
tenance and other expenses, discount rate and 
appraisal data. 

Financial data--includes mortgage or other financ
ing terms and related financing expenses. 

To facilitate use by the wide range of anticipated 
PACE users, there are three levels of input detail 
available to the user. Level I is the simplest 
and involves the user selecting values for only the 
most critical variables--about 15. All other vari
able values are defaulted. Level II allows the 
user the provide input information in detail in 
some (user-selected) areas of particular interest, 
while only Level I variable questions are asked in 
other areas. Level III is the most detailed, in 
which the user is questioned about every relevant 
v<u: .iaule--typically around 50 or 60. At e£ich level 
the user can easily change values of any variable, 
whether or not prompted to do so. 

Computation Mode 

In the computation mode the program performs all 
calculations required by the analysis inputs se
lected. A series of computation mode modules are. 
involved sequentially. The computation modules 
include engineering modules for computing thermal 
load, active system performance, passive system(s) 
performance and energy consumption, and an economic 
computations module. 

The thermal load module provides the user with 
thr~>.e opti.onal methods for determination of thermal 
loads. 

(1) The user may compute the building thermal 
load off-line and input it directly to 
the program, in which case no further 
computation is required. 

(2) For an existing building, the user may 
choose to input monthly fuel consumption 
data from utility bills, from which the 
program will provide an estimate of the 
thermal load. 

(3) The user may have the program provide an 
estimate of the thermal load from the 
building characteristics provided. Cur
rently this estimate will be based on the 
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assumption that the building is con
structed in accordance with 1979 HUD-MPS 
standards for energy conservation. To 
provide a more building-specific load 
estimate would involve many more build
ing characteristics input variables than 
are presently used. This subject is 
discussed later in the issues section of 
this paper. 

The active system performance module provides 
estimated energy supplied by active solar energy 
systems, if any are being considered in an analy
sis. Performance estimates are developed using 
the F-chart method [1]. The current version of 
the PACE program uses F-chart version 3.0, however, 
it is intended that this be supplanted with ver
sion 4.0 as soon as that version is available. 

The passive solar performance module provides 
estimated energy supplied by any passive systems 
considered in an analysis. Passive performance 
estimates are developed using the Solar Load :Ratio 
(SLR) method curves developed at the Los Alamos 
Scientific Laboratory ;:21. · SLR curves are cur
rently available (and included in PACE) for direct 
gain, mass (Trombe) wall and water wall systems-
each with or without ~ight insulation. 

For the analysis of passive systems, the PACE 
program requires additional· input information 
concerning the dimensions and physical properties 
of passive components. 

The energy consumption module provides an estimate 
·of the building's actual energy consumption. This 
estimate is a function of the thermal load, the 
thermal contributions from solar sources, and the 
type and operational efficiency of back-up heating 
systems. 

The economic computations module - Once engineering 
estimates are completed, t.he program proceeds to 
economic and financial analysis computations. 
First, detailed monthly cash flows are calculated, 
based on the engineering results, for both the 
building and solar systems being studied and for 
a similar building without the solar application. 
By comparing the two cash flow streams comparisons 
can be made with respect to: 

Financing payments (principle and 
interest) 

Tax payments and tax savings 

Utility cooto and oovings 

Insurance, maintenance, and other costs. 

Using the differentials between the two cash flow 
streams, various economic merit indicators can be 
calculated. Merit indicators presently incorpo
rated in the PACE program include: 

Net present value of (solar) j.nvestment 

lnternA1 rAce of reLu•u 



Financial management rate of return 

Number of years to payback (solar) 
investment 

Number of years to recover down payment 
on (solar) investment 

Number of years until positive cash flow 
is achieved (i.e. annual savings from 
solar investment exceeds annual costs 
attributable). 

Output Mode 

Once all engineering and economic computations 
called for in a selected analysis have been com
pleted,. the program provides the results to the 
user in the form of one or more preformatted output 
reports. The output reports available are summa
rized in the next section. 

OUTPUT REPORTS 

To address the needs of the wide range of users 
tor whom the PACE program has been developed, a 
number of different output reports are available 
including: 

Engineering Summary Report--provides 
estimated monthly thermal loads and solar 
energy contributions and annual energy 
contribution (with and \~ithout solar) 
from each applicable energy source. 

Homebuyers Summary Report--presents 
comparative monthly costs for solar and 
nonsolar new single family home cases, 
broken down into mortgage payments. 
energy ~u~L~, and tax savings. 

Retrofit Summary ~eport--also for a 
single family home, presents monthly 
financing and energy costs for a solar 
application to An.P.x:isting home. The 
information is presented in a compara
tive format, \>ith nnd without solar. 

Lend~r~ Summary Report--provides infor
mation very similar to that of the home
buyers report, but adds computation of 
certain expense to income ratios used by 
lenders in evaluating qualifications for 
gr du Liug loans. Tax savings are not 
shown in the lenders report, however, 
the amount of any Federal tax credit is 
indicated. 

Hultifamily (Investors) Report--is geared 
stri~Lly to income property applications. 
It is a comprehensive financial pro forma 
evaluation of the merit of the solar 
system(s) as an investment in conjunction 
\-lith income producing real property. All 
cash flows, depreciation options, and tax 
considerations are included. The report 
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allows the user the see the cumulative 
cash flow and annual return on investment 
effect if the project were sold, at any 
selected point in the future. 

Design Report--provides a summary of cost, 
energy savings, and economic merit indi
cator values for a specified range of 
different possible solar energy system 
sizes. The report also indicates the 
economic optimum size on a life cycle 
cost basis. 

Detailed Cash Flow Report--provides 
annual cash flow amounts, for as many 
years as desired, broken down into indi
vidual items (e.g. energy costs) and 
subtotals of interest (e.g. net expense 
after taxes). For comparison, these cash 
flows are provided separately tor both 
the house with solar features and the 
reference house (without snlAr). 

Differential Cash Flow Report--shm~s 
AnnnAl ;Hlcli tionAl rnsts Anrl s11vin~s, 

broken down into major components, nnd 
net and cumulative totals attributed 
to the solar teatures--tor as many years 
as desired. 

Graph of Cumulative Savings--illustrates 
graphically the pattern of cumulative 
total savings (or losses) attributable 
to the use of solar energy (shown in 
annual increments). 

IteraLluu Reput·t--shuws the change in 
solar performance, cost, and economic 
indicator values that result from changes 
in the value of any selected input vari
able (e.g. $Ystem si~e. system cost. tuel 
price, interest rate, loan term, ere.) 
This report is particularly useful lu 
performing parametric analysis studies. 

In addition to showing calculation results, each 
of the output reports .olso provides a summary of 
the main input assumptions incorporated in the 
computations. 

SPECIAL PROGRAM FEATURES 

In addition to its basic computational capabil
ities, the PACE program has a number of noteworthy 
user-oriented teatures including: 

An iteration routine 

Optimization of system size 

Data-checks to reduce input errors 

Adaptability to different levels of 
input detail. 



Iteration Routine 

The iteration routine is a particularly powerful 
analytic tool. It allows. the user to quickly 
perform parametric (or sensitivity) studies of the 
effect of changes in the value of any.input vari
able such as solar system size, system cost, con
ventional fuel price, future fuel escalation rate, 
etc. Once the user has determined a variable to 
be iterated (e.g. system size), a selection is 
made of the range of the variable to be considered 
(e.g. 40 sq. ft. to 160 sq. ft.), and the iteration 
increment to be used (e.g. 20 sq. ft. increments) 
in the analysis. The PACE program then computes 
output information such as solar energy system 
performance, system cost, and economic merit indi
cator values corresponding to each variable incre
ment (e.g. 40 sq. ft, 60, 80, etc. to 160 sq. ft.). 
The results are shown on an iteration report dis
cussed above. 

The iteration report has several particularly use
ful applications. It can be used to determine 
which input variables have a significant effect on 
solar system performance and economics. These 
studies have beeio used in establishing the default 
structure of the PACE program. 

The iteration routine is also useful in determining 
the values of certain input variables that will 
cause solar applications to be economically compet
itive with conventional energy systems. This 
information in turn is useful for such purposes 
as setting R&D goals for performance improvement 
and determining appropriate levels for effective 
economic incentives such as tax credits, low inter
est loans, grants, etc. 

As a further aid in performing parametric analysis 
studies, the iteration routine can be used in con
junction with the sizing optimization routine dis
cussed below. 

Sizing Optimization Routine 

For cases in which there is not a preset size for 
a solar energy system, the optimization routine 
will provide an estimate of the most economical 
system size on a life cycle value basis. This 
optimization is based on the user's selection of 
analysis period, discount rate, and system per
formance characteristics, unless the user chooses 
to use program-supplied default values. 

Data-Check Features 

Because the program has been designed to be used by 
marketplace participants with limited technical 
knowledge of solar energy systems, a system of 
data-checks has been included to reduce input 
errors. The data-check feature checks values in
put, as they are input by the user, against a pre
determined reasonable range for the variable. If 
the input value is outside the reasonable range, 
a message is given to the user indicating that 
fact. The user: mily then choose to either change 
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the value or proceed with the analysis despite the 
value being outside the range. For input values 
within the reasonable range, no message interrupts 
the flow of the program. 

Knowledgeable users may wish to use the program for 
analysis of variables in areas well outside the 
current reasonable ranges used for the data-
check feature. If so, the data-check can be 
switched off to avoid the inconvenience .of inter
ruptions from the data-check reminder messages. 

Adaptability to Different Input Detail Levels 

As noted above (in the section on Input Mode), 
there are three different basic levels of input 
detail that can be selected by the user, depending 
on knowledge and interest. Even within each of 
the lower bwo levels, the user has access to any 
of the well over 100 variables in the program. 
This allows the program to be adapted to any spe
cific or unique information already known or of 
interest. Examples of such specific detail might 
include: the.performance characteristics of a 
particular brand of solar collector, the inclusion 
of exact orientation and dimensional characteris
tics of a passive system, the use of unusual 
financing techniques such as variable payment 
mortgages, or the study of irregular scenarios of 
future energy price escalation. 

CURRENT AND FUTURE DEVELOPMENT ISSUES 

The PACE program is being developed in a technical 
and policy environment that is rapidly evolving and 
changing. Consequently, there is a continuous 
series of interesting research issues to be ad
dressed. Several of the current issues of interest 
include: 

Expansion of the PACE building thermal 
load module is necessary to provide 
an 'evaluation tool for conservation 
measures and for use in conjunction with 
the national Building Energy Performance 
Standards (BEPS) being developed and 
promulgated by the Department of Energy. 

Passive performance estimating algorithms, 
such as the SLR methods, are still rudi
mentary in their development and limited 
in application breadth. For example, 
validated SLR routines are not yet avail
able for sun space applications, and in 
the applications for which SLR curves are 
available the user cannot adjust the 
amount of thermal mass included. 

Optimization of passive system sizes is 
complex when (as is often the case) more 
than one type of passive system is in
cluded in a building. This issue is 
strongly interrelated with the issue of 
establishing reliable passive cost esti
mating default data. 



Tite size of the PACE program has become 
an issue as the program has become more 
comprehensive and correspondingly larger 
computer core requirements (currently 60K 
decimal). At the same time, the market
place is moving rapidly toward very 
affordable mini and micro computers. To 
en.:tblc use of PACE in small computers, 
examination is being made of ways to 
restructure the program in a sequence of 
overlays. Alternatively, study is needed 
to determine whether specific portions of 
the program could or should be broken 
out and packaged as smal1er programs for 
specific market segments. 

Yse of PACF. to rlPvPlnp ~implified manual 
estimating techniques has great potential 
for expanding the benefits oi the program 
mure widely in the marketplace. A simpli.
fied manual estimator has already been 
developed for active hot water systems 
(and should he available shortly from the 
National Solar Heating and Cooling Infor
mation Center). This estiml'ltion consists 
of a straightforward series of look-up 
tables developed by computer program runs. 

A complete discussion of the above issues is beyond 
the scope of this paper. However, work is underway 
in each area and will be the subject of future 
papers. 

PACE PROGRAM AVAILABILITY 

The initial version of PACE to include both active 
and passive analysis capability is expected to be 
publicly available from SERI :i,n the summP.r nr f"ll 
of 1980. 

The immediate predecessor to PACE--RSVP/2--which 
provid.;,,;; analysis of active systems, is available 
from the National Technical Information Center in 
the form of a User's Manual, Programmer's Manual 
and program tape. Information for ordering can be 
obtained from the Nationl'll. Solar Heating and Cooling 
Information Center. RSVP is also accessible via the 
Cybernet computer time-sha~in~ systP.m npPrl'ltP.d by 
Control Data Corporation. 

The development and availability of the complete 
PACE program including conservation measures, as 
well as active and passive solar, is presently con
tingent upun fun cling availability. 
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ABSTRACT 

The SOLCOST solar energy design program [1) was 
developed in 1976 under the auspices of the u.s. 
Department of Energy. The program predicts the 
annual solar system performance for a range of 
collector areas and then determines the optimum 
collector area based on a life-cycle cost analy
sis. SOLCOST is based on a detailed simulation 
for an average day for each month. The original 
meth~dology required a reasonable estimate of the 
dawn collector inlet temperature to perform the 
average-day analysis. This approach was improved 
in Version 2.0 with an algorithm that automat
ically computed the dawn inlet temperature. This 
version was released in January 1979. 

This paper describes in detail the SOLCOST radia
tion model and the thermal analysis methodology 
of Version 2.0. Key validation results are pre
sented for hot water systems showing excellent 
agreement between SOLCOST predictions and mea
sured system performance. Also covered is an 
overview of some recent modifications of the SOL
COST software that will be available in Version 
3.0 (to be released in early 1980). 

INTRODUCTION 

The solar energy design program, SOLCOST, is a 
public domain computerized design tool intended 
for use by nonthermal specialists to size solar 
systems. The program predicts the annual solar 
fnll:tiun fot· a t·auge of cullectur at·eas ami theu 
determines the optimum collector area based on a 
life-cycle cost analysis. The SOLCOST inputs are 
versatile and powerful, allowing less sophisti
cated users to access reasonable default values 
for most of the parameters. 

An iterative procedure was developed for Version 
2.0 to assist SOLCOST users in estimating the 
starting collector inlet temperature, which is 
the key to the SOLCOST average-day methodology. 
The procedure consists of an iterative process 
that checks the storage temperature at dawn 
against the previous dawn value. If the differ
ence is outside a reasonable limit, the average
day analysis is repeated using a refined estimate 
of the dawn storage temperature. The important 
element of this one-day simulation is the energy 
balance on the storage tank. All energy deliver
ed to storage either satisfies the load or is 
lost through the tank insulation. The method
ology of this procedure is presented in detail. 
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The SOLCOST radiation data bank has been updated 
in Version 3.0 to include default clearness fac
tors that align the SOLCOST clear-day irradiances 
with the SOLMET data base. The radiation algor
ithm is discussed in detail to document the 
clearness factor concept and also to describe the 
coupling between the radiation model and the SOL
COST average-day simulation. 

SOLCOST SOLAR RADIATION MODEL 

The SOLCOST methodology is based on a one-day 
simulation performed on the 15th day of each 
month. Since hourly steps are taken during the 
daylight hours of the simulation, radiation must 
be incident on the collector on an hourly basis. 
The simulation also requires that the collector 
be driven with two radiation profiles, one for a 
clear day and one for a totally cloudy day. 

Clear-Day Methodology - The starting point for 
clear days was the ASHRAE model [2) in which the 
direct normal irradiation is estimated by 

(1) 
A 

IDN = exp (B sin S) 

where A is the apparent extraterrestrial irradia
tion at air mass = 0 and B, the atmospheric ex
tinction coefficient, are functions of the month 
that take into account the earth-sun distance and 
the air's water vapor content. The angle e is 
the solar altitude angle above the horizon. The 
values of A and B given in Reference [2) were 
selected so IoN would be in agreement with the 
Threlkeld and Jordan measured radiation values on 
average cloudless days [3). 

To account for local values of atmospheric water 
content and variable aerosols, the ASHRAE model 
uses a parameter called clearness number to mod
ify the direct normal solar component. Unfortu
nately very little direct normal radiation data 
are available to allow direct calculation of 
clearness numbers. The recent work by Randall 
and Whitson [4) has resulted in improved direct 
normal insolation estimates that are now avail
able for 26 SOLMET sites [5). 

The Department of Energy has recently recommended 
that the SOtMET data base be used 1n all solar 
simulation and design work. This insolation data 



base has been available in SOLCOST since Version 
2.0 (i.e., monthly average total insolation val
ues). However, in Version 3.0, an additional 
step has been taken to further align the SOLCOST 
radiation model with the SOLMET data set. Speci
fically, monthly clearness numbers have been de
rived from 26 cities from the clear sky, solar 
noon total irradiance values used by the SOLMET 
developers to generate their data base (see Ap
pendix A in [5]). Based on these clearness num
bers, the set of default monthly clearness num
bers given in Table l were calculated. Since ob
viously this default set does not apply to all 
the cities in the data bank, a parameter called 
the clearness factor has been estimated for each 
city in the data bank. This factor is a multi
plier on the default monthly clearness numbers to 
account for location. The User's Guide for SOL
COST Version 3.0 [6] contains a map or-the cleat
ne~~ factors that have been assigned to c1ties in 
the SOLCOST data bank. 

TABLE l CLEARNESS NUMBERS IN SOLCOST 
RADIATION MODEL 

January 0.98 July 0.88 
February l.Ol August 0.89 
March 0.98 September u.n 
April 0.95 October 0.97 
May 0.92 November 0.99 
June 0.90 December 0.98 

The diffuse component for clear-day radiation is 
based on the work of Threlkeld [3,7] in which a 
rlimensionless parameter C is defined as 

(2) 

where IdH is the diffuse radiation on a hori
zontal surface for a clear day. Values for C are 
givr;m i.n [?.] .. 

In SOLCOST, Threlkeld's diffuse term is divided 
by the clearness number squared to account tor 
varying atmospheric clarity 

(3) IdH = C CN IDN/CN 2 = C IDN/CN. 

This modification of the ASHRAE model was based 
on the work of Kusada [8] and was experimentally 
checked by Hulstrum [9] for Boulder, Colorado 
conrli.ti.ons. 

For tilted collectors, the incident solar energy 
i.s 8 i.ven hy 

(4) 

where I = diffuse sky radiation and Ir 
diffused~round-reflected radiation. 

The diffuse sky radiation is computed directly 
from the product of the clear-day diffuse radia
tion incident on a horizontal surface ldH and 
the angle factor between the collector and the 
sky Fss 
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The diffuse ground-reflected radiation Ir is 
computed from the product of the total horizontal 

radiation ltH with the ground reflectance GR 
and the angle factor between the collector and 
the ground Fsg 

(6) I = I GR F 
r tH sg 

The default value for ground reflectance in SOL
COST is 0.2, although the user can input an array 
of monthly values for the ground reflec.tance, de
pending on the location and ground cover. 

Cloudy-Day Methodology - For cloudy conditions, 
SOLCOST assumes a totally cloudy day, i.e., no 
direct normal radiation is incident on the col
lector. The diffuse radiation on a horizontal 
surface is calculated from the following relation 
taken from the work of Kimura and Stephenson llUJ 

(7) I =I [CCF- K(l-CC/10)] 
dH,cl dH 

where 

ldH,cl = cloudy~day horizontal diffuse radia
tion, 
lnH = clear-day horizontal diffuse radiation 
from Eq (3), 
CCF = cloud cover factor, 
CC = cloud cover amount, 
K = variable, depending on solar altitude angle 
and C (ASHRAE diffuse sky factor). 

For totally cloudy conditions, CC is equal to 10, 
and Eq (7) reduces to 

(8) l l ~ IdH CCF. dH,c 

Kimura and Stephenson determined that the cloud 
cover factor CCF depended on the season and the 
amoun~ of GloYd ~ovQr CC. They ~o~relaterl their 
data with the expression 

(9) CCF = P + Q(CC) + R(CC 2) 

where the values of P, Q, and R are given 1n 
[ 10]. Since CC is assumed to be equal to 10, the 
values of CCF can be computed directly; in fact, 
the values of P, Q, and R have been interpolated 
monthly and input to the CCF array in SOLCOST. 

Once the value of ldH,cl is rletermi.ned from Eq 
(8), angle factors to the sky and ground are ap
plied to compute the diffuse energy incident on 
th~ tilted collector 

(10) 

THE~~L ANALYSIS METHODOLOGY 

The SOLCOST solar system evaluation method is 
based on an hour-by-hour simulation performed one 
day per month. Key assumptions made in the anal
ysis include: 

l) Collector efficiency is characterized by a 
straight line with intercept Fr'<a and slope 
Fr'UL; 



2) 

3) 

Unstratified liquid storage; 

Collector inlet temperature is equal to stor
age tank temperature (if a heat exchanger is 
present, the collector parameters must be de
rated with the technique described by F. de 
Winter [11)). 

The essence of the average-day approach consists 
of performing an hourly energy balance on the 
solar system with the collected solar energy term 
weighted with a simple factor that accounts for 
the long-term variability in the incident solar 
radiation. This weighting factor PP is a direct 
function of the long-term daily average horizon
tal insolation available at the site. It is com
puted from the relation 

( ll) 

where 

PP. 
1 

H - H 
h hd ,cloudy 

Hh,clear - Hhd,cloudy 

PPi = weighting factor for month i, 
Hh = daily average total huri~ontal insolation 
for month i (from SOLMET data in SOLCOST weather 
data bank), 
Hh clear = SOLCOST model-generated clear-day 
total horizontal insolation for month i, 
Hhd cloudy = SOLCOST model-generated cloudy-day 
tot~l horizontal insolation for month i. 

The terms Hh,clear and Hhd,cloudy are com
puted from integration of the clear-day and 
cloudy-day terms Iclear and !cloudy generated 
by the SOLCOST radiation model discussed above. 

Iterative Procedure for Starting Inlet Tempera
ture - An iterative process is used to determine 
the long-term average dawn storage temperature 
for each month of the year. Four steps are per
formed each hour in the one-day simulation, in
cluding: 

l) Step l - Collector efficiency given by 

(1 2) F 'ya - F 'UL (T. - T b)/I ~c r r 1n am 

where 

~ - collector efficiency, c . 
Tin - collector 1nlet temperature, 
Tamb - ambient temperature constructed with a 
cosine function of Tmin and Tmax, 
I- solar irradiance (Iclear or !cloudy), 
F • - intercept of collector efficiency curve 
(tnput), 
Fr'Ut- slope of collector efficiency curve 
(1nput). 

Collector efficiencies ~clear and ~cloudy are 
computed for clear-day and cloudy-day values of 
the solar irradiance Iclear and Icloudy using 
the same ambient temperature and inlet tempera
ture for each calculation; 

2) Step 2 - Useful collected solar energy 

(13) QU = lPP ~clear 1clear + (l-PP)~cloudy 
I l d )nt CA c ou y 
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where 

QU = useful solar energy from the collector, 
pp = weighting factor (defined ~bove), 
~ = collector efficiency, 
I = solar irradiance, 
CA = collector aperture area, 
~t =transport efficiency (i.e., for piping 
losses from collector to storage); 

3) 

4) 

( 14) 

Step 3 - Load determination, a user input (on 
a daily basis) that is then removed from the 
thermal system on an hourly basis as a func
tion of ambient temperature or by a user
specified load distribution profile; 

Step 4 - Storage tank temperature that is as
sumed to be the same as the collector inlet 
temperature in SOLCOST. The new storage tank 
temperature is calculated by summing the en
ergy added to storage (Step 2) and the energy 
removed from storage (Step 3) and dividing by 
the storage capacity and adding this to the 
old storage tank temperature as 

TS TSold + (QU - QLOSS -LOAD)/ ne\V 

(GF*CA*8. 337) 

where 

TSnew = new storage tank temperature, 
TSold = old storage tank temperature, 
QU = useful energy collected, 
QLOSS = storage losses, 
LOAD = system load, 
GF = gallons of storage per square foot of col
lector, 
CA = collector area. 

The storage tank temperature has user-imposed up
per and lower limits. This means that the stor
age temperature cannot rise above a specified 
value (default is 2000F) and cannot drop below 
another specified value (default is l00°F). 

These four steps are repeated every hour from 
sunrise until sunset. At sunset the remainder of 
the load is removed and the final storage temper
ature is computed (subject to the minimum storage 
temperature constraint). At this point a final 
storage tank temperature that is the storage tank 
temperature after the load was removed is avail
able. This final storage tank temperature is 
then compared with the storage tank temperature 
used to start the hour-by-hour calculation. If 
they differ by more than some tolerance (default 
is lOF), a new starting storage tank tempera
ture is calculated and the hour-by-hour simula
tion is repeated. The new starting storage tank 
temperature is based on the calculated ~inal 
storage tank temperature, the old start1ng stor
age tank temperature, the useful energy collect
ed, and the load. When the temperature conver
gence criteria are satisfied, montl?ly values. for 
the energy terms are computed by s1mply mult1: 
plying the daily terms by the number of days 1n 
the month. 'J.'his process is rep.,ated for each 
month of the year. 



Tables 2 and 3 show the resulting energy balance 
summary and the storage temperatures Lhat at·e 
output from the SOLCOST thermal analysis for a 
given collector area. The number of iterations 
required to reach convergence is shown in the 
last column in Table 3. Typically only three to 
five iterations are necessary, resulting 1n a 
negligible impact on total run time. 

temperature, m1x1ng valve set temperature, and 
the gallons of hot water delivered per day. 
Three test sites provided data for these valida
tion comparisons, including: 
1) NBS Solar Domestic Hot Water Test Facility in 

Gaithersburg, MD. Six domestic hot water 
systems are being tested [12] under well
instrumented operating conditions; 

TABLE 2 SOLCOST ENERGY BALANCE SUMMARY 

Energy Balance by Month for 300.0-ft 2 Collector 

Fraction Average Useful Solar Total Useful Solar Auxiliary Energy, Conventional System 
Month by Solar per Day, Btu/Day-ft2 Energy, MBtu/mo MBtu/mo Energy, MBtu/mo 

1 0.464 717.2 6.67 
2 0.542 783.1 6.58 
3 0.608 786.7 7.32 
4 0.800 736.7 6.63 
5 1.000 595.7 5.48 
6 1.000 405.2 3.55 
7 0.995 298.5 2.78 
8 1.000 343.1 2.79 
9 1.000 475.7 3.98 

10 1.000 428.8 7.14 
11 0.600 725.8 6.53 
12 0.465 674.4 6.27 

Annual 0.678 65.71 
""-

NOTE: Conversion energy and solar auxiliary energy --- insulation and/or combustion loss). 

TABLE 3 SOLCOST STORAGE TEMPERATURE SUMHARY 

Month 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Temperature and Energy Information 
for 300-ft 2 Collector Area 

Storage Temperatura 
Storage 

Dat~n, °F 
Maximum, frverage, Losses, 
oF F Btu/day 

100.0 129.0 114.0 7639.0 
100.0 135.0 116.0 8090.0 
100.0 136.0 117.0 8202.0 
100.0 141.0 120.0 8789.0 
125.0 155.0 138.0 12502.0 
166.0 188.0 175.0 20148.0 
185.0 200.0 191.0 23541.0 
185.0 200.0 191.0 23669.0 
176.0 200.0 186.0 22540.0 
127.0 lll.U 14/.U 142')6.0 
100.0 137.0 117.0 8340.0 
100.0 128.0 113.0 7595.0 

VALIDATION RESULTS 

Number 
of 
Itera-
tions 

2 
2 
2 
2 
3 
4 
3 
6 
3 
4 
2 
2 

Methodology and Data Sources - The validation re
sults presented are based on direct comparisons 
of SOLCOST predictions with measured thermal per
formance data. Inputs to the program included 
measured ambient temperatures, insolation, col
lector Fr'ra and Fr'UL values, auxiliary water 
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7.71 14.38 
5.55 12.13 
4. 72 12.03 
1.66 8.29 
0.00 5.48 
0.00 3.55 
0.01 2.79 
0.00 2.79 
0.00 3.98 
0.00 7.14 
4.35 10.88 
7.21 13.48 

31.21 96.92 

are gross values (i.e.' they include tank 

2) Hogate;s Restuarant in Washington, DC. This 
is a national solar data program site that 
employs a 6200-square-foot collector to pro
vide hot water to a restuarant [13]; 

3) Aratex Industrial Laundry in Fresno, Califor
nia. This national solar data program site 
employs a 6500-square-foot collector to pre
heat hot water for a large industrial laundry. 

Results - Liu and Fanney of Lhe N"Li.oual Buuo<~u 
of Standards have repor.t.erl t.heir c.omparisons be
tween SOLCOST and the NBS experiments in [14] for 
the months of July 1978 through June 1979. The 
oyutomo l"OI'IH"ted \IQ.rQ (l) <:~ dout>lo•t:lnlr. <;l"ir'l!o::t 
(i.e., no heat exchanger between storage and the 
collectors) and a double-tank indirect system 
that used a wraparound external heat exchanger. 
Comparisons nf SOI.COST annual performance predic
tions with the measured NBS data are tabulated. 

SOLCOST Measured 
Solar Fraction Solar Fraction 

-

Two-Tank Direct 0.47 0.51 
Two-Tank Indirect 0.47 0.47 

Figure 1 shows the monthly comparison of predict
ed versus measured solar fractions for the NBS 
data sets. The agreement between the two is ex
cellent. 
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NBS Hot Wate.r Systems 

Figure 2 shows the monthly comparisons for the 
Hogate and Aratex systems. The annual measured 
solar fraction for Aratex was 0.16 and the SOL
COST prediction was 0.18. Data for the Hogate 
system were insufficient to compute the annual. 
fraction. 
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Again the agreement between measured and predict-
ed values is very good. Considering the fact · 
that SOLCOST 'is a design tool, the accuracy of 
its predictions are more than ade~uate for its 
intended purpose. 

SOLCOST VERSION 3.0 FEATURES 

Version 3.0 of SOLCOST will be available in Feb
ruary 1980 with the following improvements: 

1) New software for total optimization of build
ing thermal systems, including windows, in
sulation, doors, and the active solar system 
(the optimization is based on the m1n1m1za
tion of discounted costs over the life of the 
building system); 

2) Automa~ic adjustment of the ~ollector para
meters for inclusion of heat exchangers, 
varying flow rates, different collectors in 
seri~s or parallel, etc; 

3) Revised clearness numbers in the solar radia
tion model that align SOLCOST clear-day 
hourly predictions with the SOLMET clear-day 
values. 

Version 3.0 also contains s1z1ng algorithms for 
typical components in a solar system, including 
pipes, ducts, manifolds, pumps, fans, and heat 
exchangers. If the user chooses, the cost of 
these.components can be automatically accounted 
for in the SOLCOST economic analysis as a func
tion of collector area. This improves the accur
acy of the preliminary design analysis because 
the costs for these 'components vary as a function 
of system size. For small collector areas this 
can be a significant consideration. 

SOLCOST can also determine the proper size for 
three types of heat exchangers, including (1) 
liquid-to-liquid counterflow, (2) air-to-liquid 
crossflow, and (3) liquid-to-air crossflow. 
These heat exchangers may be located in either 
the collector loop or the load distribution 
loop. After determining the heat exchanger rat
ing, SOLCOST can. automatically derate the collec
tor intercept and slope parameters to account for 
the heat exchange c e f feet • 
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ABSTRACT 

A Simplified Solar Heating System Estimator 
based on specific collector characteristics and 
system design can be derived for residential 
space heating applications. Within the lower 
48 United States six "solar regions" are defined. 
Wi.thin each region, the solar energy available 
over the heating season is relatively consistent. 
Furthermore, regionally, there is a correlation 
between latitude and design load of a building 
and the expected annual space heatin·g load. 
Described herein is the technique to derive 
regional algorithms for the space heating load 
and to generate annual collector performance 
curves. The assuutptions and limitations inherent 
in this simplified approach are also set forth. 

INTRODUCTION 

The marketing of solar space heating systems 
for residential applications continues to lag, 
in spite of the bleak future of fossil fuels. 
The practicability of solar heating systems has 
been amply demonstrated at many levels. Yet 
there appears to be a gap in the communication 
of system performance to the individual homeowner 
who, in the end, must make the decision to 
purchase or not to purchase solar hardware. 

Herein is described a technique that can lead 
to a valuable de.;dgn and marketing tool for 
solar collector distributors, HVAC design 
engineers, architects and building contractors, 
and indeed for the homeowner himself. 

The tool itself consists of seven figures--a 
map delineating six solar regions of the 
com:inental UulteJ States and six regional 
performance graphs--from which performance of a 
given system design can be estimated for any 
residential application in the United States. 
Once the tool has been created for a particular 
system, any user can estimate the performance 
of a solar heating system knowing just three 
parameters: 

• The geographic location of the system. 

• The design load of the space heAr.1ng 
system. 
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•· The number of collectors in the system. 

The technique for deriving the regional perfor
mance curves has been demonstrated successfully 
with an analysis of performance for one system 
design. The derivation is de~c.:dhed in the 
following sections, with attention also given 
to the limitations inherent in this technique. 

THE SOLAR REGION CONCEPT 

During the heating season there are wide varia
tions in the level of solar radiation-across 
the United States. North-south variations are, 
of course, inherent in t·he earth's tilt relative 
to the sun and they can be minimized by tilting 
the flat plate collector at the appropriate 
angle. East-west variations, however, are 
climate-related and suggest at least four solar 
regions in the northern latitudes. In the 
southern latitudes these east-west variations 
also exist, but they are not so pronounced. 
Therefore, six solar regions are defined, 
within which there is good consistency as to 
seasonal radiation levels. These are shown in 
Figure 1. 

ESTIMATION OF ANNUAL SPACE HEATING LOADS 

The derivation of the regional performance 
charts continues with ·an analysis of annual 
space heating loads relative to design heating 
loads at 25 locations throughout the United 
States. This analysis reveals that within each 
of the solar regions the number of annual 
degree-days for a specific location can be 
estimated directly from the heating design day 
temperature. In Regionc 1, 3, and 5 across the 
northern tier of the United States, the relation
ship can be approximated by a linear equation in 
which the design day indoor-outdoor temperature 
difference, 6T, is the independent variable: 

Annual Degree Days = K • 6T (1) 

Tit.;, value of I< varies from region to regi.on, nf 
course. 



In Regions 2, 4, and 6 the algorithm includes 
latitude, ~. as the second independent variable. 
Within each of the three regions the following 
relationship is defined: 

Annual Uegree Days = (K
1 

• ~ + K
2

)6T (2) 

The values of K
1 

and K
2 

are derived from a 
regression analysis of a number of cities for 
each region. The heart of this performance 
estimating tool is the pair of equations (1) and 
(2). With the appropriate K values for each 
region it is possible to estimate the annual 
space heating load of a residential building 
directly from its design heating load. Note 
that the values of K are independent of the 
temperature scale, Celsius or Fahrenheit. 

ESTIMATION OF GOLAn GVO~TJH rERPORHANCE 

In recent years the University of Wisconsin has 
developed the £-Chart method for computing solar 
system performance. It is well known Rnn winPly 
accepted in the solar energy field. Furthermore, 
there is ample documentation available as to its 
derivation and dependability in the design of 
solar heating systems [1,2]. Using this method, 
an analysis of system performance has been 
completed for a typical hydronic solar collector 
heating system in each of the six solar regions. 
The cities for which performance was estimated-
New York, Atlanta, Omaha, Phoenix, Seattle, and 
Denver--were selected as representative of their 
regions in an earlier study [3]. 

For the £-Chart evaluations, the effective heat 
transmission coefficients, UA, are calculated 
from the design loads and design temperatures in 
the six locations: 

UA = Desi_s._~l __ Luac:l 
Design 6T (3) 

The solar collector modeled is a standard 1.67 
square meter (18 square foot) high-performance 
single-glazed collector; the system is the 
hydronic liquid-based space and water he>.Rti.ng 
system modeled in f-Chart. Design heating loads 
and number of collectors in the system are 
varied in the analyses to derive a solar system 
performance table for the representAtive city in 
each region. Figures 2 through 7 present graphi
cally the results of these analyses. Each figure 
includes the regional algorithm for estimating 
annual space heating load as a function of 
design space heating load. The domestic hot 
water load of all analyses remains at 227 liters 
(60 gallons) per day at 60°C (140°F). 

RELIABILITY AND LIMITATIONS 

Cited previously are the levels of approximation 
that are involved in generating the regional 
performance estimation curves. Inasmuch as all 
regions include a diversity of weather profiles, 
the presence of error margins is not unexpected. 
To quantify these margins, three £-Chart analyses 
of system performance have been completed for 
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each of 36 locations: a mean error relative to 
the £-Chart estimates has been comp1.1t<"d for each 
location. In most cases the curves generate 
performance estimates about as accurate as the 
£-Chart method itself. In 28 locations, the 
mean error is less than 10 percent. In seven 
locations the mean error is between 10 percent 
and 20 percent. In just one of the 36 locations 
analyzed does the mean error between the £-Chart 
analyses and the performance curve estimates 
exceed 20 percent-.-namely, in Duluth, Minnesota. 

CONCLUSIONS 

This· technique of deriving regional performance 
curves for a specific residential solar heating 
system design can best be applied by collector 
manufacturers since the collector parameters are 
R kPy i npn1' tr:> t.h@ :malygog from 11hich t.he 
curves arc generated. Once the regional petfut~ 
mance curves have been derived, they become a 
simple, yet dependable, marketing and design 
tool to size a system and to evaluate its 
feu:;lbility. When initial costs aud fuel 
prices are factored in, the set of curves can 
also be used to evaluate cost-effectiveness of 
the system. The simplicity of the inputs-
building location ami design heating load-
assures the participation of all interested 
parties: the HVAC salesman, the building contrac
tor, and the homeowner himself. 
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Figure 1. Six Solar Regions 
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On Extracting Useful Building Performance 
Characteristics without Simulation* 

A. v. Sebald 
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and 
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ABSTRACT 

Although simulation is a useful tool, it does not 
permit extraction of all the information embodied 
in a thermodynamic model. This paper discusses <ul 
alternative but complementary approach in which the 
model normally created for simulation is processed 
using Fourier Transforms to extract structural 
information which can be obtained without simula
tion. More importantly, such information is not 
produced by simulations. Simple existing computer 
algorithms can be used to accomplish the necessary 
processing even for large models (>40 nodes). The 
resulting structural information is useful both to 
determine whether building performance is satisfac
tory and to indicate solution paths when it is not. 

INTRODUCTION 

Simulation has proved to be a valuable tool in the 
analysis of building thermodynamics in gene~al rd 
passive sola;r energy systems· in particular.L 1-5 A 
variety of different schemes have been used to 
determine periodic (usually hourly) building 
responses .to internal and external driving func
tions. In ali cases, however, simulation amounts 
to an hourly solution of a series of equations 
representing a model of the thermal system. The 
trajectories of temperatures derived from this 
series of solutions provides much useful informa
tion. However, all information about building 
l'ooponoc io oontained in the· mode1 and sim\lllltio11 
is only one way to extract such information. 
Indeed, much information contained in the model is 
not extracted at all when simulation is used 
exclusively. It is the purpose of this paper to 
discuss a different approach meant to complement 
existing techniques in that respect. The principle 
idea is that the model contains all available, 
relevant knowledge about . the building and the 
analyst's task is to extract as much insight from 
that model as possible. Since ~hjrmal network (TN) 
models provide the most exactl6 one dimensional 
dynamic heat transfer description in common use, it 
is appropriate to use them as a paradigm for dis
cussion. All thermodynamic computer models known 
to the author are ultimately based on that descrip
tion. 

*This work was supported in part by the Solar Heat
ing and Cooling R&D Branch of the Office of Conser
vation and Solar Applications of the U.S. Dept. of 
Energy .·ilnder contract DE-AC04-79AL 10891. 
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. T~e frequenc?' domain has been used for analyz- . 
1ng s1mple pass1ve solar buildings [10]. This 
paper discusses a much more comprehensive approach. 

THERMAL NETWORK MODELS 

·Thermal Network (TN) models are analyzed in detail 
in Ref. [7). A summary of those results provide a 
good starting point for the current discussion. In 
particular, the one dimensional heat transfer 
through any useable building medium can be modeled 
by a series of contiguous slabs each of which is 
mathematically represented by a thermal capacitance 
and a thermal conductance to each of its two boun
daries.* As such, the differential equation govern
ing heat tr·ansfer is given by 

2 

c X = L [ (X - T i) ui + ai si J ( 1 ) 
i=1 

where 

x temperature at the center of the slab 

C thermal capacitance of the slab 

Ti temperature of the ith boundary 

ui = thermal conductance from the i th boundary to 
the center of the slab 

si heat flux incident on the ith boundary 

a. a suitable coefficient 
1 

x and Ti are temperatures at their respective'loca
tions called NODES. 

Some materials (e.g. air spaces) are appropriately 
modeled without capacitance. An entire building 
can therefore be modelled by a combination of indi
vidual models of the form (1 ). This representation 
is very general in that it includes non-linear, 
time varying conductances. Complex models of this 
nature are most appropriately expressed using 
matrices in which two kinds of equations are of . . 

This approximation is valid provided the slab is 
thin enough. See Ref. [6). 



interest. First, knowledge of the current tempera
ture of all massive nodes (i.e. those with capaci
tance) is crucial since future values of all tem
peratures in the building depend only on current 
massive node temperatures and future driving func
tions. Second, sometimes massless node tempera
tures are of interest for control computations or 
displaying simulation results. Using a procedure 
detailed in Ref. [7], one writes an equation like 
( 1 ) for each node in the model. Proper use of 
matrix algebra will eliminate uninteresting mass
less nodes and yield the set of matrix equations: 

where 

X = Ax + Be ( 2a) 

(2) 

y C x + De (2b) 

X is the vector of massive node temperatures 

Y is the vector of interesting massless node 
temperatures 

e is the vector of exogenous variables (Sun, 
outside temperature, furnace, internal gains, 
etc.) 

A, B, C, D are potentially time varying 
matrices determined by the building confi&ura
tion using the simple algorithm of Ref.[7J. 

Equations (2) can then be used in simulations 
(See ['/]). Indeed, they are crucial to any general 
simulation algorithm for systems with a large 
number of nodes. Some additional straightforward 
manipulation of the matrices A, B, C, D of ( 2) 
yields the system time constants relating any ele
ment of the input vector e to any element of the 
temperature vector X or Y • These time con
stants accurately determine simulation stability 
limits (see Ref. [ 7]) • When coupled with a fre
quency description of the inputs, e , the time 
constants give information on amplitude, phase and 
frequency composition of important building vari
ables X and t (e.g. room a~r temperature). In 
fact, it may be possible to use such information 
either in lieu of simulation or to properly reduce 
the size or duration of a simulation. 

In order to elucidate the method, the case of 
constant A, B, C, D will be considered exclusively 
in the sequel. Variations on these techniques also 
provide a great deal of information even in the 
time varying case. The above facts are most easily 
understood by analyzing a generic system like (2): 

Let X = AX + Be ; X(O) = x0 . (3) 

Hence ( Eq. ( 14) of f 7]) : 

x(t) = EAt x
0 

+ 1t EA(t-T) Be(•) d< . (4) 
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Rule_!_: The eigenvalUP.R ).i of A define the sys
tern response to both 
For simplicity, the 
analyzed. The came 
Y in (2). 

initial conditions and inputs. 
response of X in (2) is 

techniques permit analysis of 

Initial Conditions: (~ = Q) 

When e = 0, the jth element of X(t) can be 
expressed as 

t (5) 
i=1 

where n is th!l number of elements of X and f. 
~ 

are weighting (possibly tim~ varying) ooeffioiento 
de~endent on both A and its eigenvalues (See 
[8j). There are three cases: 

( i) r~nl ;~. 1 ArP th.. r~r:i.pro:>.;-:;>.l!l of t.i.m<;> oon 

slants defining rates of exponential decay. 

(ii)·imaginary ).i are natural frequencies of 
sinusoidal oscillations. 

(iii)complex ).i describe the decay time constant 

and frequency of an exponentially damped 

sinusoid (Eat sin wt). 

Therefore, \ and fi totally describe the speed 
and form of the system's response to an lni Lial 
condition (e.g. some parts of the building are 
coldet· th~>.n uLhets aL Llno~ lul Ll!!l time). 

Taking the Fourier transforms of both sides of 
('5). one obtains 

jwX(jw) = AX(jw) + Be(jw) (6) 

or 

(7) 

The matrix (jwi = A)-1 is therefore a complex 
coefficient determining the effect in the frequency 

dum!!ln uf e un X • Sloee (JWI - A)- 1 is eum
plex, each element has a magnitude and a phase. 
'i'his provides a technique for estimating building 
response to weather and control variables of vari
ous frequency compositions. In fact. for a single 
Xi and a single ek 



which is a complex number v1hose magnitude describes 
the magnitude of Xi(jw)/ek(jw) at frequency w • 

In general, Gik ( jw) can be expressed as a ratio 

of polynomials: 

n-1 

L: Sm(jw)m 

Gik(jw) 
m=O (8) 

n 

L: am(jw)m 

m=O 

The roots of the denominator are the system eigen
values.· These are constant over all i and k • 
The.roots of the numerator combined with the eigen
values provide a great deal of structural informa
tion· about the system. First, one factors the 
numerator and denominator, 

n-1 n (jw + zm) 

Gik(jw) 
m=O 

11 
(9) 

n (jw + Am) 
m=O 

where IT denotes the product over the speci-
* fied limits. The magnitude of Gik ( jw) can then 

be expressed as the sum of the effects of each z 

and Am as follows. r 7 J There are three cases: m 

Real 

A • m· 

A and m z : m 

I jw~A I db= I Am I d-~ + 11 +(j:)~ I db ~ 
m m 

z : m. 

ljw+z I =lz I +11+(j~)/z I ~ 
m db m db m db 

* 

lAm~~: for 

W~A 
m 

decays at 
20 db per 
decade 
r.hange in "' 
for w >A 

W~A .. - m 

decays 
20 du 
decade 

m 

( 10a) 

for 

at 
pE<r 

change in w 
for w > z m 

( 1 Ob) 

Gik(jw) expre:;seu in decibel!! (db) = 
20 J.oe 10 1xi (jw)/ek(j,.,)l. 
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The 
maximum 

equal to 

-. 

error due to the above approxir.~ations is 
at w = Am or w = z with magnitude 
3db ( ie. . 707). See [ 8 f. 

Imaginary A and z : 
m -- m 

~~AJdb {lAm ~d-~ .at w=·1 

decays at 20db per decade change in 
w for w;l1 

jw z I 
m db 

( 10c) 

{ 

\zmldb aL w= 1 

grows at 20db per decade change in w 
for w;l1 

( 10d) 

These correspond to damped resonances (See 
discussion following (5)) and result in quadratic 
factors in either the numerator or the denominator 
of the fu:em 

( ) 2 , ( ) w2 __ !!. ) jW +2oWmjW+m Q(jw 

where wn is the resulting undamped resonant fre
quency and 6 is a damping term. 

A : 
m 

IQ(~w)ldb ~{\w;l:~ forw~wm 
decays at 40db per decade change in 
w fur w / w 

m 

z : 
m 

II Q(jw) I 
db 

( 1 Oe) 

~ { gl rwo~wsl dbatfor w ~ w m 

40db per decade change in w 
for w > w 

n 

(10f) 

The error in the last approximations depends 
on 6 and tables are easily used [8, pg. 187]. Most 
buildings should have 6::: 1 for which the maximum 
error is about 6db. 



USE OF THE ABOVE RELATIONS 

Suppose that ek (.;w) is viewed as 

~ a
5 

cos(w
8

t + ~ 0 ) • 

s-0 

( 11 ) 

This expression can be obtained by a Fourier 
transform or a regression in which am , w and ~m 

are determined. All time functions uk ( t) which 

are physically realizable in buildings can be 
expressed as a sum of sinusoids. Our ultimate goal 
is determination of the effects of these sinusoids 
uH Llu" uuLputs Xi (jw) and Yi (jw). Gik(jw) con-

tains that information. Tf (R)-(1n) Are ""'"t;l t<:> 
approximate the magnitude of Gik(;j,.,) , the entire 

goal is easy to achieve knowing only zm , Am and 

w
8 

for all m and s . 

From (9), the attenuation at a given w
2 

is 

equal to the sum of the attenuations of each Am 
and z at w as given by (10). Similar results m s 
are available for the phase change induced by the 
system. In particular, since Gik ( jw) is a com-

plex number, it has a magnitude as described above 
and a phase. Each sinusoid as it passes through 
the system, (3) will have its phase ~s changed by 

the phase of Gi/jw) at w = ws. Simple rules 
analogous to (10) apply. More importantly, these 
rules require only knowledge of zm and Am of 

( 9). 

Finally, if one is in teres ted in a massless 
node as output (e.g. room air temperature) the 
linear representation of '(2b) guarantees that the 
logic of Eqns. ('J)-(11) carries through and such 
cases ca'I't be easily handled. 

CUfil.PU'l'A'l'lONAL VONSIDERATIONS 

The variableo zm and Am of ( 9) are 

eeonomically obtained directly from the matrices A, 
B and e by use of existing computer algorithms. 
Simple regression routines generate least squares 
Mtiiiiates 6±' d , w and ~ in ( 11 ) • These rou-

s s s 
tines assume that a given sequence of hourly values 
for an input variable ek can be expressed as 

t ( 12) 

s=O 

where r( t) is a noise (random) term denoting the 
unaccounted el'l:'or in the approximation. Real data 
is inserted for ek(t) and the best values of as' 

w and ~ are chosen to minimize the variance of 

r(t). Se~ Ref. [9] for details. 

CONCLUS10NS 

1. Therm.:Il nchrork (TN) model::; contain more 
information than can be extracted by simula
tions alone. 

2. Straightforward proce::;::;ing of TN models using 
Fourier transforms permits extraction of sys
tem time constants and response to exogenous 
variables in order to both determine 1-rhether a 
building is performing satisfactorily and 
indicate solution paths if it is not. 

3. Useful information can be obtained even if the 
TN model changes with time. 

4. The structural information discus1?~g in thiR 
paper i"' obtained directly from the same model 
which would be used fo!' ::;imulation. Once he 
has constructed a TN model, the analyst is 
therefore free to pursue either. 'litn'.llation 01· 

~tructural nnnlyoi2 or both ~ withuuL utarting 
over. The same model is used by both methods. 

REFERENCES 

[ 1 ] 

[2] 

[3] 

[5] 

r6J 

[7] 

[o] 

[9] 

J. D. Balcomb and B. Anderson, Passive Solar 
Design Handbook, U.s. Department of Energy, 
Solar Heating and Cooling R&D Branch, Office 
of the Assistant Secretary for Conservation 
and Solar Energy (1979). 

A. V. Sebald, J, R.- Clinton and 
F. Langenbacher, "Performance Effects of 
Trombe Wall Con tL"ol Strategies," !:3olar F.nergy 
(in press), -- ---

Building Loads Analysis and System Thermo
dynamics (BLAST) Program User's Manual, U.S. 
Army Construction Engineering Research Labora
Lol'y Technical Report CERL-TR-E-153 (June 
1979). 

DOEl User's Guide, Energy and Environment 
Division, Lawrence Berk~1E;y T,Abnra tnrJr, Roport 
LBL-8569, Berkeley, CA. 

A· V · Sebald, Ed., "Special Issue on S.i mula
tion in Solar Energy Systems," Energy: The 
International Journal, Vol. 4, No:--;r-(August 
1979). - - ' 

J. P. Holman, l:l€l~.~. !'.r_I:!E.~ .. £~!:0 McGraw-Hill, NPw 
York ( i 976) •. 

A. V. Sebald, "Efficient Simulation of Large, 
Controlled Passive Solar Energy Systems: For
ward Differencing in Therma.1 NPtwork:;; '" ucsp 
Energy Center Report, University of Califor
nia, San Diego, La Jolla, CA 92093 (November 
1979). 

R .. C. Dorf, Mode~~ Control System!>, Addison 
Wesley, Reading, Mass. (1967). 
T. Takenawa, "Studies in System Identifica
tion, r:stimation and Forecasting," Ph.D. 
Thesis, Department of Applied Mechanics and 
Engineering Sciences, University of Califor
nia, San Diego, La Jolla, CA 92093 (1979). 

[ 10 J J, M. Alcone and W. J. Kennish, "Regionalized 
Design Guidelines for SHAC Systems," Proceed
ings of 3rd National Passive Solar Conference, 
pp:-302-308 (1978). 

310 



COMPARISON OF BUILDING THERMAL ANALYSIS METHODS 

ABSTRACT 

Keith Harrington 
Arga Associates 
1056 Chapel St. 
New Haven, Conn 06510 

A guide to passive solar load models 
is developed based on the literature. 
Eight basic algorithms are identified. 
Each is characterized by four criteria 
w~th the user of the algorithm in mind. 
The criteria consist of the models 
base assumptions, computational costs, 
types of input and relevance of output 
to the stages of architectural design. 
Some concluding notes are made on the 
nature of test cells. 

The models include Bi-Nodal R-C, Eight 
Nodal R-C, Mini-Nodal R-C, Full-Nodal 
R-C, Heat Balance - Dynamic Matrix, Heat 
Balance - Hybrid, Heat Balance - Fixed 
Matrix, and Weighting Factors. At least 
one example of each is given in the 
concluding table. 

INTRODUCTION 

The basic requirement of a good simulat 
is the delivery of the most utilizable 
information at the least cost. This paper 
will look at some of the passive solar 
algorithms in use, to identify both their 
appropriateness to various stages of the 
design process and their inherent costs 
to the user in time and computer resources. 
The models will be considered in light of 
the following criteria: 

1) completeness or potential 
for completeness of model 

2) magnitude of calculations 
and their rate of growth 

3) clarity and volume of the 
input requirements 

4) relation of invested time 
tn usable output; 
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R. T •. Lydon 
Arga Associates 
1056 Chapel St. 
New Haven, Conn. 06510 

Eight examples were chosen because they 
either represent a basic computational 
approach or they are a significant step 
in the scale of that approach to the 
problem. In all cases, what are being 
explored are the algorithms and their 
potentials and not a given program. The 
names are listed only as an example of 
a generic type. 

The last page is a reference table listing 
each model and its comparitive attributes 
in a graphic form. It is hoped that this 
will ~ive an overview of the discussions 
of these approaches. 
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BI-NODAL R-C NETWORK 

This is a solution implemented on a calc
ulator, thus having severe size and time 
limitations, but it is indeed a simulation 
and could be of use to the designer in the 
early stages of concept formation to check 
feasiblity of some of the more direct 
solar approaches. It does illustrate the 
tendency of these smaller programs to 
view the passive system as a special case 
component to be used to adjust envelope 
heatless calculations. These calculations 
need to be done by hand before running the 
program, or a rule-of-thumb figure must be 
used in order to arrive at an envelope 
heatless coefficient. All heat transfers 
are reduced to one coefficient that links 
storage to room air. 

EIGHT-NODAL R-C NETWORK 

This is another calculator solution which 
like the model above steps through one day 
at a time in one hour increments, but this 
one pushes the limits as far as time and 
space on these machines. Again it is not 
meant to give a yearly energy budget, but 
rather explore the heat dynamics of a 
space on a user chosen design day. The 
assignment of its available nodes is 
fairly open ended but they could be used 
to explore a primary and secondary con
ductive path as well as a glazing path. 
The method entails a matrix inversion 
technique which allows for a simul
taneous determination of all the nodal 
states. Here also the user must arrive 
at an overall skin U*A fig~re and such 
things as east and west solar heating 
of the skin wOUld be ditticult to model 
without allocating precious nodes to each 
side. Thus a great deal of the burden of 
appropriateness of the model falls on the 
user and his ability to pre-understand the 
dynamics of his problem. If it is straight 
forward then this could be a handy sizini 
tool. When the designer wants to know how 
how much mass will be ~eeded, and is not 
yet concerned with it's relationship to 
the rest of the building's systems, this 
would be of considerable help. 

MINI-NODAL R-C NETWORK 

This is the beginning of the year-long 
simulation programs and is implemented on 
a full sized mini-computer. One advantage 
of the year-long run is that the design 
day CQ~ditions are found, these being 
the result of a sequence of days rather 
than an extreme of any one condition. 
The mini-computer does imply a loss of 
hardware accessiblity, but if used through 
a service improves the consistancy of the 
assumptions and results. 
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This level of the R-C network model still 
requires the user's identification of the 
major heat pathways as well as the proper 
selection of resistances. With the larger 
number of nodes available one is assured 
of picking up the major dynamics. Also, 
many of the previously lumped resistances 
can be broken out into values with direct 
physical values. Typically, though, the shell 
will be treated as a single load resist
ance. The reason for this is that with 
these finite difference models all nodes 
are included in one matrix. For example 
a Trombe wall which only includes three 
conduction paths has a total of 13 nodes. 
Assuming a straight simultaneous solution 
of the matrix each step wnula incur 
((nodes)**3)/2 multiplications. If we 
adjust this to a standard problem format, 
that of a simple six surface room, and 
assume 2 iterations per hour, we arrive 
at a computational cost of SN+(2N)**3, 
where N is the number of surfaces, in 
this case "6", or 1758 multiplications per 
hour. It can be seen that this is a two-zone 
model. It will be noted that it is still 
a multiple of five larger than the two 
zoned heat balance methods. One way 
to reduce computation is to hold the 
heat transfer coefficients constant 
and then invert the matrix. For the 
above example this yields SN+2*(2N)**2 
or 318 multiplications per hour, a 
considerable savings. 

From the designer's point of view this 
·technique is able to explore any of the 
p~ocesses in the huildine, but there is an 
obvious cost incentive to break the total 
system ~nto specific sub-components. Also, 
once again the model structure itself does 
not enforce a level of completeness. This 
is left to the user familiar with electric 
networks and their sensitivities, thus, 
the recommendation of its value as a 
service on a consultation bnsis. This ran 
also foster an educational process through 
discussion of choices and results with a 
client. 

FULL-NODAL R-C NETWORK 

This is the largest and most complete 
system model of the R-C networks and in 
principle would have many informational 
advantages. Such things as radiational 
exchange, convective transfers, as well 
as the conductive properties of all the 
major surfaces in a multi-zonal system 
could be explored. This would mean all sur
face temperatures and geometry based heat 
exchanges could be found. Thus a space 
could be dimensioned and real information 
gained about the layout and deployment 
of mass and collectors in the system. 



To a designer with for example a space 
with a south solar aperture, an east-west 
facing mass storage partition wall and 
with partial earth-sheltering of the north 
wall, this level of detail may be needed 
simply to generate meaningful feedback 
about such a system. 

With this level of specificity about the 
system one can input resistance values 
that are physical measures and completely 
describe the network. This provides a 
level of protection against improper 
assumptions in the input sessions. It 
also entails a higher cost in input 
preparation and probleQ definition. It is 
a tool for refining, definitely not gross 
designing decisions. 

This is the outward bound of explicit 
definition of the problem, and as with the 
previous finite difference solutions, 
suffers from computational growth. With 
the matrix inversion multiply solution 
mentioned above, looking at six surfaces 
in each of two zones with one massive 
surface in each, all other pathways having 
two nodes each, we have 10N+2*(6N)**2 
where N=6, giving 2,652 multiplications 
per simulated hour. If the coefficients 
were recalculated each step the formula 
would be 10N+(6N)**3 or for the standard 
problem 46,716 multiplications per hour! 
This assumes a node on each surface of 
each of 12 walls and two massive walls. 

HEAT BALANCE - DYNAMIC MATRIX 

We find a fundamentally different approach 
being taken here to accomplish the same 
degree of completeness as in the previous 
model. In this case a system of heat 
balance equations are created for the 
interior surfaces of each of the zones. 
Conduction transfer functions are set up 
using a response factor analysis method to 
model conductive heat transfer. These have 
the ability to model time-dependent heat 
transfers in both directions separately, 
based on a surface temperature time series. 
The outside heat flux is arrived at using 
the history up to the last hour (charge 
state) and then the updated outside hist
ory is used for the solution of the inside 
heat flux (diocharge state), This has two 
advantages. First, heat capacitance and 
conduction in a massive wall can be 
accounted for with a single entry in the 
system matrix. Secondly, the splitting of 
directions and the updating of a wall's 
outside temperature using the last hour's 
value allows one to use a pseudo-outsi9e 
~emperature for interzonal conduction to 
the interior zone. This means that each 
zone can be treated as a separate matrix 
which help~ Lu "charge" its neighbors. A 
cost figure including the time series then 
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would be 5N+20N+(N**3)/2 , additional zones 
being linear multiples. This means our 
siandard problem of two zones of six walls 
each would take 516 multiplications per 
with a one hour time step. It should be 
simulated hour. It should be noted that 
these transfer functions also allow a more 
reasonable modeling of a multi-layered 
wall. 

As seen by the user, this model, as with 
the previous one, gives fairly detailed 
information about the workings of the 
relationships in the system. The key here 
is geometry, for if the design is not yet 
to that level, costs are incurred for 
feed-back on a set of specifics not yet 
indicated. The input, because the system 
is not a metaphor in a language foreign 
to the designer, is a set of familiar 
ar~hitectural definitions. All heat 
transfer coefficients can be dynamically 
recalculated each hour internally, saving 
the designer the chore of finding a set 
of fixed coefficients. 

HEAT BALANCE - HYBRID 

In principle this solution would consist 
of a combination of an abbreviated R-C 
network and the heat balance models. The 
the R-C network could model a certain 
class of passive elements which then 
could be treated as wall sections and 
system air inputs in the overall heat 
balance model. A catalog of R-C models 
could include such diverse elements as 
hydronic heating systems,radiant floor 
and ceiling slabs, attics, basements, 
vented walls, Trombe walls, water walls, 
roof ponds, rock storage and active solar 
systems. The use of these modular passive 
elements would eliminate the need for the 
heat balance model to treat them as addi
tional zones and thereby reduce computing 
costs where th~ full geometric model is 
not needed. A reasonable projection of a 
space's loads can be averaged with the last 
hour's load to drive these models. The heat 
balance solution insures proper modeling 
of the geometries and integration of the 
passive elements into the living zones, 
while also circumventing the need for one 
overall matrix for the whole building. 

Looking at the computational costs, given 
two zones, one a passive element, the 
size is 10N+(2N)**2+20N+((N-1)**3)/2 • 
For the above cited problem of two zones, 
one a Trombe wall and one a six sided 
room, each hour would take 386 multiplic
ations, This shows that if one zone is a 
passive element, significant savings can 
be gained by using an R-C network for it. 



The input requirements would be about the 
same for this solution as the preceding 
one. This should be qualified, by saying 
that the passive elements would have to 
be stock networks that the user would 
simply dimension at run time. If the user 
did not have this insulation from the R-C 
model the input would be considerably 
complicated. The ability to replace the 
elements with alternates would be of help 
to a designer at the stage of making sys
tem and form decisions. 

HEAT BALANCE FIXED MATRIX 

If uu~ Lakes a look at the make up of the 
heat balance matrix, several simplifying 
assumptions can be made. Making t.hPRP. 
simplifications allows one to fix the 
properties of this matrix into a set of 
constant state matri~es. If inverted thiR 
reduces the solution step from (N**3)/2 
to N**2 • This means that the size of the 
computations is SN+20N+N**2 for each zone. 
For the example of two six sided zones 
the compu~~tion would consist nf ~77 
multiplications per hour time step. If 
this model were used as the heat balance 
side of the preceding model the size 
would be 10N+(2N**2)+20N+(N-1)**2 , or 
349 multiplications per hour. 

One of the assumptions that is needed is 
that the inside convective film coefficient 
is constant. One way to deal with this iR 
to define two states, one where the floor 
is c 0 oler than the ceiling (stable) and 
the other the reverse (unstable). Then 
an inverted matrix is kept for each cond
ition and used as needed. The other limit 
is that the pure conduction U value iR 
a constant. The only place this is a 
problem is in the case of insulating 
shades. Here again, two state matrices 
are kept. Thus, for each zone there are 
eight state matrices kept, including the 
two used for either floating temperature 
or load oalculation modes. 

Essentially, this model requires the same 
inputs as the 'dynamic matrix' model. In 
practice that model, which is slower, but 
has less limiting assumptions, probably 
is better for looking closely at syst.Pm 
dynamics over 'design week' periods, 
whereas this model is more suited to heat 
budgeting a building over a year's time, 
given its greater algorithmic efficiency. 

WEIGHTING FACTOR METHOD 

This model goes one step further toward 
simplifying the computations and thereby 
gaining greater efficiency. It considers 
only one state for the interior space. 
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It then builds a model like the fixed 
matrix' example. It then applies unit 
inputs in each of the possible input 
routes and observes the systems behavior, 
developing a time series to describe it. 
The principle of superposition allows 
the resulting series to be additive in 
their modeling of the system. As long as 
the original matrix is not diagonalized 
by lumping geometric effects this may 
also be used to model such elements as 
unvented Trombe walls. In practice, input 
through conduction paths are lumped and 
as a result inside wall surface tempera
tures are not available. Accepting these 
limitations, thP ~lgorithm is very foot; 
and grows only linearly as the number of 
~nrfar~~ arowu. lt'o olnc folwulaliuu aL 
present is 5N~lON+l2 per zone. Multi-zone 
calculations are based on the assumption 
of s~eady state neighbors in this model. 
Th. & giveo Lb~ standard two six sided 
z ·nes each hourly iteration requires only 
:04 multiplications. 

This algorithm requires the same sort of 
buildiu~ ~~scription as the heat balance 
ty~~. and it then does an internal reduc
tion of it for the simulatiop. The output 
is me~nt for insights into the buildi~g's 
year-long energy .budget. In a sense this 
model is meant more for analysis than 
design, although the two do serve each 
other. 

CLOSING NOTES 

One should be reminded that this paper 
has surveyed only the set of load gener
ating mod~ls. There are many other com
pon~ols uf a good model not considered. 
Th~se are independent of the models that 
are described above. They include such 
thermal inputs as infiltration, solar 
gain through glazing and inputs due to 
people, equipment and lights. 

A second observation is that at least 
one version of each of the above modele 
is able to track some of the LASL test 
cells closely. Given the fact that 
the major diffarencco in model assuw~
tions lies in the area of internal 
radiation ~acbange and eon•~ttive heat 
transfers perhaps validation should be 
based on systems that can distinguish 
between these effects and conduction in 
a more definitive way. This could be done 
with measured 'test cells' that had a 
mora re~lictic internal air voluw~ and 
less regular shape. This may mean two 
cells for each system, one flat space and 
one with a deep space. This would seem 
particularly important in the case of 
the direct gain cell. 



CONCLUSIONS 

This paper has endeavored to explore the 
published state-of-the-art of passive 
solar load models. To that eng it has 
discerned eight basic algorith~ic types. 
Two of these are meant for cal~ulators. 
The other six are implemented on large 
computers. All were considered in light 
of their completeness, efficiency, inputs 
and appropriat~ness of output to the 
various stages of building design. It 
has been found that all considered models 
make a trade-off between cost and nodel 
completeness, each to serve different 
ends. 
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ABSTRACT 

A dynamic model has been developed to determine the 
response of a residential building to changes in 
heat input, and to predict room and air temperature 
changes. The model has been developed to simulate 
the response of a typical building for possible use 
with the LBL test facility that evaluates con~rol 
strategies for active solar systems. The model 
must properly predict the rapid rise in room tem
perature resulting from addition of heat with a fan 
coil, must give the co.rrect average building load, 
and must require only limited computational capa
bilities. 

The building is modeled as a three node 
capacitance-resistance network which can be solved 
to determine the room air temperature, interior 
wall temperature, and building-shell wall tempera
ture as a function of time in response to heat 
input. 'capacitance terms represent the thermal 
masses of the air within the structure, the inte
rior walls, and the interior surface of the outer 
building shell. Resistance terms represent the 
resistance to the heat transfer from the interior 
and exterior walls to the room air, from the exte
rior wall to the outside, and from the room air to 
the outside by transmittance through windows and by 
infiltration. The heat input is provided directly 
to the air (as, for example, when a heating· fan 
coil is turned on). 

The time dependent equations are solved using 
Laplace transforms to determine the building 
response to a step increase in heat input power. 
The dynamic response of the building's temperatures 
can be characterized in terms of the building heat 
loss coefficient, UA, and three exponential decay 
terms with appropriate time constants and weights. 
A time constant of the order of a few minutes 

describes the air temperature rise due to heat 
input balanced against losses to the building and 
to the outside. A time constant of the order of 
several hours describes the relaxation of the tem
perature of the building thermal mass to the out
side ambient temperature. A third time constant 
describes the rearrangement of energy between the 
air and the structure. 

The magnitudes of different capacitances and resis
tances are estimated for a typical residential 
structure. The time constants and the building heat 
loss coefficient are then determined from the 
model. The results are compared with an experimen
tal measurement[!) in which the three time con
stants have been experimentally determined. 

For predicting building temperature response and 
evaluating control strategies the three node resis
tance model offers a simple method which can be 
applied on a small computer and in real time. It 
is anticipated that this model will provide the 
thermal accuracy and computational speed suitably 
matched to the requirements of the LBL test facil
ity for control strategies. 

INTRODUCTION 

The LBL solar control test facility[2,3) consists 
of a hydronic solar space heating system with heat 
input and building load simulator. The load simu
lator consists of an airflow channel with a heating 
coil similar to that in the· furnace ductwork of a 
residential heating system. 

To make meaningful comparisons between alternate 
control strategies using identical simulated load 
conditions, it is necessary to determine the build
ing heating demand and the condition of the build
ing thermostat based on building parameters and 

* This work has been supported by the Systems Analysis and Design 
Branch, Systems Development Division, Office of Solar Applica
tions, u. s. Department of Energy under Contract No. W-7405-ENG-
48. 

~ presently at University of Minnesota. 
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weather conditions. Thus an investigation was 
begun to choose a model to predict average heating 
requirements and to describe how the room air, 
wall, and thermostat temperatures respond to sudden 
changes in heat input when the heating fan turns on 
or off, and to changing weather conditions. Such 
modeling becomes of crucial importance if one 
attempts to simulate the recovery from night ther
mostat setbacks. 

While standard load calculations neglect thermal 
capacitance effects, some authors[4,5,6] do con
sider the response of room temperature to sudden 
heat inputs using a resistance-capacitance thermal 
network model with a single thermal capacitance 
term, characteristic of the lumped thermal mass of 
the building structure. This model gives the tem
perature response over several hours, which, for 
instance, can determine the temperature swing and 
mean temperature of a passively heated structure. 
Other researchers [7,8,9,10] have considered ther
mal network models with several nodes. 

In our analysis we are constrained to models that 
can be implemented on our HP 9825A microcomputer 
whi'ch is performing many tasks. We have applied a 
three node model based on a physical modeling of a 
building. The exponential response times, and with 
some modest effort the appropriate weighting fac
tors for the different exponentials are determined. 
By Laplace transform solution of the resulting 
equations, with careful attention to initial condi
tions, analytic expressions for the interior of the 
building shell, T1 , the temperatures of the room 
air, T2 , and the interior walls, T3 , are can be 
obtained, in response to a step heating input. 
The results of the analysis are applied to a 
specific building, and compared to limited data 
available from the literature. 

'I'H~: 'I'HRE~; NOUE MUUEL 

The three node capacitance-resistance network, 
shown in Figure 1, is used to study the dynamic 
response of a building to the input of heat. The 
thermal mass within the insulating envelope is 
divided into three portions: C1 , c

2
, and C

3
• 

c
1 

represents the thermal mass ot the interior sur
face of the exterior wall at a temperature T 1 ~ For 
a reasonably well insulated structure, most of the 
temperature drop to the outside is across the insu
lating layer. For short time periods the tempera
ture dependence of the interior surface is dom
inated by the thermal conductance to the interior 
air, and-not by conductance through the wall to the 
outside. 

c2 represents the thermal mass of the air enclosed 
within the volume of the residence at a temperature 
T2 • It is assumed in this analysis that air within 
tne space is well mixed and is at a uniform tem
perature. 
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c3 represents the thermal mass of the interior, 
walls at a temperature, TJ" For a passive solar 
structure this would also include the indirectly 
heated thermal mass. 

XBL 801 · 6603 

Figure 1. The thermal network used to predict tem
perature changes in response to heat input. 

Tvere are four heat transfer paths represented as 
resistances: R1 R2 , R3 , and RA. Each thermal 
resistance is tne reciprocal of the effective UA 
calculated for each path. 

R1 represents the resistance to heat loss from the 
interior surface of the external building shell at 
temperature T 1 to the outside temperature T

0
• 

R represents the resistance to heat transfer from 
tfie air in the space at temperature T

2 
to the inte

rior surface at temperature T • This is approxi
mately equivalent to the air tilm resistance of the 
inner surface of the building shell not counting 
w1nc1nw!'l. 

~imil~rly R3 repr~RentR the resistance to h~~t 
transfer from the air at temperature T

2 
to the 

interior structure at temperature T
3

• 

Finally, RA represents the resistance to heat loss 
through the windows and by infiltration. 

The forcing runcrions drlvlng Lbe sysleru are th~ 
outdoor temperature, T

0 
and the heat input power 

P(t) = P
0

, from the fan coil or furnace ductwork 
which transfers energy directly to the air within 
the space. Direct solar gain is not included in 
the analysis. Both the outdoor temperature T

0 
and 

the power delivere~ to the load are assumed to be 
constant over the period of the analysis 
corresponding to one thermostat on period or off 
per~.o(!. lly c11refnl trelltment of initial condition 
the analysis is reinitialized when the thermostat 
control states change. 



_'HE EQUATIONS 

The equations for the temperatures, Tl' T2, and T3, 
determined from the resistance capac1tance network 
can be solved using the Kirchhoff analysis, where 
the currents represent heat flows and the voltages 
represent temperature. Laplace transform of these 
equations are then performed with careful con
sideration of the initial conditions at time t = 0; 
T1(0), T2(0), and T3 (0). 
Assuming that the heat input, P

0
, and outdoor tem

perature, T
0

, are constant: 

P(s) 
p 

0 

s 

The Laplace transform equations are: 

p 
0 

s 

T
3

(s) - T2 (s) 
______ + 

0 

0 

These equations can be put in matrix representa
tion. 

C1(s +1/t1) -1/R2 0 

~1/R2 c 2 (s +l/t2 ) -l/R3 

0 -1/R3 c 3 (s + 1/t3 ) 

T 
+ 0 

s R1 

p T 

c2 Tz(O) +~ + _o_ 
s s R

4 

where t 1, t 2, and t 3 are constants: 

T 
1 
(s) 

T2 (s) 

T 
3

(s) 
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t1 
1/R

1 

c1 

+ 1/R2 

c2 
t2 

1/R2 + 1/R3 + 1/R4 

t3 R3C3 

ROOTS OF THE EQUATIONS 

The characteristic time constants, rr1, r.r2 , and 
•T 3 , that describe the dynamic response of the 
building temperatures are obtained from the roots 
of the determinant by solving the cubic equation: 

t 1t 2 (1 + st 3) + _____ _ 
RzC2R2C1 

- (1+st 1)(1+st 2)(1+st 3) 0 

Building Parameters. 

The characteristic time constants have been deter
mined for two ~pecific examples: a well insulated 
and an uninsulated residential structure. The 
building parameters for these two cases are shown 
in Table 1. 

well insulated 
uninsulated 

well insulated 
uninsulated 

BTU/hr-°F 
1 /R 1 1 /R2 1 /R3 1/R4 1/Reff I 

243 3111 653 279 504 
1317 3111 653 629 1554 

BTU/°F 
c1 cz c3 

2470 245 1036 
2470 245 1036 

Table 1. Building Parameters 

The building modeled is a 1700 ft
2 

(158 m
2

) 
residence treated as a single zone. 

2
The well insu

lated structure has R-values ( in ft -hr-°F/BTU) of 
17 (floor), 32 (ceiling), an~ 21 (walls) with 200 
ft 2 (12 % of floor area) (19 m ) double glazed win
dows and an infiltration rate of 2/3 air· change per 
hour. The uninsulated structure has R-values of 
5.4(floor), 5.2 (ceiling), and ~·4 (wall) typical 
of. framP. c.onRtruction with 340 ft windows (20 % of 
floor area) and an infiltration rate of one air 
change per hour. From these values the thermal 
resistance terms are calculated. 



The effective steady state heat loss rate from the 
air in the space to the outside-is given by the 
series resistances R1 and R2 in parallel with R4• 

The thermal masses in the space are estimated: 

1) c1' the thermal equivalent of 1/2 inch of sheet 
rock on the inner surface of the exterior walls, 
ceiling, and floor; 2) c 2 , the thermal mass of the 
building air volumz; and 3) c3 , the estimated ther
mal mass of 960 ft of interior partition walls. 

Time Constants. 

The exact time constants predicted by the model for 
the building require the solution for the roots of 
the cubic equation and are shown in Table 2. 

Typical "Tl •T 
?. 'TJ 

well insulated 0.057 1.29 7. 72 
uninsulated 0.053 0.97 2. 73 

* Experimental 

minimum 0.098 0.50 10.3 
maximum 0.066 0.43 6.6 

* Table 2. Time constants in hours. Observed data is 
from Socolow and Sonderegger[1] for a Twin Rivers 
tot.Tnhouse. 

The longest time constant, rr
3

, which describes tne 
relaxation of the total bu~lding thermal mass at 
the effective heat loss rate, 1/Reff' is approxi
mately given by 

'Y3 ;;;, l c1 + c2 + C3J Reff 

The approximate value of rr 3 is 7.44 hrs exact 
root 7.72 hrs) for the insulated case and 2.41 hrs 
(exact root 2.73 hrs ) for the uninsulated case. 
The longest time constant depends both on the ther
mal mass in the space and the effective heat loss 
rate. 

The shortest time constant •T is related to the 
relaxation of the space atr temperature by heat 
loss to the walls and to the outside through. the 
windows and by infiltration. •T1 is given approxi
mately by; 

The approximate value for t 1 is 0.061 hrs ( exact 
root 0.057 ) for the insulated case and 0.056 hrs 
( exact root 0.053 ) for the uninsulated case. The 
shortest time constant is sensitive to the thermal 
capacitance of the air and the coupling to the 
thermal mass in the space and does not change sig
nificantly with degree of insulation of the space. 

)20 
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The intermediate time constant rr2 is related Lv 
the redistribution of energy within the space and 
is not readily identified. 

Experimental Observation. 

Socolow and Sonderegger[1] have analysed a single 
experiment in which a building, different from the 
one modeled, was "toasted" with the furnace on for 
4 hours and then allowed to cool for 3.5 hours 
while the temperature in a hallway is gbserveg· The 
hal5way te~perature rose from from 68 F (20 C) to 
97 F (36 C) and then cooled. Their observations 
of the hall temperature are shown in Figure 2. 

40 t: 
100 w 

••• ·?. ~ ...... ·· 1\ w 
a:: ,..,... I 90 ::c 
<{ 

30 / I '-.., U-

~ I ........ C/'1 
,,· I ...... w 

80 w 
I 0::: 

C) 

I w 
70 a 

20L-~--L-~--L-~--~~--~~ 

0 100 200 300 400 
TIME {minutes) 

{a) HALL TEMPERATURE VERSUS TIME 

XBL 801 · 6604 

figure 2. Hallway temperature as a function of 
time. Adapted from Socolow and SondereggerllJ. 

Subsequent analysis of this experiment revealed 
thr~P ~istin~t time constants for the heating and 
coolinR process. Because of limited data, their 
time constants depend somewhat on assumptions made 
as to the final temperature reached, so that they 
were able to give only the range of values that are 
shown in Table 2. As we have little information 
about the conditions of the experiment not too much 
can be made from their results. However, their 
measured short and long time constants are cer
tainly close to the values obtained for the well 
;iu.,.,,, ;ot~rl "t:n1ctnra, "nd thR int.enned1 ate ti.me r..no.
stant is the correct order of magnitude. 

TIME RESPONSE. 

The matrix equations are solved using Cramer's rule 
to determine the time response of the room air, 
T

2
(s), and wall temperatures, T1(s) and T3(s). 

Here only the solution for the room air tempera
ture, T2 , will be presented, but the others are 
similar. The Laplace transform for the room air 
temperature is given by 



-1/R2 

ldetl 
0 

+T 
0 

0 

-1 

where T
1

(0), T2(0), and T3 (0) represent the initial 
temperatures at time t=O. The value of the deter
minant is given by 

c c c 
1 2 3 F'(1 +sr-L )(1 +sr-r )(1 +sr-r3) 

------- 1 2 I det I 
t1 t2 t3 

where the constant F' is given by 

F' 

The solution for the Laplace transform of the 
air temperature is given by: 

T 2 ( s) = {t 2 (1 +s t ~) (1 + s t 3) (Po + ~ \ 
F c2 ~s s R4~ 

t 1t 2(1 +st
3

) T
0 

+ t 1t 2 (1 + st 3) 
+ T

1
(0) 

F'C
1
C2R1R2 s F'C 2R2 

t 2(1 +st 1) (1 + st 3) 
T2 (0) 

t 2t 3 (1 + st 1) 
+ + 

F' F'C
2
R

3 

X 

(1 + sr-L1)(1 +S'T 2)(1 + sr-r 3) 

room 

Transforming into the time domain under the assump
tion that the initial temperatures are equal 
T1 (0)= T2 (0)= T3(0) =Tin{O), the solution takes on 
a (relatively) simple form. For the well insulated 
case; 

T2{t) P oReff + To 

-0.11 - 0.06 [T -+ PoRe££ 0 
T in(O)]} 

-t/'T e 1 

+ { -0.02 PoRe££ - 0.03 [To - T (0) 1 } e -t/'T 2 
in 

-0.86 PoReff - 0.91 (0) l } -t/'T + [T - T e 3 
0 in 

After a long time, t >> r-r3, the solution reduces 
to the st~~rly RtatP. temperature· 
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The time dependent temperature equation can be put 
in a general form: 

T2{t) = P0 Reff + T0 

- L: { whj PoRe££+ wcj [To- Tin{O)]} e-t/'Tj 
j 

where wh. and w . are the heating and cooling 
weightin~ factor~Jfor each time constant 'T .. 

J 

The calculated weighting factors for the well insu
lated and uninsulated cases, as well as for the 
observed values by Socolow and Sonderegger[1] are 
shown in Table 3. Without spec Hie knowledge of 
the experimental measurements, comparison is diffi
cult. However, the weighting factors calculated by 
our simple model for both the heating and cooling 
cases, hrac-.ket the values given by the experiment. 

Heating Cooling 

wh1 wh2 wh3 wc1 wc2 wc3 

well insulated 0.10 0.02 0.86 0.06 0.03 o. 91 
uninsulated 0.32 0.16 0.53 0.11 0.28 0.61 

observed 0.09 0.14 0.76 0.10 0.20 0.70 

Table 3. Heating and cooling weighting factors. 

SENSITIVITY ANALYSIS 

Sensitivity studies were run to observe the depen
dence of the time constants and the weighting fac
tors on different parameters. Comparison of dif
ferent cases where the infiltration and glazing 
loss rates, degree of insulation, and distribution 
of thermal·mass are variert are shown in Table 4. 

BTU/hr-°F hours 
1/R1 1/R4 l/Reff 'T1 'T2 'T3 

Infiltration 243 279 504 0.057 1.29 7. 72 
243 450 675 0.055 1. 28 6.03 
:14] b:iY !ltSU 0.0.'13 1.27 4.94 

Insulation 243 376 601 0.056 1.29 7.41 
750 376 980 0.056 1.15 3.96 

1317 376 1301 0.056 0.99 3.02 

BTU/°F hours 
c1 c3 'T1 'T2 'T3 

Capacitance 3000 500 0.057 0.79 7.41 
2000 1500 0.056 1.43 8.28 
1000 2500 0.052 1.04 10.2 

Table 4. Sensitivity studies. Results for several 
different cases. In all studies the 
thermal mass of the air, c 2 , and the 
transfer from air to wall, 1/R2 and 
1/R3 , were held constant. 
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Infiltration. 

If the value of the infiltration and glazing logs 
parameter, 1/R4 , is increased from 279 BTU/hr- F 
for 200 ft 2 of double glazi2g with 2/3 air change 
per hour, to 629 for 340 ft of single glazing with 
one air change per hour, the short tl•ne constants, 
'1r 1 and r.r 2, change only by a f~w percent indicat
ing that the internal rearrangement of heat is 
unaffected. However, the long tl>n>' '''"'";:>tnt, 'ir3, 
decreases from 7.72 hrs to 4.9 hrs as expect~d 

because of the increased loss from the thermal 
mass. 

Insulation. 

As the insulation value of the wall is decreased 
from heavy to rninlon.ql insu.lation, the Rhnrt timP 
constant is unchant~l-!<l· The intermediate time con
stant decreases by 30 % and ;:ll.~ 1_.Jng time constant 
fall~; by a factor of two. 'fhe weit~htl.•t~ i-ao:tors, 
shown in Table 3, also indicate that the itnpor.ta•t•>• 
of the intermediate time constant increases wi~t· 

da~reaoing insulation• 

Capacitance. 

If the thermal mass within the structure, c1 + c2 + 
c3, is kept constant, but is shifted from the exte
rior wall to the interior of the space, the short 
time constant is almost unchanged, the in termed iat·~ 
time constant becomes somewhat larger, and the l.on~ 

time constant goes from 7.4 hrs to 10.18 hours as 
the thermal mass is moved further from the exterior 
-walls. 

CONCLUSIONS 

This simplified building load W)o\el. pc·~dicts ther
mal behavior of typical buildings baseol '''' ;.ohysi.
cally definable bufldin~ parameters. The telniJ~,-,,_ 

ture response of a building to a chanse in heat 
input, can be characterized· in terms of an effec
tive energy loss term, R ff' three heating weight
ing factors whi' and thre~ cooling weighting fac
tors, w ., ~nd three time constants, r.r1 , which 
are stdilghtforward to evaluate from Bui.l.ding 
parameters and which are experimentally observuble. 
The model gives predictions which agree in Y.el\~•·:,l1. 

;.~ith those observed in an experiment with a real 
buildin!_l• 

It is hoped that this paper will prompt int ... c••s;: !_,, 
careful observation and evaluation of short tim~ 
constants of buildings. These short time dynamics 
are ·important in implementing building temper.ature 
control strategies. 

The wall and air temper"ltures predicted by this 
model can serve as forc!Jt~ functions for a thermos
tat response model to deter•n !.11•~ ''h''''' ''''ating is 
required. In our analysis we have not inelu•lo:>ol 
transit delays and heating delivery time constants, 
although extension of the analysis to include them 
i,; straightforward. With a active solar heating 
system, the rate of heat delivery depends on the 
storage tank temperature, so that the thermostat 
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cycling time is not a simple function of the 
indoor-outdoor temperature difference. This three 
time constant model may also serve to model the 
control response of passive structures to back-up 
heating systems. 
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COMPARISON OF SIMULATION AND MEASURED PERFORMANCE OF 

THE SUNCATCHER HOUSE DESIGN USING SOLSIM AND SOLEST 
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ABSTRACT 

D.A.T.A. 's thermal analysis simulation program hns 
been used to simulate the performance of the Sun
catcher® passive solar home design by Living Systems. 
The simulations of days in December, 1978, and Novem
ber, 1979, are compared to actual monitored data of 
the Nittler/Maeda Suncatcher. In addition, long term 
data for 1978 is compared to a computerized simplified 
performance estimation procedure more appropriate for 
design evaluation of passive solar and energy conser
ving design. This estimation procedure evaluates 
passive solar heating, natural cooling, and domestic 
hot water performance. Simulation results appear to 
be in good general agreement with 2°C(4°F) differences 
in maximum temperatures. 

INTRODUCTION 

The purpose of this paper is to compare the monitored 
performance of the passive solar Nittler/Maeda 
Suncatcher®House in Davis, California, to computer 
simulations and performance estimations. D.A.T.A.'s 
SOI.SIM code was used to perform the simulations of 
the Suncatcher House. A program description is given 
in another paper being presented at this conference 
Ill. During the design process a passive solar 
performance estimation computer code, SOLEST, was 
used to predict the natural heating and cooling per
formance of the design. Using appropriate monthly 
and annual data the average monthly pt!r funua<•C<!: 4t'd 
auxiliary loads of the Suncatcher house were. compared 
to the computer estimates. In addition, the actual 
performance was compared to Doug Balcomb's solar 
load ratio estimation procedures using D.A.T.A. 's 
LASL6 version of this method. These comparisons 
have been used to validate and update the computer 
codes. 

Solar and Energy Conserving Design of the House 

The Suncatcher System. The Nittler/Maeda Suncatcher 
was designed by Jim Plumb of Living Systems and 1s 
located in Davis' Village Homes, a subdivision 
featuring a variety of active and passive solar home 
designs. The Suncatcher design is characterized by 
a reflective overhang and north sloping roof surface. 
This configuration provides enhanced collector area 
for reflective solar heat g<dn through 8.9m2(96ft2) 
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of clerestory windows. The roof and overhang sur
faces form a cavity that increases winter solar gain, 
while preventing overheating in the summer (see 
Figs.l and 2). Manually operated insulated shutters 
(R value of 6) inside the house reduce winter heat 
losses, and also decrease cooling loads by reflecting 
diffuse solar gain away from their exterior-facing 
reflective surfaces. 
The water Trombe'collector consists of seven gal
vanized steel culverts 0.6m(2ft) in diameter and 
3.0m(l0ft) high, located 2.4m(8ft) behind the 
clere~tory windows. 

The water-filled tubes, centrally located within 
the living space, rema!n at tem~eratures within the 
comfort range of 18-26 C (65-78 F)and hel,· moderatP 
temperature in ihe living, dining, and hallwai . 
portions of the residence. 

Direct Gain Components. Thr.ee south facing bedrooms 
are heated by direct solar gain through the windows, 
completely shaded in summer by a grape arbor. Heat 
storage in the bedrooms is provided by thermal mass 
in 2081(55gal) water filled drums and the parquet 
covered slab floor. The locations of these drums 
is indicated in Fig.3. 

Natural Cooling System. To reduce Davis climate 
severe cooling requirement (over 800 hours annually 
above 27°C(80°F)l the house uses heavy wall insula
tion, double glazing and well-shaded, draped window~. 
Additional cooling needs are met with daytime heat 
storage in water mass and later heat rejection by 
cross ventilation through the south windows above 
the collector/storage tubes and the north side win
dows. Relatively consistent, cool evening and night 
breezes from the Carquinez Straits provide the driving 
force for nighttime ventilation. 

Other Energy Efficient Features. Other energy ef
fici.,.nt fP'!tures incl\lde natural lighting with a 
light shelf above a south bedroom closet, an interior 
clerestory window providing additional light into the 
living room (on the north side of the house), a 
ceiling to north wall hot air circulation duct and 
fan, and a solar "breadbox" hot water heater. The 
house has fewer than normal appliances, the residents 
using only a stove, washer, refrigerator, and several 
small electric appliances. There is no dishwasher, 



Sunrutchcr Huy 'lruring 

Fig.l 

Smll'atchcr Ray '1\'acing 

Fig.2 

clothes dryer (other than solar), garbage disposal 
or trash compactor. The residents' demand for hot 
water and eiectricity is modest. 

DATA ACQUISITION :'iYSTF.M AND PF.0GF.D~IP.Ii:S 

The Nittler/Maeda Suncatcher has over 130 temperAtnre 
sensors located throughout the house as shown in 
Fig.J. Non-shielded type T iron-constantan thermo
couples were used because they were installed before 
the grant award and were available at no cost. 
Althvug,lt Lit~!;~ Lhermocoupies are not as accurate as 
we would like, they are adequate for measuring air 
temperatures. The mass temperatures, especially 
for tit~ water tubes, are more crucial a.nd may re
quire thermistor installation for monitoring during 
the grant extension period. The installed sensors 
terminate at a r~ference junction with a precision 
thermistor monitoring the reference temperature. 
Additional equipment includes maximum/minimum thermo
meters made by Taylor Instruments and purchased from 
Weathertronics of West Sacramento, California. These 
instruments are reset by a simple push botton device 
rather than a magnet. 
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Kitchen 
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There are two comfort measuring stations also shown 
in Fig.3, both located near the interior maximum/ 
minimum thermomecer irt the study and 1n the living 
room. ThcGc stations monitor wet bulb, ury bulb, 
and black globe temperatures (the equilibrium tem
perature within a black enclosure used as an indi
c.:~tion of the average temperatuu;: aL which the walls 
anrl roof are radiating). Thc9C temperatures will· 
be combined in the final reduced data to standard 
comfort indices. Wind speed is taken by a Weather
mll:lola·o model l-1121 rccordint lly,,tl\m. n .. tl·,. i" I Hhl:'!! 

manually once a day and combined with Davis daily 
data. A Hersey BTU flow meter is installed in the 
output taken manually once A wePk. Solar radiation 
is measured on a vertical plane directly behind the 
clerestory windows. The thermopile-type pyranometer 
is double-dome, Eppley model PSP. Its output is 
recorded hourly by the data acquisition system. Two 
additional gas and watt hour meters were provided by 
Pacific Gas and Electric, the local utility. The 
gas meters separately monitor the space heater and 
hot water heater, leaving the stove as residual value. 
The two additional watt hour meters measure the 
lighting circuits and the refrigerator energy use. 



Hourly Data Acquisition and Data Acquisition System 

After a variety of complications, the data acquisition 
system started gathering data in August, 1978, but 
despite several debuggings, system problems continued 
through May 1979; hourly data was gathered only spora
tically, but with increasing reliability during this 
period. The data acquisition system now functions 
well with only sporadic, routine problems. 

Data Acquisition Equipment. A single board micro
computer does all the necessary collecting, storing, 
and initial processing of the data gathered from tem
perature sensors within the house. The central 
processing unit is an IMSAI 8048 computer controller 
interfaced to multiplexing, analog to digital con
version and amplification circuits fur the respective 
sensor input signals. The 75 channels are first 
selected by a CMOS <malug multiplexer, then amplified 
with a high performance modular CMOS chopper, and 
finally converted from analog to digital form using 
a monolithic successive approximation A/D converter 
with 8-bit resolution. The computer controls the 
multiplexing, amplification and conversion, and 
recieves the 8-bit data words through its I/0 PORT. 
Data is temporarily stored in random access memory 
(RAM) and later transferred to a paper tape punch. 
This microcomputer system is well suited to the 
relatively simple tasks required of it. Pre-processing 
of data is kept to a minimum since all programming 
is in roaching language. Since intP.rrupt capabilities 
of the 8048 have been pre-empted by a PROM monitor, 
the on-board timer is not available for providing 
the time during the data logging. Real time is pro
vided by an external crystal controlled clock that 
is interrogated by the computer. 

SOLSIM 

D.A.T.A. uses the computer program SOLSIM to do hour 
by hour simulation of nonsolar and passive 
solar structures. The program can be used to 
simulate a wide range of structural sizes, from 
small models to multi-floored buildings of 10,000m2 

or more. However, it was originally designed to 
evaluate natural heating and cooling performance of 
solar homes. This program was developed by Bruce 
T. Maeda. The program uses many algorithms from the 
National Bureau of Standards Load Program, NBSLD, 
but has been developed along additional lines to 
accomodate heat storage effects of mass and radiative 
and cooperative cooling of mass elements. A more 
complete program description is given in another 
paper presented at this conference entitled "Solar 
'Breadbox' Simulation using D.A.T.A. 's TBBX Code" 
[lJ. 

Results 

December 7, 1978. Calculated temperatures were 
compared to results for two separate days, the first 
comparisons being done for December 7, 1978. Some 
of the reculto of this comparison are gi·clphlcdlly 
illustrated in Fig.4. The actual air temperatures 
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fluctuate less than the calculated ones.· This 
indicates that the mass was more effective than 
assumed in the input file. However, the difference 
in the time of peak in the air temperature indicates 
the opposite effect, with calculated air temperatures 
peaking later than measured temperatures. The 
measured temperatures of the mass indicate less 
effective storage than the calculated temperatures; 
The difference in temperature maximum is about 2.2°C 
(4°F), but generally the calculated and measured. 
temperatures are within l°C(2°F) of each other. The 
calculated and measured water mass storage temperatures 
differ by 2dC(3.6°F) on the average. Although the 
temperature error is small, the heat represented by 
this temperature difference is large. It appears 
as though infiltration and heat loss increase more 
than predicted during the day. This could be due to 
several effects that were not modeled. The most 
likely candidates to explain the differences include 
increased daytime heat loss throueh the high clere
story glazing due to temperature stratification. 
Increased infiltration in the daytime due to the 
stack effect also was not modeled by the program. 
In addition, the solar gain used was not measured, 
but calculated, by the program, and the actual 
radiant gain may have been less than that used in 
the calculations. These results are graphically 
displayed in Fig.4. This last point is instructive 
because closer agreement between calculated and 
measured temperatures is found for November 10, 1979, 
where measured radiation was available and adjusted 
accordingly, as shown in Fig.5. 

November 10, 1979. In spite of·a greater difference 
in maximum temperatures--2.8°C(5°F), the general 
agreement of measured and calculated temperatures 
for November 10, 1979 is much better than for De
cember 7, 1978. The differences in the temperature 
curves are probably explained by the causes noted 
above. The mass temperature curves are in much 
better agreement due to solar radiation input closer 
to actual values, as indicated by data from the 
Davis Weather Station and clear sky radiation tables 
from the ASHRAE Handbook of Fundamentals. Slight 
adjustments in the input parameters could bring 
almost exact agreement with the displayed temperatures 
and several other calculated and measured temperatures. 
These adjustments could readily be made within the 
bounds of error of realistic physical characteristics 
of the weather, structure, and the storage mass 
elements. 

SOLEST 

This computer program uses a degree day method to 
estimate monthly and annual energy use for space 
heating and cooling. Degree day data is readily 
dvailable for many localities. Degree-days to base 
65°F are well correlated with the amount of natural 
gas used for space heating. 

The algorithm used in the computer program for es
timating energy consumption multiplies the monthly 
normal degree days times the "thermal area" of the 
residence times twenty-four to yield the monthly 
heclt lu,;,;. However, thi.!l r.;!leulation does not 
account for the useful heat gain due to solar P.nP.rey. 
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Since Rll solar energy incident on glass is not 
usable for heating, the program calculates only the 
appropriate portion of average solar gain trans
mitted through south or nearly south glazing by 
first determining the "justified solar glass". 
Solar glass is vertical glass that faces within 90 
degrees of south, or tilted.glass within SO degrees 
of south. Solar glass may be considered "justified 
solar glass" under two conditions. 

1. Some of the heat from solar glass is needed to 
balance heat loss even on sunny days in the 
winter (usually cold and clear). This solar 
glass may be "justified" by the daytime heat 
loss of the structure. 

2. Any additional heat from solar glass to be 
useful must be stored for later use in "thermal 
mass" in order to be "justitied". 

Thus :;;olax glass may be "heat loss justified" or 
"thermal mass justified". 

S;,me types of thermal mass may "justify" more glass 
than othP.rs. The program distinguished the following 
general thermal mass types: 

1. Sunlit water mass in containers 
2. Shaded wafer mass in containers 
3. Trombe walls (sunlit concrete walls 30cmCl2") 

thick with sunlit side dark colored) 
4. Shaded concrete wall 
50 

6. 

Sunlit concrete slab, covered by hard-surfaced 
floor 
Shaded concrete slab, covered by hard-surfaced 
floor 

7. Concrete slab, rug-covered or insulatively 
coverP.d 

Slab thickness is assumed to be at least l0cm(4"). 
Greater thicknesses are assumed to be beneficial 
in the short run (daily) only if both sides of the 
slab are available for heat exchange. 

After the total amount of justifiable solar glass is 
determined, the min1mum of the justifiable sular 
glass ~nd actual solar glass is taken to be the 
"justified solar glass". The average insolation of 
vertical so•.1th glazing is used to determine the neat 
gain through the justified solar glass. 

Other glazing orientations are weighted ditferently 
in r.alculating solar glass. The winter heat gain 
due to non-solar glass is ignored to allow a margin 
for error on the conservative side. The winter heat 
gain through the justifiable solar glass is deducted 
from the heat loss of the structure. 

The method for estimating space cooling load is 
somewhat different. The heat gain calculation as
sumes a 90 degree outside temperature. It includes 
heat gain from "unshaded afternoon glass", which is 
west-facing glazing, skylights, a portion of the 
unshaded south glass and, "equivalent unshaded glass". 
which is the sum of all glazing areas times their 
resper.tive mean daily summer shading coefficients, 
element by element. 

This gain is reduced by the "peak cooling potential" 
of the thermal mass heat storage of the structure. 
The "peak cooling potential" is based on assumed 
temperature differentials between the various 
storage types and the design temperature of the air 
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inside the house, usually 26°C(78°F). The surface 
area of the exposed thermal mass is u~ed to cal
culate the "peak cooling potential". The assumed 
temperature differentials are based on empirical 
data derived primarily from the climate of Califor
nia's Central Valley. The cooling credit is modified 
by other factors as well. One factor accounts for 
the estimated minimum temperature on a summer's day 
whose peak temperature reaches the summer design 
hour peak. Another is the ratio of heating degree 
to cooling degree days in the month under consid
eration. The exact weight of these factors is not 
known, but in practice the general trend and order 
of magnitude is realistic and probably within the 
limits of error of the other calculations. These 
formulations are used: 

peak cooling credit due to cooled mass 

FHu F-expected summer min. daily Lemp;], 
PKCRo * [ 20 F . J 
PKCRl * r1 + monthly heat~ng degree days] 

~ monthly coolwg degree days 

These factors are rationally based, but not experi
mentally demonstrated. To ignore them becauce they 
are not experimentally demonstrated would be to 
assume thP.i.r P.ffect to be zero, an assumption which 
would certainly result in a greater error than the 
one induced by the errors present in our assumptions. 

The heating load annualization methodology resembles 
short calculation annualization used by public 
utilities and by solar researchers, and is based on 
degree days and "thermal areas". The solar con
tribution aspect of this calculation methodology 
has been ignored in traditional usage. Our metho
dology uses average monthly radiation incident on 
south-facing glazing to determine the solar con
tributions to heating. It would be better to usP. 
solar radiation deviation measures rather than 
averages, Lut Lhi~ data i~ ~ither unavailable or 
at least very difficult and expensive to obtain. 
To allow for the error introduced by the use of 
averages, the program reduces the collected solar 
energy by 10%. The cooling annualization is based 
on the number of annual dry bulb hours greater than 
2/°C(80~l'·) or the number of antlUal wet bulb hour~ 
greater than 23°C(73°F). This measure has proven to 
be a reiiable estimate of the relative cooling needs 
based on climate [21. Residential structure solar 
radiation loads will, however, vary the energy bud
get more than the climatic factor. Thus, the program 
calculates a "full load" cooling hour using both 
outside temperature and radiation factors, then 
annualizes this "full load" hour by using dry bulb 
hours over 27 6 C(80°F) or wet bulb hours over 23°C 
(73°F). 

LASL6 

The Suncatcher house performance was also compared 
to another estimation procedure using the computer 
program LASL6. LASL6 is D.A.T.A. 's interactive 
microcomputer based version of Balcomb's and McFar
land's Solar Load Ratio method for estimating the 
performance of passive solar houses. The details 
of this method were presented at the 2nd National 
Passive Solar Conferencel3l. 



Results 

Predicted Vs. Actual Auxiliary Energy Usage 
(in Therms) 

Predicted 
(70% furnace efficiency) 

SOL EST LASL6 

JAN 33.9 35.1 
FEB 50.4 37.5 
MAR 6.1 8. 7 
APR 14.1 14.3 
Subtotal 105.3 95.6 
NOV 4.0 16.8 
DEC 38.1 50.7 
Subtotal 44.1 67.5 

Actual 

46 
33 

7 
0.8 

86.8 
11.7 
30.5 

42.2 
============================================== 
TOTAL 147.4 163.1 137 0 6 

Conclusions 

SOLSIM can be used to effectively model the Nittler/ 
Maeda Suncatcher house and probably other nonsolar 
and water or masonary Trombe wall l1ouses in non
humid climates; however, the large number of input 
parameters characteristic of this and other larger 
simulation programs can probably be used to mock up 
performance without true simulations of the actual 
heat transfers occuring. This can be done while 
maintaining the physical characteristics of the 
structure and mass within realistic bounds. Vali
dations must measure more parameters than the input 
parameters of the program, or at least have strict 
constraints on the magnitude of physical character
istics that are, or relate to, the program inputs. 
Without these constraints and measurements, it 
would be much more appropriate to use simpler models 
·that approximate the complexity of the measured 
validation data. Indeed, simpler models may be 
quite adequate to provide insights into the behavior 
of passive systems. Complex programs are probably 
most usP.ful to extend the state of the art of pas~;ivc 
solar design by modeling untried or unproven systems, 
because to do this they must be able to model dif
ficult and complex structures whose heat transfer 
mechanisms must be adequately represented and could 
dety many simplifying assumptions. 

Both SOLEST and LASL6 underestimate actual perfor
mance; however, in both cases night setback of 
temperatures are not accounted for by the programs. 
It is difficult to assess the effect of this on 
either program. SOLEST overestimates auxiliary 
energy use by 7.1%; LASL6 by 18.5%. It would appear 
that SOLEST is more accurate, but because of effects 
that cannot be readily evaluated, no firm conclusions 
can be made. In either case both are reasonably 
close to the inhP.rP.nt Prrnr in surh r;;!l <'1.11 at ions 
due to the problems with estimating the infiltration 
load (+15-20%). Also in both cases, it appears that 
the programs can readily evaluate passive designs 
without the complexity of full year simulation. 
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SHIULATION OF PASSIVE/llYllRID SOLAR HONES IHTII A 
USER-ACCESSIBLE CONPUTER-BASED DESIGN TOOL 

ABSTRACT: 

Davis Straub 
Ecotope Group 
2332 E. Hadison 
Seattle, WA 98112 
(206) 322-3753 

Theoretical work regarding heat transfer processes 
in rockbin heat storage systems has progressed in 
the last fe\~ years. Computer algorithms have been 
developed which efficiently solve the rockbin 
energy balance equations. Two of the most 
efficient and flexible theoretical formulations, 
one from the TkNSYS model and one designed for DOE 
by the Eoeing Computer Services Company to be used 
as a component in an active systems model, have 
been incorporated into a designer-oriented 
computer model developed to simulate passive solar 
houses (SUNCAT). Appropriate controller logic And 
space conditioning algorit"hms have been added to 
SUNCAT (now Ecotope Passive/J~brid Solar Model) to 
allow it to model numerous types of passive/hybrid 
house combinations. 

The incorporation of these rockbin models into 
SUNCAT allows the designer to specify and size 
rockbins, · determine the effect of different 
thermal connections between the rockbin and other 
spaces, and to see the effect of design changes un 
hybrid house performance over any selected time 
period. As an example, the yearly performance of 
a hybrid house is determined for three climates, 
Seat"tle, WA, Nadison, WI, and Albuquerque, NH. 

INTRODUCTION: 

Little analytical work bas been done on hybrid 
houses, such as houses with attached greenhouses 
and active rockbins (1,2), although some authors 
have estimated their performance (3, 4). Studies 
of active solar hot air systems have occasioned 
the theoretical work on rockbin storage (5-8). 
While the general formulation of the theoretical 
problem of heat transfer within rockbins has been 
understood since the thirties (9), numerical 
techniques have only recently been applied that 
efficiently utilize computer resources. 
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Harry Browne 
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PO Box 337 
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ROCKBIN MUDI-:LS: 

The general formulation of the rockbin model 
consists of two energy balance equations , one for 
the air and one for the rocks. (These equations 
arise from the assumption that energy is 
conserved.) They are coupled by a shared term for 
heat transfer between the rocks and air. These 
two equations when combined with some restrictive 
boundary conditions constitute the Schumann model 
(9) for which an analytical solution exists that 
is used to test numerical solutions. 

The two energy balance equations are 
(See Glossary) 

Pa*Ca*dTa/dt + (m*Ca/A)*dTa/dx 

as 

hv*(Tr-Ta) (1) 

Pr*Cr*(l-e)*dTr/dt hv*(Ta-Tr) (2) 

These equations are based 
assumptions: 

on the 

follows: 

follo\ling 

1. The principal resistance to heat flow into 
any one rock is from the air" to the rock 
surface, thus the interior temperature of each 
rock is essentially the same as its surface 
temperature. 

2. The air is in plug flow, thus there is no 
variation in air temperature or flow rates in 
the radial direction. This also implies 
uniform rock temperatures in the radial 
direction. Therefore a one-dimensional model 
suffices. 

3. The conductivity between rock particles is 
negigible, especially in the axial direction. 



4. Axial c.:umluction or dispersion (i.e. eddy 
diffusion and convection) does not occur in the 
air phase. 

5. The physical properties of the .rockbin and 
air are constant. 

6. No mass transfer occurs. 

7. No heat losses to the environment occur (4). 

The solutions that we present to Equations 1 and 2 
will allow for relaxation of four of these 
assumptions. 

Two major practical problems exist in solving 
thesP. equations. The first is that the air and 
the rocks have very different thermal capacities 
and therefore different time constants. A 
straight-forward finite difference solution of 
this set of equations would require many small 
time steps and consequently high computation 
costs, for numerical stabilty and convergence.The 
second problem is the determination of the heat 
transfer rate between rocks and air. It is 
dependent on the speed of the air ·around the 
rocks. This air speed can be related through the 
use of physical and empirical constants to the 
nominal air speed and particle shape, size and 
spacing (5). There is no general agreement on the 
determination of this heat transfer rate, hv. 

Our goal is to determine the performance of a 
hybrid house over periods from a day to a year. 
We will not be interested in modeling phenomena 
within the rockbin that will not appreciably 
effect the accuracy of our solutions over those 
time periods. The heat capacity of air is much 
SGlaller than the heat capacity at rocks, and the 
first term of equation 1 may be discarded with 
small effect on our solution. 

SOLUTIONS: 

P.oc!r~: 

The first general formulation of the solution to 
these two equations assumes that the ratio at the 
heat transfer rate (between the rocks and the air) 
tn thermal mass flow rate (net heat transfer units 
or NTU) is infinite. Equatuons 1 and 2 are 
combined and "!a="lr. With uu.., sltuk.,. Lh<: tw.:. 
major problems faced by a solution of the equation 
are a:c~modated, although at a cost in accuracy 
and ab1l1ty to specify the rockbin parameters. 

This formulation is presented in Hughes, 
et • al. (5) and forms the basis for the rockbin 
module in the TRNSYS model. The major 
justification for this approach is that for most 
practical rockbins under most practical air 
velocities experienced in solar hot air systems, 
NTU is large and as NTU increases the modeled 
performance of solar hot air systems approaches 
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q~ite quickly that modeled assuming an infinite 
NTU (5·). As the determination of NTU is itself 
somewhat problematic and as in some of the cases 
that we have investigated NTU is not large, i.e. 
less then 10, the assumption that NTU is large for 
most practical systems may not not always be 
justifiable. (See Figure 2, NTU's are somewhat 
greater then NTUC's) 

With NTU infinite our two energy balance equations 
become: 

dTr/dt 1-~*Ca/(A*Pr*Cr*(l-e))]*dTr/dx (3) 

We have incorporated the TRNSYS module in our 
ROCKS aubroutino gnd aolved it t~i th thP. fnnJard 
finite difference technique.(10) The stability 
criteria for the rockbin does not require as small 
a time increment as is necessary for the explicit 
solution of the heat transfer equations for the 
house walls in SUNGAT (10). 

Bcsrocks: 

The second solution incorporated into our 
subroutine BCSROCKS is a generalization and 
expansion of that found in flughes (10) and Marvin 
and Humma (6) from the work by a team at the 
Boeing Computer Services Company (7, o). 
Assumptions one, three, four, and seven are 
relaxed (seven is also relaxed in ROCKS and four 
could be). A pseudo-axial conduction that 
approximates the gradual loss of ter.lperature 
stratification during periods of no air flow and a 
pseudo-heat transfer parameter (NTUC) to 
approximate axial diApersion in the air and 
condvction between rocks are developed. Hhile 
lhese considerations can produce a n1ore realistic 
model, NTUC must be determined and the solution is 
still limited in is accuracy by the determination 
of the heat transfer between rocks and air, hv. 
The Boeing team chooses Jury, et.al.'s (12) 
formulArion of hv as the most convincing. 

We have written a hand calculator program that can 
be used to c;!et<;!J:lll!ne NIUC frc;>m the correlation 
used in the HCS study. Figure 1 gives NTUC fo~ ~ 
range of values of the ratio of air flow rate 
(cu.ft,/min) to orooo-gootion~l ~ro~ of rookbin 
(sq.ft.) compared to length of rockbin (ft.) for 
2" round rocks, at 80 degrees r air temperature, 
and a void fraction of .3. 

The ptublem of convergence and stability are dealt 
with by first assuming thal Lhe rock temperature 
is fixed over a chosen time increment as a linear 
funcliuu of distance over each rock nodal point 
within the rockbin. The air temperatures are then 
determined analytically. A corrector-predictor 
routine (modified Euler's) is use.d in the time 
variable to determine rock temperatures for the 
next period. The stability criteria for BCSROCKS 
are more restrictive than those of our ROCKS 
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formulation, but still less restrictive than those 
required by the walls modelled in SUNCAT. 

In Figure 2, these two models as incorporated in 
SUNCAT are tested for convergence to the 
analytical solution of the Schumann model. The 
boundary and initial conditions are the same as 
presented in Marvin and Mumma, except that fifteen 
nodes are used for BCSROC~~ as per von Fuchs (13), 
five nodes are used for ROCKS as per Hughes (5). 
These choices are presently a matter of judgement, 
with tho numbo~ of nodo' roquir~d d•~r~p~fno aq 
NTUC decreases. 

THE ECOTOPE PASSIVE/HYBRID SOLAR t!ODEL: 

\lith BCSROCKS and ROCKS now incorporated into our 
model we are able to simulate hybrid houses. 
System control logic for determining ~nd changing 
the state of the system has been added to SUNCAT. 
This allows the rockbin to heat and cool two 
different zones for any s·et temperature range, to 
interact with a furnace or cooler of fixed heat 
delivery rate and hysteresis, to interact with a 
convective or forced flow between the two zones, 
to be turned off when a lo\Jer set point is reached 
in the rockbin and, finally, to be bi-directional 
heating or cooling. 
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The important feature of BCSROCKS is that it 
unlike ROCKS allows a closer look at the effect on 
hybrid house performance of changes in the rockbin 
length, cross-sectional area, rock size, and rock 
shape, but requires a de~ermination of NTUC and 
some added judgement on the choice of the number 
c" nodes. 

BCSROCKS predicts auxiliary heating energy use at 
35.6 mBTU's/year, for the Seattle case as in Table 
1. This represents a cost in prediction accuracy 
rnmp;HPrl tn R!I!~KS nf $7~/yPilrly hPilting hill ilt 

$10/mBTU. The additional nodes in BCSROCKS (total 
of ten in this case) require additional computing 
effort, i.e. reduced efficiency, but because the 
time increment need not be decreased beyond that 
necessary for the walls this increase is from 
53.36 CPU seconds to 74.54 CPU seconds raising the 
price of a year run for the Seattle case in Table 
1 from $6.04 to $8.48. 

In Table 1, three houses are compared on the basis 
of their yearly heating energy use in millions of 
BTU's per year and their respective solar 
fractions. (See ~ppendix ll for a definition of the 
two solar fractions used.) The first two houses 
have attached south-facing greenhouses, the first 
house utilizes a rockbin (ROCKS) for heat storage 
and the second uses a 1nassive wall on the north 
side of the greenhouse directly in contact 1vith 
the living area. Both houses show considerable 
energy savings over the reference house in all 
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BCSROCKS NODE NUMBER 

PIGURE 2 

· SEATTLE MADISON ALBUQUERQUE 

mB'l'U sf mBTU mBTU sf 

LWAGH 33 .32/.07 

.21/-.08 

49 .28/.19 11 .67 I .66 

TWAGH 38 56 .18/.07 14 .60/.58 

REF 48 -.27 68 -.06 34 .04 

LI~AGH =Lightweight attached greenhouse with rockbin 
THAGH = Attached g.reenhouse with Trombe wall 
REF = Reference non solar house (See Appendix A) 
mBTU = yearly heating energy use 
sf solar fraction with respect to reference house and 

to no loss wall in place of solar greenhouse (14) 

TABLE 
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HORIZONTAL ROCKBINS: 

The major assumption that was not relaxed was that 
of plug flow. In addition, the equations assume 
that the hot air enters the rockbin from the top. 
This assumption allows us to forget the effects of 
convective flow along the axis because the hotter 
rocks are assumed to be at the top and convective 
flow is therefore minimal. 

In a horizontal rockbin that is fed from the side, 
two effects. may occur that will lessen the 
validity of our assumption of plug flow. The 
rocks may settle and provide less resistance to 
air flow at the top and the rocks mAy strAtify in 
the plane perpendicular to the flow, especially if 
they are beneath a floor that is conducting heat 
into an adjoining space. Convective flow can 
follow from this stratification. Nonetheless, 
these situations may be adequately modeled by a 
one-dimensional model if the inaccuracy is of an 
acceptable magnitude, as in the case of the 
thermal capacity of the air. 

Plug flow has been difficult to achieve in 
practice, and many rockbins used in experimental 
work have had severe air leaks (7,8,10). The 
experimental work carried on by the University of 
Wisconsin for BCS showed large variations in 
temperature across the planes within the rockbin. 
Channeling was apparently occuring and measures 
were taken to increase ~niformity of flow (8). A 
pressure drop of 40 to 60 pascals appears to be 
necessary to limit channeling (8,13,15). 

FURTHER WORK: 

further experimental and modeling work needs to · 
take place to determine if the plug flow 
assumption is accurate enough for horizontal 
rockbins. Al thougl1 the passive loads portion of 
the model naa been validated against test cell 
data at the National Center for Appropriate 
Technology and the rockbin model has been 
validated at the University of Wisconsin, the two 
models together with their accompanying systems 
and contoller logic have not been validated and 
the system as a whole would benefit from a test 
cell type validation. In addition, a model such 
as we have developed here should be used to 
determine the performance of various types of 
hybrid houses with different rockbin 
configurations under diffe•ent c~imate conditions, 
so that current design rules of thumb can be 
verified or updated. 

CONCLUSION: 

The Ecotope Passive/Hybrid Solar ~!odd has been 
developed as a tool for designers to access hybrid 
houe:ec. \Jc have found that both rockbin modules 
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can be used effectively in our model. The ROCKS 
module is useful when the details of rockbin 
design are not paramount and BCSROCKS allo~1s 

greater flexibility in determining rockbin 
parameters with increased accuracy and reasonable 
costs. 
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GLOSSARY: 

A cross sectional area of the 
rockbin 

Ca heat cApAcity of the air 
Cr heat capacity of rocks 
e void fraction or space 

between rocks 
hv 

L 
Ill 

NTU 
NTUC 

Pa 
Pr 
Ta 

volumetric heat transfer 
coefficient between 
rocks and air 
length of the rockbin 
rna~~ flow rate of air through 
rockbin 
hv*A*L/m*Ca 
1/[(Dp/L)*Pe + (l+Bi/5)/NTU] 

(variables given in 8) 
density of air 
density of rocks 
temperature of air in the 
rockbin 

Tr temperature of the rocks 
t time 
x distance in the rockbin 

REFERENCES: 

1. Kohler, J.T., Sullivan, P.W., Hichal, Charles 
J., "Simulation of Direct Gain Buildings with 
Active Rockbeds on a Tl-59 Programmable Calculator 
Using TEANET," Proceedings of the 3rd National 
Passive Solar Conference, Volume 1.-:-p:- 424, (1979). 

2. Balcomb, J.D., "Designing Fan-Forced Rock 
Beds," Solar~. p. 44, (1979). 

3. Niles, P.W.P. and Haggard, K.L., Passive Solar 
Handbook of Cal iforni~ Final Revi~-Draft-;
(19 7Y). 

4. Hazria, E., The Passive Solar Energy Book, 
Rodale Press, Em~s, Pa., (19~ 

5. Hughes, P.J., Klein, S.A., Close, D.J •. , 
"Packed Bed Thermal Storage ~lodels for Solar A~r 
Heating and Cooling Systems," Transactions ~f the 
ASNE, .Inurn~ of HPAt:_ TrAn~_fer, ( 1976). . .. 



6. Humma, S.A., Marvin, IJ.C., "A Method of 
Simulating the Performance of a Pebble Bed Thermal 
Energy Storage and Recovery System," 
ASHE-76-HT-73, (1976). 
7. Kuhn, J.K., et.al., "Developing and Upgrading 
of Solar Sys~em Thermal Energy Storage Simulation 
Models," Technical Progress Report, For Period 
March 1, 197o - August 31, 197!!, Boeing Computer 
Services Company, (1979). 

0 • Kuhn, J.K., von Fuchs, G. F., and Zob, A.P., 
"Developing and Upgrading of Solar System 'I;hermal 
Energy Storage Simulation Nodels," Technical 
Progress Report, For Period September 1, 197!! -
February 21:1, 1979, Boeing Computer Services 
Company, (1979). 

9. Schumann, T.E.IJ., "Heat Transfer: A Liguid 
Flowing Through a Porous Prism" ,Journal of the 
Fr.~nklin Institute, Volume 208,p. 405, (1929~ ---

10. Chapman, A.J., Heat Transfer, The Ma~millan 

Company, New York, (1967), 

11. Hughes, P. J., The Design and Predicted 
Performance of the Arlington House, M.S. Th~sis, 

Nech. Engr. Dept.,· University of Wisconsin, 
(1975). 

12. Jury, S.l!., and Berbano, H.C., "Heat Transfer 
in Packed Bed Heat Recuperators - II. The film 
coefficients for dry sorbent solids." Journal of 
the Franklin Institute, Volume 303, No. 4, pp. 
329-343, (1977). 

13. personal communication, George von Fuchs 

14. Palmiter, L., and Hamilton, B., "A Comparison 
of Performance Factors for Passive Solar Heating," 
_!'_r.2_~ed inas of ~ ~ National Passive Solar 
Conference, Volume].," (1979). 

13. Electrohome Ltd., Gfffels Associates Ltd., 
liaterloo Research Institute, Solar Energy Progr~ 
!::. Heat St·orage Subsystem .!_Q.!. Solar Energy: Final 
Report ::.Phase.£._ SolaSTUR - 6, (1979) 

APPENDIX A: 

Tite prototype houses are as follows: 

living ~re~ = 2000 sq,ft. 
length to width ratio= .15 
l storey 
attic R/3!! 
walls = R/19 
floor = R/19 
infiltration l/2 air change/ h.r. 
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windows = 150 sq.ft. non south 
double glazed 

set points = 67F,!lOF 
set back = 12F, on at 10PM off at 6PM 
furnace rate = 25,000 BTU/hour 

The reference house has: 

R/19 south wall with 50 sq.ft. double 
glazed window 

The two solar houses have attached greenhouses 
with 400 sq.ft. of south-facing vertical single 
glazing. South glass to load ratio of .B3 
sq.ft./BTU/DD. 

The house with the Trombe wall has a 400 sq.ft., 
~1ght 1nch~s thick. concrete wall with ::dxtce11 
sq~ft. of vents, and a wall heat capacity to south 
glass ratio of 16 BTU/F/sq.ft. 

The house with the rockbirt. has a 400 cu.ft. 
rockbin (cross-sectional area 40 sq.ft. and 
length 10ft. and a NTUC = 23.4) for a rockbin 
heat capacity to south glass ratio of 21 
ETU/F/sq.ft., a lightweight north wall with 
sixteen square feet of vents and a fan rate of 800 
cu.ft./min. Losses from the rockbin to the living 
space are assumed to be zero. 

APPENDIX B: 

The solar fractions as given in Table 1 are based 
on two different reference houses. The first 
solar fraction is based on the reference house 
described in Appendix A an9 assumes that a wall 
insulated to the standards of the rest of the 
house with a windo~1 area equal to the average of 
the other walls replaces the solar greenhouse. 
The second solar tract1on AS$ufu~S tnat cne solar 
greenhouse is replaced with a wall that has no 
heat loss, i.e. perfectly insulated. The !;UNLAl 
model does not take into account the effects of 
solar radiation striking the outside of opaque 

·walls. It is interesting Lo note that in 
Albuquerque these solar fractions are very 
similar, ~tile in other locations they are not. 
H<:>re r.!it;<:llS'Si.<:m. nf t:lw questi.on nf :<;o];n• frarr.i.on 
is avail~h]e in reference 14. 
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A COMPARATIVE STUDY OP THE TRY AHD TMY 
METEOROLOGICAL DATA 

John Anderson and Doug Madison 
Solar Energy Research Institute 

Golden, Colorado 

aBSTRACT 

This study compares the data for 20 sites common to the 
Test Reference Year (TRY) and Typical Meteorological 
Year (TMY) data sets. The TRY and TMY data was com
pared in terms of eight statistics that are important in 
determining heating and cooling loads in buildings and 
oolar systems performance. The eight statistics include 
average dry-bulb and dew-point temperatures, heating and 
cooling degree-days, humidity ratio, and average insola
tion values. For most locations the average dry-bulb tem
peratures agreed fairly well. The heating and cooling 
degree-day values also were close, with standard devia
tions less than 1096 of typical values. However, the sta
tistics relating to ambient humidity did not agree, and the 
inoolation values generated from the TRY data (with the 
!\SHRAE/DOE-2 algorithm) were quite different from the 
fMY values. Overall, the TRY and TMY data sets are not 
interchangeable over a wide range of simulation problems. 

INTRODUCTION 

An initial stumbling block in solar system and building 
performance design has been the lack of widely accepted 
''representative" weather data. At present, two major 
sets of typical data dominate: the TRY, established by a 
technical committee of the American Society of Heating, 
Refrigerating, and Air-Conditioning Engineers (ASHRAE); 
and the TMY, which was chosen by Sandia Laboratories 
under contract to the Department of Energy (DOE). 

To understand the differences between the TRY and TMY 
data sets, one must understand how each of the data sets 
was chosen. The TR Ys were chosen on the basis of dry
bulb temperature alone [l]. Years that contained tem
perature extremes were eliminated from the collection of 
)'ears for which data were available. Thus, the first year 
eliminated was that which contained the hottest July; the 
second year eliminated was that containing the coldest 
January, etc. After all but one of the available years of 
data had been eliminated, the remaining year was desig
nated the Test Reference Year. 

By contrast, the data for TMYs were chosen on a monthly 
basis [2). Thus, a TMY is normally composed of one month 
from each of 12 different years. The pool of available 
data was narrowed to five candidate months based on a 
statistic that included the weighted effects of dry-bulb 
tP.mperature, dew-point temperature, wind velocity, and 
inoo!M.ion. Table 1 shows the weighting factors used. The 
single most typical month was chosen from among the five 
candidate months on the basis of the day-to-day "persist-
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Table 1. Weighti~ Paetors Used in Selee~ 
candidate Months for TMYsfi 

Dry Bulb Dew Point 

Min 
1/24 

Mean 
2/24 

Max 
. 1/24 

Wind Velocity 

Max 
2/24 

Mean 
2/24 

aFrom Ref. [2). 

Min 
1/24 

Mean 
2/24 

Max 
1/24 

Solar Radiation 

. 12/24 

ence" of the dry-bulb temperature and global radiation. 
The procedure that was used to select the TMY data thus 
gives primary consideration to··insolation values and much 
less consideration to other factors such as dry-bulb tem
perature. 

Of course, the user's main concern with these procedures 
iS whether they produce a data set that is representative 
of the long-term data for a given location. This issue has 
been addressed by studying each of these data sets indi
vidually. Arens et al. [5] compared the number of heating 
and cooling degree-days calculated from the TRY data to 
those calculated from the long-term data~ His results 
showed that although the TRY data contained slightly 
cooler temperatures than the long-term data, the agree
ment was good. Freeman [6] made an exhaustive exami
nation of the representativeness of the TMY data in terms 
of both the building loads and predicted solar system per
formance. He discovered some discrepancies in the solar 
system performance predicted for months with low loads, 
and he doubted the typicality of the diffuse radiation. 
However, he concluded that the agreement between the 
TMY and the long-term data was adequate for most simu
lation work, especially when the desired results were 
seasonal or annual values. 

In this study, the TMY and the TRY data are compared for 
agreement in terms of eight meteorological statistics 
chosen on the basis of their importance in determining 
both building loads and active and passive oolar system· 
performance. The statistics used are: 

1. Average dry-bulb temperature 

2. Heating degree-day~, base temp. = 65° F (18.3° C) 



3. Cooling degree-clays., base temp.= 65°F (l8.3°C) 

4. Av~rage dew-point temperature 

5. Total hourly differences between the ambient humidity 
ratio and the humidity ratio at 77° F and 50% relative 
humidity (!lw) 

6. Average daily direct radiation on a horizontal surface 

7. Average daily diffuse radiation on a horizonml s1.1rface 

8. Average daily global radiation on a horizontal surface 

These statistics were compared on both a monthly and an 
annual basis for 20 sites common to TRY and TMY data. 
These sites are shown in Fig. l. Since both of these data 
sets claim to reflect the long-term meteorological trends 
in at least some respects, this study examines how well 
they agree with each other. That is, to What degree are 
they iult!t'chtmgeable? 

Fig. l. 

Stations Common to Both 
TRY and TMY 

Browngvillo 

Locations of the 20 sites Common to the TRY 
and TMY Data Sets. 

RESULTS 

Dry-Bulb temperature 

Although the TMY selection procedure weighted dry-hulh 
temperature rather weakly, the agreement between the 
two data sets in this area was reasonable. The standard 
devJt'l.tiOn ot' the differences in the monthly averages was 
1.3° C, while the standard deviation of the differences be
tween the annual values was only 0.6° C. Figure 2 shows a 
sea tter plot of annual averages from the TRY plotted 
agtunst those ft·om the TiVIY. Each point on the plot rep
resents one of the 20 locations shown in Fig. l. The worst 
agreement was found for Washington, D.C., which had a 
monthly standard deviation of 2.09° C. 

Heating and Cooling Degree-Days 

The number of heating or cooling degree-days for a given 
period is a function of both the average dry-bulb tempera
ture for that period and the spread of the hourly tempera
tures around that average. The number of degree-days 
provides a single measure of the overall congruence of the 
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5 

/ 
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TMY 

Fig. 2. TRY vs. TMY: Annual Average Dry-Bulb Tem
[lerl:ltt.•re~ ~C). 

two sets of temperature data. In this study, both heating 
and cooling ·degree-days were based on a temperature of 
65° F O!l.3° C). . 

Figure 3 shows the annual heating degree-day values from 
the TRY data plotted against those from the TMY data. 
ThQ standard deviation of the difft!t't!llces between the &.li
nual values was 142 degree-days, while the standard devi
ation for the monthly values was 40 degree-days. For a 
location with about 3000 heating degree-days nnnually or 

6000.--------------------------, 

5000 

4000 

> a: 3000 
..... 

2000 

1000 

Annual Heating 
Degree (°C}-Days 

.. 
Std. Dev.= 
142 Degree-Days 

=---+----+----1----1---- I 

1 000 2000 3000 4000 5000 6000 

TMY 

Fig. 3. TRY vs. TMY: Annual Total Heating Degree(C)
Days. 



500 degree-days monthly (such as Columbia, Mo.), these 
values represent about 5% and 8% of the totals, re
spectively. TMY and TRY data agreed the least for 
Washington, D.C., where the TMY data predicted 16% 
more annual heating degree-days than the TRY data. 
Overall, the cooling degree-day data did not agree quite 
as well as the heating degree-day data. Figure 4 shows a 
sea tter ·plot of annual cooling degree-days from the TRY 
data versus those from the TMY data. The standard devi
ation of the differences in the annual cooling degree-days 
was 80 degree-days, and the monthly standard deviation 
was 23 degree-days. For a location such as Nashville, 
Tenn., with -1000 cooling degree-days annually and -250 
cooling degree-days monthly, these standard deviations 
represent about 8% and 10%,respectively, of these totals. 

> a: 

2400~----------------------~ 

2000 

1500 

Annual Cooling 
Degree( C)-Days 

t- 1000 

Std. Dev.= 

500 80 Degree-Days 

0~--~----~----~--~~~ 
0 500 1 000 1500 2000 2400 

TMY 

Fig. 4. TRY vs. TMY: Annual Total Cooling Degree(C)
Days. 

Overall, these figures demonstrate reasonable agreement 
between TRY and TMY data sets for most locations. Be
cause the method used to find the TMY offered much 
more month-to-month flexibility, this agreement is re
markable. 

Dew-Point Temperature 

Because the TRY selection process chose only on the basis 
of "nonextreme" dry-bulb temperatures, the typicality of 
meteorological factors indicative of latent cooling loads 
was ignored. On the other hand, the TMY selection proc
ess weighted typicality of the dew-point temperature 
equally with that of the dry-bulb temperature. Thus, any 
degree of agreement between TRY and· TMY data sets in 
this area is fortuitous. Figure 5 shows a scatter plot of 
annual average dew-point temperatures . .The standard de
viation of the differences between the annual averages 
was 0.9°C, while the standard deviation of the monthly 
averages was 1.9° C. These values are about 50% larger 
than those for the dry-bulb temperature, indicating signif
icantly worse agreement. 
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Fig. 5. TRY vs. TMY: Annual Average Dew-Point Tem
perature(C). 

Humidity Ratio 

Although the average dew-point temperature indicates the 
average humidity, there is no universally accepted figure 
that describes the spread of the individual humidity values 
about the average value in the way that degree-days do. 
To get some feeling for this spread, a quantity that rep
resented the difference between the ambient humidity 
ratio (calculated from the dew-point temperature) and the 
humidity ratio at 77° F and 50% relative humidity 
(w = 0.0 1) was used. This humidity difference (ilw) thus 
represents the Ibm of water (per month or year) that 
would have to be removed from the air if the infiltration 
or ventilation rate were 1 Ibm of air per hour. 

The annual totals for TRY data are plotted against those 
for TMY data in Fig. 6. The agreement between the data 
sets is poor for either large or small values, i.e., for either 
very humid or dry climates, and the TRY values tend to be 
higher than the TMY values. The annual and monthly 
standard deviations . are 1. 72 and 0.44 lb H20/{lb 
air/hr), respectively. Although the annual totlfis reason~ 
bly agree, the monthly values do not agree well. There
fore, the two data sets will not predict the same latent 
cooling loads on a monthly basis, and on an annual basis, 
the TRY data tend to predict higher latent loads than 
TMY data. Since the TRY data was chosen without reeRrd 
for typicality of dew-point temperatures, it seems reason
able to assume that the latent cooling loads predicted by 
the TMY data will be more representative of the long
term data. 

Insolation 

The 'l'R Y data do not contain solar insolation data. How
ever, programs such as DOE-2 contain an ASHRAE algo'-
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40 

Fig. 6. TRY vs. TMY: Annual Total Hourly Difference 
Between the Ambient Humidity Ratio and the 
Humidity Ratio at 77°F and 5096 Relative Hu
midity. 

rithm [3,41 that generates direct and diffuse insolation 
values from the cloud cover data available in the TRY 
data. The values of direct and diffuse horizontal radiation 
generated by this algorithm were used for this compari
son. 

The TMY data contain values for both global horizontal 
(standard year corrected) and direct normal radiation. To 
make direct comparisons between the TMY values and the 
values generated from the TRY data, several calculations 
had to be performed. First, the direct normal radiation 
had to be corrected to direct horizontal radiation. Then 
the diffuse horizontal could be obtained by subtracting the 
direct horizontal from the global horizontal. In this way, 
three monthly average daily radiation numbers were cal
culated for comparison: direct horizontal, diffuse hori
zontal, and global horizontal. 

The results of this comparison showed major discrepancies 
hetween the insolation values calculated by DOE-2 from 
the TRY data and the values from the TMY data. Fig
ures 7, 8, and 9 present the annual average daily direct, 
diffuse, and global radiation, respectively. The direct 
radiation values generated from the TRY data are consis
tently 1.5 to 2 times higher than the TMY values for all 20 
locations. On the other hand, the diffuse radiation values 
generated from the TRY data are consistently Only 1/3 to 
1/2 as large as the TMY values. Since the global radiation 
is the sum of the direct and diffuse, any differences in 
these two values are reflected in the global radiation. 
However, since the direct radiation values are so much 
larger than the diffuse values, the differences in direct 
radiation dominate, and the TRY-generated global radia
tion values are much larger than the TMY values. 

340 

25000 

20000 ·' . -.... .. 

. . 

~ 15000 
1-

Annual Average Daily 
Direct Horizontal 
Radiation (kJ/m2) 

15000 20000 25000 
.TMY 

Fig. 7. ASHRAE Algorithm Using TRY Data vs. TMY: 
Annual AverRgP. Daily Direct Radiation on a Hor
izontal Surface. 
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Fig. 8. ASHRAE Algorithm Using TRY Data vs. TMY: 
Annual Avet·age Daily Diffuse Radialion. 

This comparison of TMY insolation data with an ASI-IRAE/ 
DOE-2 algorithm is not a true comparison between TMY 
and TRY data. Unless the TMY data are grossly unrepre
sentative, the algorithm is deficient in generating reason
a!Jle values. 

CONCLUSIONS 

The TRY and TMY data sets agree marginally well on sta
tistics related to dry-bulb temperature, giving standard 
deviations within 10% of typical values for both the 
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Fig. 9. ASHRAE Algorithm Using TRY Data vs. TMY: 
Annual Average Daily Global Radiation on a Hor
izontal Surface. 

annual and monthly degree-day figures. However, the 
agreement of the statistics for humidity is not as good, 
and the insolAtion vAlues do not agree. 

To a user, the importance of these discrepancies depends 
upon the type of building or system that is to be simu
lated. For example, the heating loads predicted by the 
two data sets for a large commercial building whose load 
is dominated by internal generation and ventilation re
quirements should agree fairly well. The sensible cooling 
loads for such a building should be very similar. However, 
the two data sets will predict substantially different re
sults if they are used to predict latent cooling loads, loads 
on skin-dominated buildings where solar gain is important, 
or other types of solar installations. 
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Of course, improvement of the ASHRAE/DOE-2 insolation 
generating algorithm would probably alleviate some of 
these problems, and if TRY data is to be used, this algo
rithm must be improved. However, it seems that one cer
tainly cannot use TRY and TMY data interchangeably over 
a broad range of problems. 
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AN "MRT METHOD" OF COMPUTING 

RADIANT ENERGY EXCHANGE IN ROOMS 

Joseph A. Carroll 
UCSD Energy Center 
La Jolla, CA 92093 

ABSTRACT 

The "MRT View Factor" method presented in this paper 
couples each surface in a room to an MRT node, which 
acts as a clearinghou:;e fur all radiative exchanges. 
An upward adjustment in the coupling between each 
surface and the MRT exactly cancels that surface~s 
self-weight in the MRT. The adjustments also happen 
to improve the accuracy of the conventional view 
factors implicitly assigned by MRT methods. The 
effects of surface emittance and air emittance (typ
ically .05-.15 in residences) are modelled without 
difficulty. For greatest accuracy, radiation coef
ficients can be varied with temperature. 

This method is inherently free from heat balance 
errors and errors in the overall radiative coupling 
of each surface to its environment. Errors do occur 
in the "implicit view factors", but errors such as 
this are inherent in any method which overlooks the 
gory details of the enclosure geometry. Coplanar 
surfaces cause the largest errors, and these errors 
can be compensated for if necessary. 

1. INTRODUCTION 

In simulati~g the thermal performance of buildings, 
one must predict not only Tair but also the Mean 
Radiant Temperature, for the MRT is typically nearly 
as important as Tair in determining the overall sen
sation of warmth experienced by occupant~ (1). Most 
simulation programs calculate radiant energy ex
change using view factor techniques, which explicitly 
couple each pair of surfaces. The programs then 
separately calculate the MRT from the surface tem
peratures and radiant energy sources such as sunlight. 

The possibility of using the MRT not only in comfort 
estimates but also in room heat transfer calculations 
led to the current analysis. The advantage of using 
the MRT can be considerable: coupling each of N 
surfaces to the MRT (which must be calculated anyway) 
need involve only N heat transfer calculations, while 
linking each surface to all other surfaces plus a 
radiant source of energy involves N2 calculations. 

The basic problem with applying the MRT to heat 
transfer is that coupling a surface to the MRT impli
citly couples it to each surface which is represented 
in the MRT--including itself. This "self-weighting" 
of surface i in the MRT means that (MRT-Ti) will be 
less than the true driving force for heat transfer, 
the difference (To,i -Tj_), where the T0 ,i is the pro
perly weighted average of all surface temperatures 
other than i. As a result, radiant energy transfer 
will be consistently underestimated by an amount 
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proportional to the self-weight of surface i in the 
MRT. 

There are two ways to compensate for this error: 
adjust the MRT, or adjust the connections to the MRL 
A recent version of BLAST does the former. At each 
timestep, BLAST calculates the sum of the emittance
area products and the sum of the emittance-area
temperature products. Then at each surface i, the 
program.subtracts i's contributions to the two sums 
and divides the remainders to get an estimate of TO,i. 

The MRT Method proposed here uses the other strategy. 
The total radiative conductance Ui from each surface 
to the MRT includes a factor Fi which exactly compen
sates for its self-weight in the MRT. This strategy 
is faster than that used by BLAST, and turns out to 
be more accurate as well. 

The Fj factors are analogous to view factors and thus 
will be called "MRT view factors". The procedure for 
calculating them will be shown for a cube and then 
generalized to deal with arbitrary polyhedra. Then 
the method will be applied to real (i.e., messy) 
enclosures. Subsequent sections will further general
ize the MRT view factor method to deal with air 
emittance, gray surfaces, radiant sources, and large 
variations in temperature. The final section will 
show how the method can be used to greatest advantage 
in a forward difference algorithm. 

The appendix provides a geometrical image of the 
MRT view factor method as a mapping of polyhedra onto 
a sphere. This analogy provides a guide for apply-ing 
the method to the problem situations discussed in 
section 3. 

2. MRT VIEW FACTORS 

Consid~r a hollow cube. Each facet is an isothermal 
blackbody emitter, and the gas in the cube has zero 
emittance. If the temperature differences are small, 
we may estimate the MRT within the cube as the area
weighted average surface temperature. 

If we want to use that MRT in calculating the radiant 
energy transfer within the cube, we must assign a 
conductance U from each surface to the MRT. We start 
by differentiating the radiation equation to find hb, 
the blackbody radiation coefficient: 

hb = 4crT3 (1) 

Since each surface i has a weight of 1/6 in the MRT, 
(MRT-Ti) is 1/6 less than (T0 i-Ti). To compensate 
for this reduction in the app~rent driving force for 



heat transfer, the hb must be scaled up by a factor 
of F to get an effective radiation conductance U 
between i and the MRT: 

F 

u 
1/ (l-1/6) 

hb Fi 

(2) 

(3) 

The factor F can best be described as an overall view 
factor from each surface to all the surfaces repre
sented in the MRT, including the surface itself. The 
effective portion of F is exactly 1; the remainder 
of F is a futile self-coupling, an artifact which 
creates no errors. 

This "MRT view factor" concept can be generalized to 
irregular enclosures as follows: the self.-\veight 
each facet i in the enclosure varies directly not 
with area Ai. but rather with the "UA", which changes 
with Fi as well as with Ai. Thus the "i/6" term above 
must be replaced by AiF;j (Sum of all Ai Fi), giving 
the following matrix equation: 

Fi = 1/(1-AiFi/SumAiFi), (4) 

to be solved once, at the beginning of a simulation. 
A simple iterative algorithm is adequate, using 
initial v:~lues of Fi=1 for the Fi terms on the right 
side of equation 4. The iterations converge quickly 
unless one facet is much larger than any of the 
others, and seem to converge enventualiy for all 
physically possible polyhedra. 

One can easily perform a Y~ transformation on the 
resulting MRT network to compare it to a conventional 
view factor network. The direct coupling AiFij from 
each surface i to each surface j will be: 

AiFij = A_jFji = AiFiAj Fj /(SumA]Fi) (5) 

This and other MRT methods implicitly assign conven
tional view factors Fij independently of relative 
position in an enclosure. Since true view factors do 
generally vary with relative position, this means 
that MRT methods introduce some view factor errors. 
This insensitivity to position is an unavoidable 
consequence of the reduction in the number of expli
citly assignable conductances in an MRT network. 

The individualized values of Fi for irregular poly
hedra generally result in implicit view factors more 
accurate than those directly determined by area. 
The appendix shows why this is so, and also shows 
how one can intuitively assess how well a given geo
metry can be handled. 

It should be noted that although there may be view 
factor errors in this method, the set of (UA)i to the 
MRT form a consistent thermal network, which allows 
heat transfer calculations that are inherently free 
from heat balance errors. 

3. APPLICATION TO REAL ENCLOSURES 

The above discussion has dealt with "facets" of an 
enclosure. Application to real rooms is simpler if 
one deals with "components", which may extend over 
several facets which view each other, or which may 
share a facet with another component. Procedures for 
those cases are described below. Then problem cases 
are discussed, including the case of "one-zone" 
models of multi-room buildings. 

If different facets of a component do not see each 
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other, they are best considered as one larger facet 
in the 'Fi calculations. In cases where mutually 
viewing facets of component i are comparable in area, 
one can simply use the total number of facets Ni of 
that component, and their total area Ai, iu a new 
form of the MRT view factor matrix equation: 

Fi = 1/(1-(Ai/Ni) Fi/(SumAiFi) (6) 

The number of facets Ni need not be an integer and 
need not be estimated too accurately, because it is 
only used in the above equation and usually has only 
a fairly weak effect on Fi. (For components in typical 
rooms, Fi is usually between 1.0 and 1.3.) 

Separate components which are coplanar or otherwise 
shielded from each other present more of a problem. 
The erroneous implicit view factor between them can 
be reassigned to other eurfaceo by tho following 
strategy: the two components are treated as the .frac
tions Ni of a larger facet. After the Fi values arc 
calculated, then the erroneous coupling AiFij between 
the pair of non-viewing components is evaluated using 
equation 5. Then a "negative coupling" of equal 
magnitude ic aesigned directly between th~t pair nf 
components, to explicitly cancel the implicit coup
ling through the MRT node. This Acljustment adds to 
the complexity of the network, and should only be 
used where simpler alternatives are inappropriate. 
The simpler alternativeG and their applications are 
discussed below. 

If both components are small in area, then the 
erroneous coupling will be very small. Thus one can 
ignore the fact that they are coplanar and simply 
treat them as separate facets having Ni=1. This 
is also adequate in cases where components coplanar 
to i have an averag•: temperature similar to that for 
the surfar..es act11ally viewed hy i. Thus letting <1 
window "see" a well insulated frame wall coplanar 
with it will not create large errors. 

If the components are large but have similar tempera
tures, or similar thermal properties, then they can 
be considered fractional parts of one facet, but the 
,;negative coupling" cau be £>k.1pped. This might apply 
to the case of a shallow rockbin under part of a slab 
floor. (In fact, the erroneous radiative coupling may 
be smaller than the actual transverse conductive coup
ling between the floor SQctions.) 

The only condition where Lite decoupling scheme seems 
really necessary is where coplanar components have 
suhstantial area and significantly different tempera
tures and thermal properties. For example, modelling 
a large Trombe wall as "seeing" a large window on the 
same building face would clearly overestimate heat 
losses from the wall. 

Enclosures with high aspect ratio and significant 
temperature gradients and differences in component 
properties in the long direction present problems, 
because axial heat tranGfer in long enclosures is a 
diffusion-like process involving significant gradients 
along the long surfaces, and most heat transfer models 
ar;;, l.Jased on an assumption of isothermal surfaces. One 
can divide an enclosure into several distinct regions 
having coupled MRTs, and such a treatment should be 
more accurate than view factor methods unless they 
also partition the enclosure. The aspect ratio of 
each element will affect the results, and the best 
ratio to use has not bc,en determined y~t. 



he final problem case is the most practical one: 
a one-zone model of a multi-room building. The fol
lowing procedure should give the most representative 
results. Start with a list of the total areas of 
each type of component. Construct a single room using 
all of them, dividing any components which normally 
have some view of themselves into facets in accordance 
with the following two rules: 

1. The sum of the Ni for large-area components should 
be similar to the number of major planes in a typical 
room in the building (usually about 6). Components 
may be divided into non-integer numbers of facets. 
Components with small areas such as windows and doors 
should not be included in this sum. 

2. The relative size of the facets of different com
ponents should be representative of their relative 
size in a room. Thus the wall and window components 
should typically be divided into facets which ea~h 
have smaller areas than the floor. 

The choice of Ni values is not critical, since it has 
effect only on Fi, and generally only a weak effect 
at that. However, components with a large total area 
(such as interior partitions) must be divided i.nto 
a reasonable number of parts, so that they are partly 
coupled to each other. Otherwise, their effect on 
other components will be exaggerated. 

4. MODELLING THE EMITTANCE OF ROOM AIR 

Accurate modelling of the effects of room air emit
tance is not necessary in most room-size enclosures. 
This is fortunate because of all the non-linearities. 
The simple formula below was developed to fit the 
data of Hottel (2), and estimates the average air 
emittance £a over a range of path lengths in residen
tial enclosures as a function of room size and water 
vapor content, with a minor adjustment for average 
room surface emittance ls· (This is included because 
totalemittance rises slower with non-gray gases than 
with gray gases when the effective path length is 
raised by surface reflections.) The contribution of 
C02 has been neglected, but Hottel's data shows it 
is minor. The formula is: 

~a= .08 ls ln(l + 4 V/(Af.s) lUI exp(T~/17) (7) 

\·,hore V/A iu the ratio of room volumo to -.oom cu.-face 
area (in meters)_, RH is the relative humidity (/100%), 
and the exponential term represents the variation of 
saturation water vapor density with air temperature 
Ta (°C). For laC:· 2 or so, the errors in the above 
are usually under .02. 

To show how air emittance is modelled in an MRT net
work, it is helpful to use the term "view factor" 
unconventionally. If fa= .1, each face of a cube 
will be coupled radiatively to the air as if it were 
a cloud of particles having a viewfactor = .1 from 
each surface. Since the ai.r thus redur.P.R P.<H".h of the. 
other view factors by .1, it should do that for the 
implicitly determined view factors in the MRT network. 
The best fit will be obtained by simply assigning an 
area Aa to the air and treating it as another i: 

Aa = Ea (Sum of all Ai except Aa) 

(UA)a ~ hb Aa Fa 

(8) 

(9) 

larialluus lu fa usually !tave uuly a sl.i.&ltl effe~.;l 

on the other Fi. To reduce run time in simulations 
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which permit air emittance to vary over time, one can 
calculated fixed Fi values at the beginning, for a 
case with average absolute humidity, and then at each 
timestep scale the Aa with Ea. 

5. GRAY SURFACES 

If one assumes evenly irradiated isothermal diffuse 
gray surfaces, then there is no need to keep special 
track of reflected rays in an enclosure: they will 
be distributed just the same as emitted rays. For 
such a case, A.K. Oppenheim (3) has shown that one 
can properly model the effects of surface emittance 
merely by inserting a "surface resistance" at each 
surface having less than emittance surface. The 
proper resistance can be directly inserted into any 
MRT network, and the resulting Ui is: 

(10) 

The limitations in the previous paragraph may seem 
rather severe. The same limitations apply to most 
view factor methods. Deviations from those conditions 
will result in equal errors in the MRT method and 
the conventional methods. Given the high emittances 
of most building materials, the errors are likely to 
be negligible, with the possible exception of errors 
due to large gradients in irradiation and temperature. 
Errors in those cases can be minimized by partitioning 
the enclosure, as discussed in section 3. 

6. SOURCES OF RADIANT ENERGY 

The term "Mean Radiant Temperature" is usually defined 
as the temperature of a uniform black enclosure in 
which an occupant or object would have the same net 
radiative energy transfer as occurs in an arbitrary 
environment. Since direct gains onto people and sur
faces change the radiative balance, the true MRT will 
be higher (by a somewhat variable amount, depending 
on the surface), than the "longwave MRT", MRTL. One 
can model this increase for the average room surface, 
and also distribute the direct gain to the various 
surfaces in this MRT method using the following 
equations: 

MRTL = Sum(T UA){ / Sum(UA)i 

MRT = ~mTL + Qr/Sum(UA)i 

Qi = (UA)i (MRT-Ti) 

(11) 

(12) 

(13) 

This distributes direct gain ~nd other radiant gains) 
based on longwave properties, and has several effects. 
First, one cannot directly assign the gains arbi
trarily to each room surface. For ordinary high
emittance building surfaces, the gains will be auto
matically delivered to surfaces based on their area, 
with a slight bias towards larger surfaces because of 
their higher Fi. To sort the gain differently, one 
can first do the equations above, and then explicitly 
transfer directly from one surface to another whatever 
fraction of the gain one wishes to redirect. One can 
also use the same procedure to eliminate the two arti
facts of the MRT method discussed below. 

A portion of the gain will be assigned to window sur
faces, based on their weight in the MRT. Since the 
inner surface of a window is farily well coupled to 
the outside environment, about 40-80% of that portion 
of the gain will be effectively lost to ambient. 



This effect can be regarded as modelling the optical 
inefficiency of building enclosures as cavity absor
bers: it scales properly with window area and has 
approximately the right magnitude (a few % in most 
cases). However, the model is affected by overall 
window conductance to ambient, while real behavior 
depends rather on the insolation angle, the room geo
metry and surface absorptances, and the "inside-out" 
shading coefficient of window assemblies. Thus the 
results of parametric studies of window U-values will 
be slightly less accurate than those of window area. 

Another effect of sorting the gain based on longwave 
properties is that approximately Ea of the total gain 
will be delivered to the air. This effect also 
happens to correspond to something real: the increase 
in convection coefficients on strongly heated sur
faces. When window coverings (drapes, shades, blinds) 
and other surfaces such as patches of rug are in 
bright sun and strongly heated, they will be coupled 
much better than usual to the room air. The simplest 
way of modelling this is to assign some small amount 
of the solar gain to the air node. The MRT network 
happens to do this automatically, if ia>U. 

A final subtlety regarding direct gain is that the 
MRT network calculates the impact of the gain for an 
average surface in a given room. As a result, the 
direct gain effect on people will be estimated most 
accurately if people share the sun with room sur
faces roughly on an area-weighted basis. If the 
average effect is known to ·be different for the two, 
this difference can be compensated for in the comfort 
calculations, after the heat transfer calculations 
are done. 

7. LARGE VARIATIONS IN TEMPERATURE 

Near room temperature, radiative couplings between 
surfaces vary 1%/0C with variations in mean tempera
ture. Many other properties such as capacitance, con
ductivity, convection coetticients, and a~r em~ttance 
also vary with conditions, and it is not unusual for 
their variations to counteract each other somewhat. 
For example, a passive house will tend to have higher 
direct gain, lower temperature, and lower absolute 
humidity in cold weather than in warm weather. The 
resulting variations in he, hr, and ra will tend to 
cancel each other out, so that a model which varies 
only the hr may be less accurate than a simple linear 
model which uses the right average properties. 

Even in cases where the variations do not cancel, the 
net error may be less than expected. An example is 
a linear model which always underestimates the coup
lings from heated surfaces. Their temperatures will 
then be overestimated, which reduces the error in the 
estimate of their effect on the MRT and their heat 
exchange with other surfaces. 

Nonetheless, it is useful to have procedures to vary 
radiative couplings with temperature. Many enclosures 
are subject to larger variations over time than over 
space. In such cases, all couplings may be adjusted 
together at each timestep, by a factor proportional 
to MRTL3 (degrees K): first calculate the !1RTL 
using baseline (UA)i, then adjust the UA~ then add 
the gain, then calculate the heat transfer at each 
surface. This procedure (and the next one) cause no 
heat balance error, because scaling the UAs does not 
change thetffiTL if all conductances change together. 
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A more complicated procedure can deal accurately with 
cases involving significant temperature variations in 
space as well as over time. It scales each (UA)i by 
two fac.tors nearly proportional to T1~, and estimates 
the fluxes at each surface within about 1% for sur
faces between OC and SOC. It also correctly biases 
the MRT towards the warmer surfaces. 

To vary the conductances individually, one calculates 
base values (UbA)i for each conductance, for a tem
perature of 27C (81F). Then at each timestep, each 
conductance is first adjusted individually: 

(14) 

Then the MRTL is calculated from all the Ti and (U'A)i, 
and all conductances are adjusted again (together): 

(UA)i ~ (.865 + MRTL/200)(U'A)l (15) 

(In English units, the numbers in both equations 
above should be .775 and 360.) Then solar and other 
radiant gains are included and the heat transfer at 
each surface is calculated. 

On!i can usa the above procedure on '.1 0nP-.<:hnt h<>"i.s 
to find the best-fitting U; for each component. The 
estimates of average temperature for each component 
should be biased towards conditions involving large 
temperature differences, because that is when Ui 
errors have the greatest etfects. Using the procedure 
in this way would be most useful for components such 
as Trombe walls and windows, which are consistently 
warmer or cooler than the room. 

8. USING MRT NETWORKS TO GREATEST ADVANTAGE 

The potential advantages of the MRT view factor method 
in reducing computation time were mentioned in the 
introduction. In some applications, few of these 
advantages will be realized. For example central and 
backward difference equations must include terms for 
all nodes directly or indirectly tied to each other, 
and reducing the number of explicit connections may 
not speed computation very much. 

Even some forward difference techniques will not take 
maximum advantage of this method. For example, some 
programs reduce the size of a network by "dissolving" 
:;~Jl. milso;;l~!O<;: nnrl<;>" bPf(.lrP thP <:imnliltinn hPein,;. This 
process should not be applied to the MRT and air nodes, 
because that will increase the number of conductances 
in a network. 

Art eft1c1ent algorlthm for linear netwurlu.: cuuLalulug 
controls is shown below. It assumes that after the 
radiative and convective (UA)i have been found, a 
Y-A transformation has eliminated each massless 
.~ur.fll..-.<". nnrlr.. f.inr.c. rl:i .~:o~n] v:i n~: n :mrfncc node coup leo 
the MRT and air nodes not only to mass i but also to 
each other anyway, one can include air emittance in 
the model wi thottt increasing nm time. X is thP. totl'll 
cross-coupling between the MRT and air nodes, and Ri 
and Ci are the radiative and convective couplings to 
mass i. Infiltration is represented as a Ci to ambient. 
SumCi and SumRi, the sum of all the couplings from 
the masses to the air and MRT nodes respectively, 
(excluding conductance X), are also precalculated. 

If the simulation permits night insulation or shading 
which alters the conductance of windows, the proper 
set of precalculated terms is chosen at the beginning 
of each timestep. 



A "bootstrap" procedure is used to deal with the two 
coupled massless nodes. It looks inefficient because 
it works in several steps. However, if any changes 
in control state are required after the MRT and Tair 
are found for one control state, the intermediate 
steps quickly pay for themselves. The procedure will 
be described very briefly. 

First, for both the MRT and air nodes, calculate the 
sums of the CiTi products and the RiTi products, 
SumCiTi and SumRiTi. (This excludes the cross
connection X.) Then add all fixed heat sources into 
SumCiTi and SumRiTi. 

Next, include the effects of the coupling X in the 
air temperature by multiplying SumRi and SumRiTi by 
a factor of X/(SumRi+X), and add the results to 
the SumCi and SumCiTi. (This has the effect of a 
Y-A transformation, temporarily eiiminating the MRT.) 
Then one can calculate the Tair and MRT: 

Tair = SumCiTi/SumCi (16) 

MRT = (SumRiTi +X Tair)/(SumRi+X) (17) 

Then any necessary control decisions can be made. 
To include the effects of adding venting and rockbed 
or other fans, or backup heat, one simply adds their 
contribution to the sums on the right side of the 
two equations above and updates the Tair and MRT to 
represent the new control state. 

Finally, the Tair and MRT are used in the finite 
difference equations which predict the future 
temperatures at each mass based on their current 
temperatures and rates of change. 

The algorithm described above has been used in 
simulations of a 7-component, 20-mass system with 
all the control features listed above. These simula
tions have been done on a microcomputer, and it 
would not have been nearly as feasible to do such 
work without an MRT network such as is provided by 
the MRT view factor method. The advantages of this 
method also extend to main-frame computers, where 
parametric studies and multi-zone simulations become 
more affordable.when an efficient "room" algorithm 
is used. 

Besides direct use in simulations, the MRT view 
factor method may al~ou L"' u,;.,[ul ln improving t:he 
accuracy of even simpler models of room heat trans
fer. Model!5 invol.v:i.ne a "room" or "globe temperature" 
node differ from MRT-air models only in that they 
·have effectively added an infinite conductance 
between the MRT and air nodes. A careful analysis 
of those methods in this light may show ways to 
minimize their errors. 
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APPENDIX. MAPPING ENCLOSURES ONTO A SPHERE 

To shed light on the MRT view factor method, it is 
useful to introduce a geometrical interpretation. 
Consider a spherical enclosure. The length of a 
chord between any two points on the sphere is pro
portional to the cosine of the arigle of incidence 
at each end of the chord. Thus the second-power 
distance effects exactly cancel out the cosine 
effects which occur at each end of the chord. Since 
each region on a sphere sees itself and others on 
a strict area-weighted basis, a simple MRT scheme 
will provide exact results for diffuse gray surfaces; 
relative position is entirely irrelevant. 

Next inscribe a polyhedron such as a geodesic dome 
within a sphere. By using a somewhat smaller sphere, 
we can obtain the best fit between the sphere and 
the edges (rather than the corners, or the faces) 
of the polyhedron. We can then map the dome onto the 
sphere by projecting each facet i of the polyhedruu 
onto the area Si on the sphere, where Si is the 
region shaded by facet i from raniation inside the 
dome, Since area Si is a C\)nCave surfaee having 
facet i as an aperture, they have the same effective 
views of othP.r surfaces. Since the sphere can be 
modelled without error by an MRT method, the only 
geometrical errors in the MRT method result from the 
mapping operation. 

The MRT view factors Fi can now be explained as 
representing the ratio of area Si (on the sphere) 
to Ai (on the polyhedron). The matrix equations in 
the paper (4 or 6) thus map an arbitrary polyhedron 
qnto. a sphere by associating each facet area Ai with 
an area Si, whose effective aperture is exactly Ai. 
If the polyhedron may be "inflated" into the edge
fitting sphere without significantly changing the 
distances or orientations between the apertures, 
then the mappir.g will not introduce significant view 
factor errors. Thus "boxy" enclosures will be handled 
quite acc•Jr::!tP.Jy. r.omparing the view tactcrs 1filpl1-
citly fixe<1 by the MRT view factor method with the 
true view factors for simple rectangular enclosures, 
it was found that the errors are negligible at low 
aspect ratios, and increase smoothly with the aspect 
ratio of the enclosure. (Maximum error at ratios of 
4:4:1 and 4:1:1 is about .06). It was also found 
that the variations in Fi always serve to r·euuce 
the errors below what they would be if the implicit 
view factors were directly proportional to area. 

The MRT view factors also do justice to some rather 
unusual enclosure geometries. For a hemispherical 
geodesic dome having unit floor area, the small 
facets of the dome "shade" an area little larger 
than themselves, while the floor shades the entire 
bottom hemisphere. The MRT vlew tactor method g1Ves 
Fi values which implicitly fix view factors from 
any facet of .5 to the dome and .5 to the floor, 
despite the 2:1 area ratio; these values are the 
correct ones. 

Consider now a shallow tent-shaped attic under a 
low-pitch gable roof. The MRT view factors will 
bias the MRT heavily towards the ceiling, so that 
the roof and endwall facets are .coupled almost 
entirely to the ceiling rather than each other. For 
the roof facets this is accurate, due to the cosine 
effects involved, but the view factor from the ends 
to the ceiling and roof should not be biased. 
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The error in the shallow-attic case can easily be 
predicted by mapping the attic onto the best e<lge
fitting sphere: the mapping tilts the endwalls 
inwards. In this case, view factors proportional to 
area (such as calculated by BLAST) are more accurate 
for the small endwalls. The larger roof sections will 
be handled better by the MRT view factors, however. 

The procedure which de-couples coplanar surfaces can 
be visualized as follows. The surfaces are considered 
one facet for the mapping operation. This results in 
more "ballooning" outwards of the facet, and more of 
an increase in relative area, than if the surfaces 
were considered as separate facets. The two regions 
on the sphere will be properly coupled to the rest of 
the sphere (since they have the right aperture area), 
but they will also be erroneously coupled to each 
other behind the aperture. This erroneous coupling 
is then assessed and cancelled. 

The "local MRT" scheme can be compared to linear or 
planar arrays of soap bubbles. The common walls 
transmit energy perfectly but diffusely as it travels 
from one sphere to the next. Since the enerey i r. dif
fused at each common wall, the macro:;cu(Jll: properties 
of the model (i.e., the long-range diffusivity) may 
not be easy to match to those of a real enclosure. 

~ir emittance can be visualized as a cloud of parti
cles within t!te sphere, whose combined eftect can be 
modelled by enlarging the sphere and depositing the 
particles on the newly-created area. 

Surface emittance effects can be visualized by 
dividing each facet on the sphere into two portions, 
one having unit diffuse reflectance and the other 
unit emittance. ThP. reflecting portions have no 
direct or indirect effect on view factors or overall 
heat transfer, and so can be discarded, leaving a 
smaller sphere. 

One can also use the sphere model to see how the method 
impllL:lLly fl.,.,,s vi,;:w factora from occupante; to the 
enclosure. These view factors are simply pro(Jotlional 
to the areas Si associated with each facet i, after 
the various emittance adjU!lt:meuLs ltave uel!:n ullid~. 

The view factors from occupants to each facet will 
be slightly less than those from a faeel to other 
facets, because occupants see all facets1 rather than 
all but one. 

Fnr the ieodesic dome mentioned above, the occupant 
view factors will be .5 each to the dome and the floor, 
if €a = 0 and~= 1. If ia = .1 and ts = .9, then the 
floor view factor is reduced Lo al.Jout .41, and the 
"air" view factor is .09 (slightly less than Ca). 
The bias towards the floor (which has only 1/3 the 
total are~ happens to be reasonable, since that is 
where people usually d.re. Jk,wevcr; the rolativ!l 
weight of dome and floor does shift in the wrong 
direction as air emittance is varied. 

In the case of a shallow attic, the· MRT view factors 
grossly bias the MRT toward the eeiling temperature 
in getting the best overall fit ·for view factors 
between surfaces. The umep1:esentativc MRT io a 
problem only if one wants to estimate thermal comfort 
in attics under low-pitch roofs. 
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ABSTRACT 

A standardized reporting format for passive solar 
experimental data has been developed for SERI. 
Utilizing this format, data from 8 test cells and 
passive houses, located in 4 different climate 
regions, has been published and entered into the 
SERI data base. This information represents 
consistent and coherent data which can be used 
to validate computer models of passive solar 
systems and components. 

The format consists of two sections: 

1) A complete description of the building 
or structure including dimensions and 
material properties; and 

2) Two-weeks of measurements covering 
clear and cloudy days. 

Measured data includes: insolation, ambient out
door temperature, indoor air temperature, and 
temperatures of passive components. 

For the first time, developers of simulation 
programs have a consistent set of data available 
to test and fine tune their programs. Thus, the 
new SERI data base represents a useful source of 
information for the validation of computer models. 

INTRODUCTION 

Passive solar heating and cooling systems utilize 
materials, components, and assemblies that are 
commonly used in the construction industry. It is 
the creative design and application of these con
ventional items that creates energy savings through 
passive solil1· utilization. lloweve1·, the majo1· 
barrier to widespread application of passive solar 
concepts is a lack of coherent and consistent 
experimental data upon which pertormance analyses 
can be based. Without scientifically defensible 
experimental data, predictive tools cannot be 
adequately validated, and projected savings cannot 
be accurately calculated. Thus, the acquisition 
of reasonable experimental data and its presentation 
in a standard format are the first critical steps 
towards the widespread utilization of passive solar 
techniques. 

The basic problem is the lack of scientific data 
in a useful form on the experimental performance 
of passive solar systems. Although there have been 
many passive solar structures built, very few of 
these have adequate instrumentation to provide the 
necessary data for assessing thermal performance. 
For those structures which are monitored (approximate
ly 70 buildings [1] and 50 test cells [21, the data 

·was not reported in a standard format ana thus may 
not be useful to either of the target audiences. 

That data from the monitored structures which has 
been reduced and analyzed usually results in the 
publication of a few parameters which "characterize" 
the system (e.g. solar fraction, diurnal temperature 
swing) but do not always adequately describe it to 
others interested in assessing performance. In 
fact, some of these performance factors have multi
ple definitions which are not compatible in a final 
comparison [3]. This creates problems for the code 
validator who may not have sufficient data, for 
the experimentalist who does not know which defini
tion to use, and for the general public who cannot 
obtain consistent information on the performance of 
passive.solar systems. 

To resolve these problems requires: 

a) The identification of those variables 
which are significant in the needs of 
both target audiences; 

b) The creation of a standard format which 
assures adequate information transfer 
among those involved in the passive 
solar field; and 

c) The publication of· selected experimental 
data in the standard format. 

SET OF SIGNIFICANT VARIABLES 

Discussions with various code developers and an 
extensive literature review have identified the 
set of significant variables given in Table I. 
These variables are of primary interest in evalua
tion of passive solar heating. Additional parameters 
such as relative humidity, ground temperatures 
should be included for passive cooling analyses. 
It is important to note that this set of parameters 
represents those variables which are necessary to 



verify a simulation model through correlation with 
monthly performance information. A more detailP.rl 
set of data would be required for the validation 
of simulation algorithms. Thus, Table I lists 
those parameters which are significant in a "basic" 
level evaluation [4] for models of overall building 
performance, but is not necessarily sufficient 
for validating those models which simulate passive 
SyS leiiiS. 

SIGNIFICANT VARIABLES 
FOR 

PASSIVE SOLAR HEATING ANALYSES 

Weather Variables 

0 Drybulb Temperature [°C] or [°F] 
o Solar Radiation, pl·cfcl·obly i11cident 

on collector plane, also horizontal, 
if possible [w/m2] or [Btu/hr-ft2] 

Building Variables 

o Dimensions [m] or [ft] 
o Aperture Glazing Area [m2] or [rt2] 
o Glazing Thickness [m2] or [ft2] 

o Glazing U-value [w/m2-°C] or [Btu/hr-ft2-°F] 
o Glazing index of refraction and 

extinction coefficient 
o Toti'll Effective Mass-by material [Kg] or [Lb] 
o Mass Heat Capacity [watt-hours/°C] or 

[Btu;oF] 
o Mass Surface Area [m2] or [ft2] 
o Solar Absorptance of M~ss 

0 

0 

BUild1ng Heat Load Factor Lw/°Cj or 
[DLu/l~r~nF] 

Infiltration [m3/hr] or [ft3/hr] 
Ventilation [m3/hr] or [ft3/hr] 

o System Operating Energy [w-hr] or [Btu] 
o Internal Heat Sources, occupants, 

appliances, etc. [w-hr] or [Btu] 
o Thenno;.to1t ~;etpoint [°C] or ["F] 

Validation Variables 

0 Indoor Air Temperature (GlohP, Meiln Radiant, 
~haded, l:.tc.) L°Cj or L0 F] 

o Average Storage Temperature [°C] or [°F] 
o Auxiliary Energy Requirements [w-hr] or [Btu] 
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Table I gives those variables which are of direct 
importHn~P to the modelina audience. The variables 
are divided into three categories: 

a) Weather variables - The driving functions 
for the model; 

b) Building variables - The input variables 
which describe standard conditions of the 
model. Normally, they repr~sent one-time 
measurements, but they could also be the 
median of a set of values; and 

c) Validation variables - The model outputs 
to be compared with actual performance 
parameters to check model validity. 

Since this is a general listing of important 
variables, no attempt is made to prescribe a level 
of tlelail rur· diiY ur lire !Jdr'dllll:!li:!r'S. Ut·ll1z1ny 
the standard format discussed later, the experiment-
9.11St snouH1 reoort these vilnnhiP.s nt. n IPvPI ot 
detail sugges Let! by the measurement procedures. 
Model verification can then be done at that level 
of detail or· at a lowf-'r level b.Y weiqht averaqiniJ 
the data. For modei validation, a mix of cloudy 
and clear weather for approximately 7 days is 
preferable. Initialization usually involves sim
ulation over 3 days, continuing with the mix of 
clear and cloudy days. Tf 3 consistent days are 
not available for initialization, then most models 
utilize the first day and exercise the model until 
it reaches steady conditions. Thus, if possible, 
it seems best to choose a 10-day period starting 
with three days of steady weather. However, a 
7-day period with a good mix of clear and cloudy 
days represents another viable alternative. 

Since the current project is directed at two target 
audiences, it is important that the data and 
requirements specified by the code developers be 
compatible with the needs of the experimenters and 
those assessing system thermal performance. From 
a review of papers on performance, the set or 
SiCJnifir.ilnt. VilrinhlP<; <;PP.m<; tn Hl~n hP HrlPCJIIHtP 
for assessing performance on the levels defined hy 
the National Bureau of Standards (NBS). [5 ,6] 

STANDARD DATA FORMAT 

Many meetings, papers, etc., have discussed methods 
of assessing thermal performance with various levels 
uf detail. Very few, however, have directly address
ed the question of format for the data required in 
these calculations. Due to the lack of a standard 
performance evaluation methodology and the consider
able amount of data which presently exists. it wa~ 
necessary to develop a preliminary standard report
ing format to provide a common basis for presenting 
the large amounts of data being generated. When 
a standard performance evaluation methodology is 
implemented, then data will be available in a 
consistent format for performance anal.vses. Mod
ifications can be made to the format if required 
by utilization of the standard methodology; however, 
it is important that present data be put in a 
common format as soon as possible to provide for 
easy utilization. This will allow for model ver
ification with standard data sets and also provide 



consistent information for public dissemination. 

Based on information from NBS and a Swedish paper, 
[7], a standard reporting format has been develop
ed and is given in Table II. This is slightly 
different from that proposed by NBS since NBS is 
primarily concerned with defining the instrument
ation requirements for passive solar experiments. 
However, once the test equipment is set up and data 
is acquired, then the information should be report
ed in the standard format of Table II to ameliorate 
its use by both target audiences. Because this 
format has been derived from documents utilized 
by the International Energy Agency and the 
National Bureau of Standards, it is expected that 
all the reporting formats should be relatively 
consistent and compatible. (To be compatible, 
all data should be reported in both SI and English 
units). 

TABLE II 
DESCRIPTION OF STANDARD FORMAT 

Section I - General Description of System, Project, 
and Environment 

A. Brief summary of project and objective, 
including location of original data and 
contact for the project. 

B. Description of environment 

l. Location of structure, ground reflections, 
external shading objects, etc. Site plan 
and photographs if available. 

2. Climate including description of typical 
sky conditions; tabulation of degree day, 
design temperatures, percent possible 
sunshine, station altitude, average station 
pressure, and days of snow cover, (for 
cooling systems, also include ground temp
eratures and average annual hours with 
drybulb greater than 80°F); and graphs of 
ambient drybulb temperature, solar radiation, 
lite. Claii:ify climilte ilccordir:J9 to guido
lines developed by AIA/RC. [8] 

C. Description of building (photographs preferable) 

l. Plans, elevations, etc. for structure 
as-built. 

2. Materials and material properties - it is 
especially important to identify those 
properties which are field values and those 
which are derived from the literature. 

3. Description of building construction and use. 

D. Description of passive solar system 

l. Heat and ventilation flow diagrams 
2. Storage location and type 
3. Normal operating modes 
4. Shading diagrams and description of internal 

and external shading devices. Include 
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dimensions and operating mode descriptions 
for shades, fins, louvers, blinds, bead
wall, etc. 

E. Description of data acquisition system 

l. Types and locations of sensors including 
accuracy of measurements. 

2. Data recording device with specifications 
3. Frequency of measurement for each parameter 

Section II - System Thermal Performance 

A. Listing of Building Variables (as defined 
in Table I) 

B. Description of Weather Variables for Selected 
Test Period (Tables and Graphs) 

·c. Graphs and Tables of the Validation Variables 
for the Selected Period 

D. Graphs and Tables of the Thermal Performance 
Parameters including: 

l. Solar energy collected 
2. Energy balance for the test period 
3. Space heating load 

Since the data presented in this manner will be 
utilized in many ways, it is important that it 
be reasonably comprehensive and that a description 
of instrumentation and data methods be included. 
Many of the building variables, such as building 
heat load and glazing conductivity, are used in 
the performance calculations and may have a large 
effect on an ·overall performance factor such as 
solar fraction; a five percent uncertainty in the 
building heat load can result in a fifteen percent 
change ·in the solar fraction. Thus, it is very 
important that all variables which were measured 
in the field be distinguished from those which were 
estimated or derived f~om the literature. This 
allows others to define parameter sensitivities 
and identify possible sources of error. A complete 
description of the experimental methodology will 
provide sufficient information to assess the 
applicability of the data to other structures and 
other environments. 

DATA BASE DESCRIPTION 

Presently, the data base, utilizing the standard 
format, consists of three test cells and five 
residences. A brief description of each of these 
facilities with comments on the scope of the 
measurements follows. 

LASL Test Cells: Data is presented from the 
Direct Gain and the Trombe Wall Test Cells. 
Measurements cover a twelve day period in January. 
Recorded data includes vertical solar insolation, 
ambient temperature, inside air temperature, and 



mass temperatures. This is a good set of data to 
do initial code validation with. 

tlCAT Test Cells: Data is presented from the lJi rect 
Gain and the Trombe Wall Test Cells in Butte, 
Montana. 11easurements cover a fourteen day period 
in November and include: solar radiation on a 
vertical surface,ambient air temperature, indoor 
air temperature and front and back mass surface 
ter:~peratures. As presently stored in the data 
base, the data covel'S seven days with the cells 
vented and seven days without. This makes it 
difficult to use for validation, so the data will 
be changed in the near future to alleviate the 
problem. 

University of Nebraska Test Cells: Data is 
available from the Direct Gain and Trombe Wall 
Test Cells in Lincoln, Nebraska. Measurements 
cover eight days in March and include: solar 
radiation, ambient air temperature, and inside 
cell temperatures. Inside surface temperatures 
will be added to the data base soon. ihis data 
is useful for validating cell performance in a 
different climatic region. 

Doug Balcomb House: This house has a sunspace 
with mass wall at the back. It is located in 
Santa Fe, New Mexico. Data covers a fourteen 
day period in December and January with fourteen 
hours of data missing. There is almost eight 
days of continuous data available. Measurements 
include: solar inso"lation, ambient temperature, 
suns pace and house auxiliary energy usage. This 
is a good set of data for validating the extrap
olation of code results from a direct gain cell 
to a sunspace house. 

Bruce Hunn House: The Hunn house is located in 
~hite Kock, New Mexico near Los Alamos. It is 
a two story structure with a Trombe wall. Data 
covers a rourt~eh day period during late December 
and early January. Measured variables include: 
horizontal solar radiation, outdoor air temperature 
indoor air temperature, and storage wall temperatur~s 
at two different heights. The.data set covers an 
occupied and unoccupied period so the thermostat 
set poi~t chang~s during the sixth day. Auxiliary 
energy 1nformat1on was not available, so it must 
be e£timated on a daily ba~i3. 

Bruce Maeda House: Bruce Maeda's house is a 
Suncatcher desigln with direct gain and a waterwall. 
This is located in Davis, r.al ifornia. Measurements 
cover twelve days in November and December. Varia
bles included in the data base are: vertical solar 
insolation, ambient air temperature, indoor air 
temperature for different parts of the house, wall 
temperatures, and watertube temperatures. This is a 
good set of data for testing codes which can 
simulate a mixture ot direct gain and water storage. 

Charless Fowlkes House: The Fowlkes House, utilizes 
a watertube storage wall, and is located in Bozeman, 
Mon~ana: Data is available for a thirteen day 
per1od 1n January. Measured variables include: 
~er~ical _solar radiation, ambient air temperature, 
1ns1de a1r temperature, and watertube temperatures. 

During the period of record, the house used no 
auxiliary heat as it has no thermostat, only wood 
backup. This is an excellent set of data for 
validating waterwall storage models. 

Williamson House: This is a direct gain clerestory 
house located just outside of Santa Fe, New Mexico. 
Measurements are available for a fourteen day period 
in late December and early January. The data base 
variables include: horizontal and vertical solar 
radiation, ambient air temperature, indoor direct 
gain wall surface temperatures, and indoor n~an 
radiant temperature. This is a useful data set for 
validating simulation models of direct gain struct
ures. 

Data from these data sets have been used to validate 
Bickle/CM's Trombe Wall code. Results indicate 
that the code is reasonably accurate in predicting 
the overall performance of a structure. However, 
the validation process indicated some problems with 
the re 1 at i ve maqni tudes of different heat transfer 
mechanisms. Because the data set is meant for 
basic evaluation, this validation process was not 
able to identify the causes for the problems; only 
that the problems do exist. 

SUMMARY 

A standardized reporting format for passive solar 
experimental data has been developed for SERI. 
Utilizing this format, data from 8 test cells and 
passive houses located in 4 different climate regions, 
has been published and entered into the SERI data 
base. This information represents consistent and 
coherent data which can be used to validate computer 
models of passive solar systems. Now design perfor
mance estimates can be given to the manufacturers 
and public with a better degree of confidence than 
was available in the past. 
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ABSTRACT 

This paper pt"esents a set of inputs, assumptions, 
analytical methods, and a t"eporting format to help 
compat"e the results of residential and commercial 
solar system analyses heing performed by different 
investigators. By the common use of load data, me
teorological data, economic parametet"s, and report
ing fot"mat, researchers examining, for example, two 
types of collectot"s may more easily compat"e their 
t"esults. 

For t"esidential heating and cooling systems, three 
locations were selected. The weather data chosen. 
to characterize these cit.i.es are the Typical Mete
orological Year ( TMY). A house for each location 
was def.i.ned that is typical of new construction in 
that locale. Hourly loads for each location were 
calculated using a computerized load model that in
teracts with th~ system and specified inputs char
acterizing each house. 

Four locations for commercial cooling analyses were 
selected .from among the existing sites for which 
TMYs were available. A light commercial (nominal 
25-ton cooling load) office building was defined 
and is used in all four locations. Hourly cooling 
and heating loads were computed for each city and 
are available on magnetic tape from the .Solar Ener
gy Research Institute (SERI). 

INTRODUCTION 

An analysis of a solar heating or cooling system 
requires as inputs meteorological data (tempera
tures, dew point, insolation, and wind speed) and a 
well-def.ined structure to determine the load char
acteristics. In the past, researchers analyz.i.ng 
systems have generally not modeled ident.i.cal build
ings in identical locations using the same weather 
data. Since these parameters greatly influence the 
performance of the syo;tem, it is difficult for rQ
seat"chers to draw meaningful correlations when com
paring systems or analysis methods. Also, because 
format and content of reported information often 
differs among investigators·, a common format would 
be very useful. 

This paper recommends a set of locations, meteoro
logical data, building descriptions, and load cal
culation methods for use in analysis of both solar 
and conventional energy systems. Conditions are 
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not meant to be ideal or typical in every sense, 
nor do they cover all climates or structures in the 
United States. Parameters and algorithms specified 
here are system independent (except for passive 
systems, which employ the building as part of the 
heating/cooling system) and should standardize the 
comparison of the results of analyses of solar and 
conventional energy systems and of analysis proce
dures. Methods outlined in this paper may be used 
by component designers, system designers, universi
ty researchers, and private consultants. Detailed 
illustrations of the applicability of this informa
tion and a more comprehensive treatment of the 
standard assumptions may be found in Ref. 1. Cop
ies of this preliminary report are available from 
SERI. Because revisions and modifications will be 
necessary, comments from the user community are 
strongly urged. Every attempt will be made to in
corporate these inputs into future revisions. 

Much of the information contained in this paper was 
excerpted from two studies performed by Science Ap
plications, Inc. (SAl) [2,3) and required common 
inputs for the simulation of systems in several lo
cations. Through the development of standard in
puts and analysis methods, the systems analyzed 
could be compared and significant conclusions 
drawn. 

METEOROLOGICAL INPUTS 

One obstacle to solar heating and cooling studies 
has been the lack of an accepted year of hourly me
teorological data for computer simulations. Also, 
there are several methods that compute beam radia
tion from total horizontal radiation and a few al
gorithms that compute radiation on a tilted sur
face. Because these methods usually generate dif
ferent results, they hinder the comparison of the 
simulation results of various systems. This sec
tion recommends one set of meteorological data 
(caller! TMY) and one algorithm for computation of 
beam radiation and radiation on a tilted surface. 

The Typical Meteorological Year 

Because the simulations of solar systems usually 
cover a year or less, it was desirable to develop a 
data b<tse with shorter-term information than the 
SOLMET [4) data. The Department of Energy (DOE) 
contracted Sandia Laboratories to develop a typical 



meteorological year (TMY) for each station (except 
Stephenville, Tex.) using statistical selection 
techniques [5). The 26 TMY tapes generated by 
Sandia Laboratories are available through the Na
tional Climatic Center in Asheville, N. C. By 
choosing a series of months that emphasize the 
typicality of global radiation, one can construct a 
year that is representative of long-term weather 
patterns at each of the 26 locations. Therefore, 
long-term average system performance can be pre
dicted with a one-year simulation. 

The American Society of Heating, Refrigeration and 
Air-Conditioning Engineers (ASHRAE) developed a 
Test Reference Year (TRY) [6) weather tape for 60 
cities, in which the primary criterion for selec
tion was ambient temperature. Although they do not 
include values for solar radiation, TRY tapes do 
indicate sky cover and cloud type. Hence, incident 
radiation can only be roughly estimated when one 
uses TRY data. Radiation is an important parameter 
in all solar systems analyses, as well as in con
ventional energy system evaluations. 

Because it is a potential standard meteorological 
data base and contains information paramo"unt to so
lar energy systems, the TMY was selected for anal
yses of all solar systems and performance compari
sons between conventional and solar·systems. 

Radiation Components 

The values for direct radiation that appear on the 
TMY tapes were computed according to the Randall 
algorithm, a technique developed at the Aerospace 
Corporation [7) and recommended by SERI. 

The radiation received on an arbitrarily oriented 
surface, such as that of a flat-plate solar collec
tor1 is a combination of direct-beam, sky-diffuse, 
and ground-reflected radiation. Calculation of the 
direct component of the insolation for a tilted 
surface is a straightforward geometric transforma
tion applied to the horizontal values that appear 
on the TMY tapes. However, the calculation of the 
ground-reflected and sky-diffuse components re
quires the introduction of assumptions about the 
nature and distribution of the sky-diffuse and re
flected radiation. Many algorithms correlate glob
al radiation with radiation on a titled surface. 
Tom Stoffel of SERI informed the author that an al
gorithm developed by Hay [8) of Canada has proved 
to be most ·accurate when compared with actual meas
ured data on surfaces of varying tilt. This algo
rithm is recommended for use in computing radiation 
on tilted surfaces for solar systems analyses [1). 

RESIDENTIAL SOLAR HEATING AND COOLING SYSTEMS 

Standardized methods for modeling of residential 
solar heating and cooling systems are presented in 
this section. As described in the introduction, 
the purpose of these inputs is to provide a basis 
for comparison of systems and simulation. codes un
der development. They are not intended for use in 
designing or sizing a solar system in a location 
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other than those modeled. Although the chosen lo
cations represent a broad spectrum of climates and 
weather patterns found throughout the United 
States, it was impossible to cover every climate. 
Specifications for the actual homes are based on 
those typical of new construction in each loca
tion. Heating and cooling loads are c-.omputed t1Sine 
ASHRAE transfer function techniques [9) in an in
teractive TRNSYS-compatible load model pack
age [2, 10). Location-dependent and building
specific inputs may be found in Ref. 1. 

Selection of Residential Locations 

Candidate cities for solar heating and cooling 
study locations included the 26 SOLMET (TMY) cit
ies. In an attempt to choose from th~RP. si.tP.s; a 
va r:i.ety nf 1 oad profiles and climates for both 
heating and cooling seasons, an analysis of the 
distribution of loads across the United States was 
performed by SAl [2). Fr-nm th:!.s a11al.ysis, it ap
peared that thret! cltil:!l:l could reasonably charac
terize the types of climates found throughout the 
country. Next, each TMY site was examined for its 
existing and potential market for solar systems. A 
large regional population and many building starts 
were assumed to represent the rna rket. The final 
c.hoices for residential analyses were Fort Worth, 
Tex; Washington, D.C.; and Madison, Wis. 

Building Descriptions 

A typical single-family residence for each of the 
three locations was selected for analysis. In each 
location, the chosen house is defined by a set of 
building characterisfics that dominate for that lo
cale. Building characteristics are described 
briefly for each representative house. 

Thermal insulation chatacteristics were obtained by 
using ASHRAE 90-75 [11) and Ref. 12. The w1.lues 
developed are based on an econom:i. c an<Jl.y si.s reconr 
mended by the National Association of Home Builders 
that states a payback period of seven years will 
result if these insulation guidelines are fol
lowed. This procedure specifies houses that are 
well designed and exceed the minimum guidelines of 
ASHRAE 90-75. It is assumed that the major axis of 
the house lies east-west; thus, the structure lends 
it.self to active solar systems. No assumptions are 
made as to whether the front or rear of the house 
has the desired southern exposure. 

Following is a brief description of the character
istics of each house. More detailed descriptions 
may be found in Ref. 1. 

The Madison house is a 158 m2 ( 1700 ft 2), one
story, wood frame Rambler. It has a basement, 
three bedrooms, . and a two-car garage. Walls have 
3~35 m2-•c;w (R-19) insulation, the roof has 5.28 
m -•c;w (R-30), and all windows are triple glazed. 

A one-story, 167 m2 (1800 ft 2), wood frame, brick
veneered Ranch house typifies Fort Worth. Built on 
a slab foundation, ·it has three ~edrooms and a two
car garage. The roof has 3.35 m -•c;w (R-19) insu-



lation while the walls have 1. 94 m2-•c;w (R-11); 
windows are double glazed. 

The typi2al house for Washington, D.C., is a 161m2 

(1735 ft ) two-story wood frame Colonial with three 
bedrooms, a two-car garage, and a basement. All 
windows are double g~azed; the walls and ro~f are 
insulated with 3.35 m -•c;w (R-19) and 5.28 m -•c;w 
(R-30), respectively. 

Load Calculation 

Maximum accuracy is obtained when building load 
calculations and Heating, Ventilating, and Air
Conditioning (HVAC) system performance calculations 
proceed simultaneously in an hourly system simula
tion, since the effect of the varying interior and 
environmental conditions on the conditioned space 
can be accounted for. However, hourly IIVAC system 
and load simulations are prohibitively expensive 
for system studies in which many sensitivities are 
of interest unless a simplified load model is 
available. The ASHRAE transfer function tech
nique [9) is a compromise between very detailed and 
very simple load calculations; the method approxi
mates load time-lags due to building capacitance. 

The ASHRAE transfer function technique has been em
ployed in Version 9. 2 of TRNSYS [ 10), which pro
vides separate roof, wall, and room modules. These 
three modules were combined i.nto one TRNSYS compo
nent module for easier application and for a reduc
tion in computer time over the TRNSYS load pack
age. A listing of the load module, the necessary 
standard inputs for each location, and a more com
prehensive description of the load model theory may 
be found in Ref. 1. 

LIGHT COMMERCIAL SOLAR COOLING 

Current federal emphasis on and support of the 25-
ton cooling system development prompted the defini
tion of a light commercial application for analysis 
of solar cooling systems [13). 

A small office building (nominal 25-ton cooling 
load), similar to those found in many office parks 
across the United States was chosen to represent 
the standard, bench-mark light commercial build
ing. Locations potentially appropriate for solar 
cooling of commercial buildings were also se
lected. Finally, loads for each location were com
puted and stored on magnetic tape. 

This section details the location selection, the 
building specifications, and· the method of load 
calculation for light contun'=rcial applications. 

Locations for Light Commercial Solar Cooling Analy

~ 

It was assumed that potential markets for light 
commercial cooling systems could be characterized 
by a largP. numbeL· uf .::ommereial conctruction Bt>~rts 
and by a fairly warm climate. 
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An evaluation of the SOLMET sites with respect to 
the climate and new construction activity con
straints performed by SAl [2) resulted ii: the se
lection of four locations for light commercial 
cooling studies. They are: Phoenix, Ariz.; Wash
ington, D.C.; Miami, Fla.; and Fort Worth, Tex. 

Building Description 

The commercial building described here, a small of
fice building, represents what might be typical for 
commercial solar energy system applications in the 
future. A well-constructed building that has a 
nominal design cooling load of 25 tons, the small 
office building meets or exceeds ASHRAE 90-75 stan
dards. Additional energy conservation features 
such as low total lighting levels and a minimum 
ventilation rate are incorporated. 

The following specifications were developed for a 
building in the \vashington, D. c., area. However, 
they are adequate to describe a typical small of
fice building in any" other geographical location. 
Only the gross air circulation requires a different 
value for each location. More details may be found 
in Ref. 1. 

Building Type: 

Dimension: 

Orientation: 

HVAC System: 

Climate Control: 

Opaque Envelope: 

A typical, small, one-story of
fice building with brick veneer 
and a flat roof; no overhangs or· 
protuberances for shading. 

A rectangle 43. 9 m (144 ft) long, 
21.3 m (70 ft) wide, and 3.7 m 
( F ft) high; gross area, 936.5 
m (10,080 ft 2); the net condiz 
tioned area, 874.5 m 
(9,413 ft 2). 

The 
lies 
door 
wall. 

long axis of 
east-west; a 
is located 

the building 
single entry 

on the north 

A variable air volume system sup• 
plies each zone with the condi
tioned ale cu:cessary to mcot the 
load; a general return plenum is 
above the cei,li.ng tile; one cen
tral plant serves all zones; en
thalpy control is used [14). 

For the cooling season, each zone 
thermostat is set at 26. 1 •c 
(79°F) on and 25°C (77°F) off; 
system is turned off rather than 
set back when unoccupied. 

Halls have a U. 1 m (4 in) brick 
facing over 0.15 m (6 in) con
crete block. A 0.01 m (0.5 in) 
space and 0.04 m (1.5 in) of rig
id insulation are sandwiched in 
between. The gross U value is 
545 W/m2-•c (0.096 Btu/ft 2-•F
hr). 



Windows: 

The roof is a metal deck covered 
by 0.05 m (2 in.) of rigid insu
lation underneath standard built
up roofing and gravfl; gross U 
value is 488 W/m -°C (0.086 
Btu/ft 2-°F-hr). 

The floor consists of carpeting 
over a concrete slab on grade; a 
0.05 m (2 in.) layer of polyure
thane insulation surrounds the 
perimeter. 

All windows are double glazed, 
solar bro.:rze, with a U val'2e of 
3.55 W/m -°C (0.625 Btu/ft -°F
lu:) aud au eJfe..:Llve o;ulat Ltam;
missivity of 0.25. The nort~ 

wall ha~ a window area of 29.3 m'· 
(315 ft ), the south

2
wall ha~ a 

window area of 25.8 m (278 ft ), 
and the east and west walls eac~ 
have 1 window area of 3.0 m 
(32 ft ). 

Commercial Load Calculation 

Calculating the hourly load for a commercial build
ing is complicated. For residential buildings and 
buildings with only a few zones, loads may be cal
culated so that an interaction with the system is 
possible. Calculating such interactions for a corr 
mercial building would require a very complex com
puter model and a prohibitively large amount of 
computer resources. A complex model is required 
because the building is subdivided into many 
zones. Each zone has its own space conditioning 
requirements that are met by an appropriate air 
handling system. These systems merge at a plant 
r·nat j'Jt'OVldes the necessary energy for the bl:.ild
ing. This section describes a method for analyzing 
solar and conventional energy systems by which com
mercial loads may be approximated, stored on a 
tape, and input hourly to an executive computer 
model. 

Recommended for use in commercial building analy
ses, load tapes for the light commercial building 
examined here were developed with the aid of a com
prehensive computer code developed by the Army call 
BLAST [15). BLAST estimates hourly space heating 
and cooling requirements, hout"ly performilnC'.P nf fan 
systems, conventional heating and cooling plants, 
total plant energy, and solar energy system per
formance. The loads as seen by the central plant 
for the light commercial building were computed by 
BLAST, using the TMY data, building parameters, and 
the air handling system specifications. Load data 
thus processed for each city are available on mag
netic tape from SERI. Heating as well as cooling 
loads are included on the tape so that year-long 
energy system simulations may be performed. Em
ployment of commercial load data is more fully il
'tustrated in Ref. 1. 
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ECONOMIC ANALYSIS 

Life-cycle costing has been demonstrated to be a 
suitable method of analyzing the economic feasibil
ity of solar energy systems [16,17). Tax laws are 
different for residential and commercial systems; 
therefore, the systems must be analyzed dissimilar
ly with respect to property taxes, depreciation, 
and other economic parameters. However, both may 
be studied using life-cycle costing techniques, and 
the results may be contrasted with those of similar 
analyses for conventional systems to determine eco
nomic feasibility. Additionally, if several inves
tigators are studying, for example, residential 
space heating systems using the inputs and methods 
suggested in this paper, then the results of their 
ecouunLiL vceult:Llum; may !Je compared eo examine the 
relative economic feasibility of each systP.m. 

An excellent application of life-cycle costing to 
solar energy systems may be found in a paper by 
Audrey Perino of Sandia Laboratories [16). 

Many parameters required as inputs in an economic 
analyslo; are difficult to predict 'precisely. Of
ten, costs are dependent on location or are rapidly 
changing, which makes it d.Uficult to Rpeci fy il 
value. Table 1 contains a list of some parameters 

Table 1. SUGGESTED ECONOMIC INPUTS 

Down payment, % of 
investment 

Loan interest rate (%) 
Discount rate (%) 
tnflation rate (Z) 
Tnrnmg t~x r3tQ (X) 

Borrowing period (yr) 
Period of an analysis (yr) 
Accounting lifetime (yr) 

aTotal, st.ate, and federal. 

Resi- Com-
dential mercial 

20 30 
8.5 8.0 

10 10 
5.0 J.O 

30 .JOil 

30 25 
20 20 
30 20 

needed for an economic analysis of a solar energy 
system and includes suggested values for each. 
These values are the recommended standard assump
ri nn!< anti •re>:oa sugAested by Roger Bccdck in 
Ref. 17. 

As the economic picture becomes clearer, more ar.r.u
rate assumptions may be made when predicting the 
life-cycle cost of an alternative. In the interim, 
readers are encouraged to consider possible appli
cations of life cycle cost to their problems. 

REPORTING FORMAT 

The International Energy Agency (lEA), a group es
tablished in 1974 to help resolve energy problems, 
has recently adopted a reporting format [18). This 



format for reporting on thermal performance of so
lar energy systems was prepared by U.S. and Swedish 
researchers as a part of an lEA task titled "Inves
tigations of the Performance of Solar Heating and 
Cooling Systems." It is advantageous to adhere to 
the format in reporting solar system study results 
for two reasons. First, a common format will fa
cilitate the comparison of systems by use of simi
lar tables, units, and performance parameters. 
Second, fidelity to this format by U.S. investiga
tors will demonstrate a willingness to cooperate 
internationally. This format should therefore be 
adhered to as strictly as possible. 

CONCLUSIONS 

Standardized inputs and methods for analyzing resi
dential and commercial energy systems were pre
senLed. These recommendations hP.lp to provide con
tinuity <).nd comparability among solar research en
deavors. 

For residential systems, three locations (Fort 
Worth, Madison, and Washington, D.C.) were se
lected, based on demonstrated and potential markets 
for solar systems and on the need to characterize a 
variety of climates. TMY data should be used for 
these cities. It is recommended that analysts mod
el their systems in each of these locations so that 
performance may be linked to regional variations in 
climate. Homes typical of new construction in each 
city were defined and descriptive parameters pro
vided. An interactive load model developed from 
ASHRAE [9) algorithms and based on existing 
TRNSYS [10) modules was recommended. 

Four commercial analysis locations were selected: 
Fort Worth, Washington, D. C., Miami, and Phoenix. 
One light office building (nominal 25-ton load) to 
be used in all locations was defined. Heating and 
cooling loads for each site were computed and 
stored on magnetic tape for use in system simula
tions. Again, analysts are encouraged to model 
their systems in all of the commercial locations to 
facilitate study comparisons. 

TMY data for all three residential and four commer
cial locations (5 cities total; 2 cities are common 
to both), as well as loads for commercial analyses, 
are available from SERI on 9-track magnetic tape. 

Users should address their requests to: 

Design To0l Manager 
Market Development Branch 

Solar Energy Research Institute 
1617 Cole Blvd. 

Golden, CO 80401 
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ABSTRACT 

An analytic method for calculating the optimum op
erating temperature of the collector/storage sub
system in a solar assisted heat pump system is pre
sented. A tradeoff exists between rising heat pump 
coefficient of performance and falling collector 
efficiency as this temperature is increased, result
ing in an optimum temperature whose value increases 
with increasing efficiency of the auxiliary energy 
sourc~. Electclc resistance is shown to be a poor 
backup to such systems. A number of options for 
thermally coupling the system to the ground are 
analyzed and compared. 

INTRODUCTION 

Solar assisted heat pump (SAHP) systems have been 
studied extensively. Most of these studies [1-4) 
have simulated, on an hour-by-hour basis, several 
plausible system configurations involving solar 
collectors and heat pumps. All of the referenced 
studies assumed that electric resistance was the 
auxiliary heat source. Although much has been 
learned from these studies, it has been difficult 
to evaluate the sensitivity of their results to 
all of the assumptions that went into them. The 
need was seen for an approach which would be sim
ple enough so that all of the assumptions could 
be stated concisely. Also, the question has been 
asked [5,6]: What is the optimum temperature at 
which solar ene>rgy shoulrl be coll0oted and sto1·ed 
in SAHP systems? Such an optimum may be produced 
by the tradeoff between increasing heat pump co
efficient of performance (COP) and decreasing col
lector efficiency with increasing temperature. 
This paper describes a method for answeri~ the 
above question by means of closed-form algebraic 
solutions. Fundamental to the present approach is 
the assumption that, within acceptable limits of 
accuracy, the storage temperature of the solar sys
tem is a constant throughout each of the time per
iods (months in this paper) into which the simula
tion is divided. Of course, this will never be 
strictly true; however, in computer simulations of 
SAHP systems, the storage temperature during the 
period December through February, when most of the 
heating load occurs, remained most of"the time with
in l0°C of the set minimum value. In any event, 
the outcome of the analysis will be an.optimum stor
age temperature for each month; any excursions from 
thts v;;~.l ue will rcpre.5ent ,;uboptimal operation. 
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COMPONENT MODELING 

Collector performance is modeled via the usual 
Hottel-Whillier straight-line graph of efficiency 
vs. (T-Ta) /I. The collector inlet temperature is 
here assumed to equal the storage temperature T. 
Collector efficiency is given by 

n•n 1---· __ a_ 
( 

1 T-T ) 

o Xo I (1) 

where Ta is the ambient temperature, I the insola
tion rate, and n0 and Xo the vertical and horizon
tal intercepts of the efficiency curve. 

The intensity of the insolation striking the col
lector during daylight hours is taken to be a ran
dom variable with a constant probability density 
for insolation values between 0 and I . That 
portion of received insolation fallin~a~ith inten
sity greater than (T-Ta)/x

0 
can be partially col

lected with efficiency increasing with increasing 
I. The lower-intensity insolation is lost complet
ely. It can be shown that under these assumptions 
the total energy that can be collected at tempera
ture T is given by 

(T -T )2 E = SAn _m __ 
c o T -T 

m a 
(2) 

where S is the re.ceived in~;:ol.ntion on a unit area 
of coilector, A is the collector area, and Tm is 
the maximum stagnation temperature Ta + !max X

0 
• 

The simple formula given in Eq. 2 is not intended 
to be exact, but in order for it· to be useful it 
should provide results which are reasonably close 
to those given by more precise methods. I have 
therefore used Eq. 2 to calculate the solar frac
tions for the case given in the original f-Chart 
paper [7), assuming a collector ·operating tempera
ture of 40°C, and I = 3410 kJ/m2-hr. This com
parison is shown inme~lumns 1-3 and 5-12 of Table 1. 
On a monthly basis Eq. 2 tends to give lower solar 
fractions than f-Chart at low collector areas and 
higher estimates at high collector areas. This 
trend is also seen in the yearly totals, with 

*Work performed under the auspices of the U.S.Depart
mP.nt of Energy, Systems Dt<vt<lopment Division, Office 
of Solar Applications. 



Table 1. 

COMPARISON OF SOLAR FRACTIONS (f) OBTAINED USING EQ. 2 WITH 
THOSE OF £-CHART (f*). LDCATION: MADISON, WISCONSIN 

Month Heating & Insolation Average Far-Field A • 20m2 
A - 40m

2 
A = 80m

2 
A • 120m

2 

Hot Water on Tilted Ambient Temperature 
Load Collector Temperature (Ground f* f* f* f* 
(GJl (GJ/ml) ("C) Coupling) 

("C) 

Jan. 28.62 0. 382 -8.1 3. 3 0.08 0.11 0.16 0.23 0. 32 0.42 0,/18 0.% 

Feb. 24.83 0.405 -6.0 0.8 0.13 0.15 0.26 0.30 0.51 0.53 0. 77 0.69 

Mar. 22.09 0. 557 -0.2 0.1 0.18 0.25 0.36 0.47 0. 72 o. 76 1.00 0.91 

Apr. 13.06 0.512 7.9 1.6 0.33 0.39 0.66 0.67 1.00 0.94 1.00 1.00 

Hay 7 0 53 0.555 13.8 4.9 0.68 0.67 1.00 0.96 1.00 1.00 1.00 1. 00 

June 3. 70 0.588 19.4 9.2 1.00 0.95 1.00 1.00 1.00 1.00 1.00 1.00 

July 2 0 3~ 0.620 21.8 13.2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Aug. ~.6J 0.600 20.9 15.9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Sept. 5.01 0.584 16.0 16.6 1.00 0.88 i.OO l.UU l.UU 1.00 1.00 1.00 

Oct. 10.51 o.5U lU.) 1).0 O.l:l n 1.1 n.Rh o. 77 !.00 1.00 1.00 1.00 

Nov. 1s. 11 o. 330 1. 9 11.6 0.13 0.15 ('I ?f\ 0.29 0.53 o. 51 o. 79 0.66 

Dec. 26.02 0. 357 -5.2 7.4 0.09 0.11 0.18 0 0 ?.3 0. 35 0.42 0.53 U. S7 

Year 165.07 o.zs 0.7A 0.41 0.44 0.62 0.65 0. 78 0. 7h __ .. , •.... _ 
Weather and load data (Columns 1-3 and f-Chart solar fractions)were taken frum Ref. ). Typlc~l (Ar·-

field tcmpcraturefl (Coluz:an 4) were calculated for Madison using Ref. 12 0 

however closer agreement between the two at all 
collector areas. Because of its simplicity, Eq. 2 
lends itself well to use in an analytical model of 
a more complicated system. 

The coefficient of performance COPh of the so.lar 
source heat pump is modeled as a constant fr.action Y 
of Carnet (I!]: 

yT 
c 

COPh = T -T 
c 

(3) 

The heat pump source temperature is assumed equal 
to the storage temperature T. Iu practice., .'1 Y.nvwn 
curve of heat pump COP vs. source temperature can 
be fitted to this equation, with y and Tc servine; 
as parameters for the fit. This approach is taken 
here, withy = 0.596 and Tc = 345 °K (based on data 
from Ref. 5). Because of the form of this equation, 
all temperatl.lTP.l'i must be expressed in absolute 
units in the work that follows. 

In contrast to most computer simulations of SAH~ 
systems to date, the auxiliary or backup energy 
source is not assumed at the outset to be electric 
rQsist~nc.e, with a COP of 1. Instead, the COP of 
the auxiliary (COPx) is left as a parameter. WG 
assume for now that the auxiliary COP is a con
stant independent of the extent to which it is used. 
Later, when-ground coupling is considered, this 
assumption will have to be mouified. 

OPTIMUM OPERATING TEMPERATURE 

It is now possible to consider the flows of energy 
through the system. The energy Es delivered to 
the load by the solar source heat pump is equal to 
the sum of the collected solar .energy plus the pur-
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chased energy needed to operate the heat pump, 
which is apded to the heat delivered to the load: 

(4) 

and Td = (1-y) Tc 

ThP. putchaseu eutorgy required is given hy 

E 
ps 

J:; 
s 

COPh 

E (T -T)(T -T) 2 
o c m 

2 
Tc(T-Td) (5) 

It· is assumed here that the energy Es delivered by 
the solar sourc!:! heal 1-'ur.lp doao not (;l;v.reed r.he 
load E~ . In this case the auxiliary energy re
quirement is given by 

Ex ~ Eli. - F. (6) 
s 

The purchased energy required to operate the aux-
iliary is given by 

E 
E X 

px COP 
X 

E~ yE
0 

(Tm -T) 
2 

COP - COPxTc(T-Td) (7) 
X 



The total purchased energy E = E s + Epx is to be 
minimized as a function of tRe solar system opera
ting temperature by setting dE~/dT equal to zero 
and solving for T. When this 1s done, the optimum 
operating temperature T0 p is obtained: 

T 
op 

where T 
r 

Tr + 3Td +~(Tr-Td) (Tr + 8Tm-9Td) 

4 (8) 

One should remember that this result depends upon 
the assumption that the energy Es delivered by the 
solar source heat pump does not exceed the load 
Eg, . This requirement defines a domain of reason
able storage temperatures, the lower limit of ·which 
is the temperature T0 x for which enough solar en
ergy is collected that no auxiliary is needed. Be
low thi~ temperature, the theory presented above 
no longer corresponds to reality, since it would 
r.equ ire a negative contribution [rum the auxiliary. 
But there can be no point in going below this tem
perature in practice, since heat pump performance 
becomes poorer and there is no compensating reduc
tion in auxiliary usage. By setting Es equal to 
Ell. and solv lug for T, the no-auxiliary storage tem
perature T0 x is obtained: 

Eo T - ' /r4_y_E_E_T_·_(_T--T-)_+_E___,z,...T__,.z-
+"'c V oR.cmd R.c T ox T 

m 2yE
0 

(9) 

If T0 p>T0 x, then the assumptions used in deriving 
T0 p arc valid and T0 p is the optimum storage tem
perature. If T0 p<Tox• then Top is unphysical and 
T0 x is the optimum. In any case, then, the optimum 

storage temperat:re=T:a:s{:iv~nTby} 
o op ox (10) 

A number of conclusions can be drawn from this an
alysis. First, if electric resistance auxiliary is 
used (COPx 1), then Tr = Td and 

~
dT -

2E
0 

(Tm -T) 

T 2 
c 

(11) 

The right side of Eq. 11 is positive for all T<Tm; 
therefore the purchased energy required decreases 
monotonically with decreasing T and there can be no 
optimum T0 p>T0 x . In this case T0 x is always the 
optimum temperature, which means that the system 
should be operated at a temperature low enough to 
make resistance backup unnecessary. For low col
lector areas T0 can be well below ambient, possibly 
resulting in ~y~L~m performance poorer than that of 
an air-to-air heat pump. But it does lead to the 
conclusion that resistance heat is a poor backup tn 
such a system, since if it needs to be used it im
plies suboptimal system operation. 

If a backup with a COP greater than one is used, 
then optimum operating temperatures can be obtained 
which require the use of some backup. Such an aux
iliary could be provided, for example, by a sepa
rate, freezable tank of water or other phase-change 
matertal (a mini-ACES system), or, on a primary en-
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ergy basis, by a fossil-fueled burner. If such an 
auxiliary .is used, one can obtain the optimum stor
age temperature for the SAHP system for each month, 
and the amount of purchased energy required to op
erate the system. One can also calculate the en
ergy required to meet the entire load with the aux
iliary only, without the SAHP. For some types of 
auxiliary ·(e.g. the ice-maker) this latter strat
egy would involve added capital and operating costs, 
whereas for others (e.g. the fuel-fired burner) 
there would be no additional capital costs. The 
difference between these two numbers is the energy 
saved by the SAHP system. These energy savings 
are presented in Fig. 1, for the weather and load 
data of Table 1, as functions of collector area, 
for systems having auxiliaries with COP's of 2, 2.4, 
and 3. Collectors having vertical intercepts of 
0.7 and horizontal intercepts of 0.02, 0.03, and 
0.04 •c-m2-hr/kJ are used. As the efficiency of 
the auxiliary increases, the energy which can be 
sav~d by the SAHP system decreases relative to use 
of the auxiliary only. There are two reasons for 
this. First, with a more efficient auxiliary 
there is simply less room for conservation since 
the auxiliary is now by itself relati.vely energy 
efficient. Second, the SAHP, in order to compete 
with the auxiliary, must operate at higher source 
temperatures in order to provide COP's that are 
attractive relative to the auxiliary. This can be 
seen by examining in Fig. 1 the January (lowest) 
optimum storage temperatures for each case. Oper
ating at higher source and collection temperatures, 
the SAHP system will now coll~ct and use less solar 
energy than before. In evaluating these results, 
it is necessary to keep in mind the assumption that 
was made, that the auxiliary COP was independent of 
the extent to which it is used. A more efficient 
auxiliary which uses electricity as the source of 
purchased energy must use a heat pump in connection 
with an alternate source of lo\v-gr;lde heat, as fr~!ll 
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the latent heat of fusion of ice or from the ground. 
Such auxiliaries will in general uot satisfy the 
above assumption of constant COP as a function of 
utilization, but will perform better when used less 
or, alternatively, will require greater initial 
capital cost to provide the same performance at 
higher levels of utilization. One possible alter
nate heat source, the ground, is now examined in 
greater detail. 

GROUND COUPLING 

The use of the ground as a source of low-grade heat 
as input to a heat pump for space and water heating 
is under intensive investigation in a number of 
countr:f.P."' [R-10]. A nl.lm'Per of options for combining 
the use of ground-source and solar-source energy 
ltavC been lnG!UtLLifJ...,r]. 'f},;,.;c. !'11:e; 

1. Use of the ground as a long-term solar storage 
medium, to <tllow excess solar heat collected in 
the summer and fall to be partially recovered in 
the winter months. 

2-4. Storage of solar heat in a separate tank, 
with ground heat processed to the load via the heat 
pump when solar heat is unavllable. At least three 
substrategies exist: 

2. Solar heat delivered to the load directly 
when the tank temperature is above a set minimum 
(here taken to be 40°C), and processed through the 
heat pump when the tank temperature is less than 
this. 

3. Solar heat delivered to the load directly 
only. Ground-coupled auxiliary is used when the 
tank temperature drops to 40°C. 

4. Solar heat used tu preheat the return air 
from the load, with use of the ground-source heat 
pump to raise the air tempetat:ure to Lhe value re
quired for comfort [3]. In this strategy the tank 
temperature can drop below 40°C, but must remain 
above that of the heated space (20°C). 

5. Use of passive solar design concepts, with the 
gr:ound-coupled heat pump providing hot water and 
auxiliary space heating. 

Although the present study concentrates uu heating, 
it should be remembered that in each of these con
cepts the heat pump can also provide sensible cool
ing and/or dehumidification, where required. The 
following analysis begins with option 2, and is ex
tended to options 3 and 4. Treatment of options 1 
and 5 remains for future work. Other means of com
bining solar with ground energy are possible, such 
as the burning of wood backed up by the ground
source heat pump or the use of photovoltaics to 
drive the ground-source heat pump. These are not 
considered here. 

System Optimization for Option 2 

In order to treat the case where ground-source heat 
is used as a backup to a solar-source heat pump, it 
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is assumed that the ability of the ground to deliv
er he<~t. i.R proportional to the difference between 
the temperature Tx at which heat is extracted and 
the temperature Tf of undisturbed ground at the 
same depth at the same time of the year, or far
field temperature: 

E 
g 

(12) 

The constant b is a product of the inherent heat 
transfer capability of the ground coupling device, 
in kJ/hr-°C-m for linear pipes or kJ/hr-°C-m2 for 
tanks or planar devices; the size of the device in 
linear or square meters; and the number of hours 
in the time period, e.g. 720 hr/month. The COP of 
the heat pump using ground-source energy is assum
ed to follow the same function of source tempera
ture as when uslug 50lar-·source enorgy: 

~ 
COP = _l[_ 

X E 
px 

(13) 

Two energy balance equations can be written, the 
one on the ground-source heat pump glvtai by 

(14) E = E + E 
x g px 

and the one on the load given by Eq. 6 as before. 

Solving these equations for E (eliminating Ex' 
E , and T ) one obtains px 

g X 

E 
px 

(E~-Es) (EJZ.-Es+bTc -bTf) 

byTc+ER.-Es (15) 

where Es is given as a function of T by Eq. 4. Epx 
is then added to Eps to obtain E , the function to 
be minimized. The functional re~ationship between 
E and T is now complicated enough that attempting 
tR find the minimum in the usual way results in an 
intractaule fourth-degree equation. J..;1!;;t.ead, the 
minimum walil fonnr\ fnr P.ac:h case by means of a com
puter. The COP vs. T relationship used (including 
parasitic power requirements) is shown in Fig. 2, 
which assumes processing of solar heat through the 
heat pump below 40°C [5] and direct heating above 
[11). For the latter 1:eglot1 of temperature, the 
above equations were modified tn take into account 
the linea.r relationship of direct-heating COl' to 
temperature T. 

The relationship of solar collector area to ground
coupled field heat-transfer capacity, for systems 
optimized as to storage temperature ou a monthly 
uasis' is shown by tho e:olid C\ll:VP.S i.n Figs. 3-5 
for collectors having horizontal intercepts Xo 
equal to 0.02, 0.03, and 0.04 °C-m2-hr/kJ, respec
tively. The weather and load data of Table 1 were 
used. Representative far-field temperatures were 
calculated at 1.5m depth at the Madison location 
[12). Each curve is plotted for a constant frac
tion F of nonpurchased (solar and/or ground) energy. 
The numbers along the curve are the optimum operat
ing temperatures for solar storage, in January, at 
that point on the curve. 
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Economic Optimum 

The tradeoff between solar collector area and 
ground coupling can be represented by curves of 
constant cost, which are straight lines whose neg
ative slope is equal to the ratio of unit cost of 
ground coupling to that of collector area. From 
a family of such lines of equal slope, select the 
one which is tangent to the curve of constant sys
tem performance. The economic optimum, for a pre
selected fraction of nonpurchased energy, for sys
tems having both solar collectors and ground coup
ling, is the point of tangency. Bose [9a) has 
quoted an installed cost of $2 to $3/ft ($6.50 to 
$10/m) for a buried-pipe system which provides 
sustainable heat rates in excess of 2 Btu/hr-°F-ft 
pipe (12.5 kJ/hr-•c-m P.ipe). If collectors are 
assumed to cost $100/ml or more installed, optimum 
ground-coupled field capacities of approximately 
1.0 GJ/°C-month or more are obtained. This is im
portant to the discussion which follows. 

Opdons :3 and 4 

The analysis was extended to include option 3 by 
restricting the computer search of solar source 
temperatures to a domain above 40°C. Cut'ves of 
constant system performance for systems optimized 
under these conditions are shown by the dashed 
lines in Figs. 3-5. Since the set of possible op
erating conditions under option 3 is a proper sub
set of those available to option 2, the option 3 
curves will always lie at or above those of option 
2. For option 3 the January optimum operating 
temperature was always 40"C, the minimum available. 

An approximate treatment of option 4 was made by 
allowing the search for the optimum temperature 
under the direct heating mode to extend below 4o•c, 
with a COP as a function of temperature which fol
lows the same straight line as above 40"C, inter
cepting the horizontal axis at 20°C (slope 0.7/°C). 
The results of this optimization procedure are 
shown by the dash-dot lines of Figs. 3-5: 

Results for Ground Coupling 

If we focus our attention towards the right sides 
of Figs. 3-5, where in each case the economic op
timum probably lies, the following results can be 
noted. For the two better collectors (Figs. 4 and 
5), options 2 and 3 gave results which were not 
very different. Since option 3 is operationally 
simpler than option 2, it is to be preferred in 
these cases. Option 4 gives somewhat better results 
than the others, but the difference is not great ex
cept for F=0.08, Xo = 0.03 (Fig. 4). For the col
lector having the lowest horizontal intercept (Fig. 
3), option 2 requires significantly less collector 
area than option 3. In this case, option 4 is a
bout equivalent in performance to option 2. Option 
4, while more complex from a controls standpoint 
than option 3, is about as simple as option 3 as 
far as hardware is concerned, and is therefore 
probably to be preferred over option 2 in this 
case. 

CONCLUSIONS 

The following conclusions are drawn: 1) Electric 
resistance is a poor backup to a SAHP system. 2) 
As the COP of the auxiliary increases, the optimum 
storage temperature of the SAHP system increases, 
assuming that the auxiliary COP is independent of 
the extent to which it is used. 3) When ground 
coupling is used as a backup to a SAHP system, and 
solar energy is collected in a separate tank, it 
does not appear advantageous to process solar-de
rived heat through the heat pump. This conclusion 
does not apply to the case where solar energy is 
stored in the ground. 
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ABSTRACT 1.1 Objectives and Scope 

Space heating systems which combine the use of solar 
energy with an electric heat pump have been proposed 
~s a practical approach to the cost effective util
ization of solar energy. Numerous studies have been 
made comparing the performance of series type solar 
assisted heat pump (SAHP) systems, parallel type 
SAHP systems, stand-alone heat pumps and conventional 
fossil fired .oJ tP.r.natives. Through utilization of 
previously developed thermal and economic models, 
areas for possible cost reduction and/or performance 
improvement in SAHP systems are identified. Major 
system components evaluated include collectors, 
heat pump, storage, heat exchangers, and controls. 
Variations in many of the parametric values of each 
of these components are evaluated. 

This study identifies the heat pump and solar collec
tors as the components with the greatest potential 
for technical improvement. For the heat pump, its 
capacity at design point, rate of change in capacity 
with increasing evaporator temperature, and minimum 
utilizable evaporator temperature are the principal 
parameters. For the collectors, their Ta and UL are 
the principal parameters. The change in system per
formance due to specific parametric variations is 
quantified. The results of variations with only one 
parameter are used as a basis for studies involving 
multiple parametric variations. Costs associated 
with each change are also estimated. This permits 
computation of life-cycle costs for each alternative 
system design. The result of this work will be the 
identification of the most optimistic, but realistic, 
future SAHP designs. 

1.0 INTRODUCTION 

There have been many simulation studies comparing 
solar heat pump systems with each other, with stand
alone heat pumps and with conventional systems. 
This analysis differs from other studies in that it 
is a systematic variation of major parameters for 
both series and parallel solar heat pump systems and 
stand-alone heat pumps. In addition, these varia
tions are compared in several different geographic 
locations which allow estimates.of climatic effects 
to be included. 

367 

The purpose of this study is to provide thermal and 
economic infor~ation concerning the major parameters 
affecting solar assisted heat pump systems. This 
study concentrates on the two systems shown in 
Figure 1, a liquid-based series and a liquid-based 
parallel system. 

ThP. series system includes a liquid collector, a 
series connected solar heat pump system for heating 
and cooling, electric resistance backup heating 
and a separate solar domestic hot water heating 
system with electric backup (Figure 1-a). The 
(parallel) system has a liquid-based solar space 
and \~ater heating syste'.1 in parallel with a heat 
pump for backup space heating and for cooling. In 
addition, there is electric resistance backup space 
and water heating (Figure 1-b). Hater heating was 
included in these systems since it is the most com
petitive of residential solar applications; thus, 
a solar space heating and cooling system would be 
expected to·provide water heating as well. 

1.2 Approach, Modeling and Sizing Considerations 

System comparisons were made for three locations: 
Washington, D.C.; Fort Worth, Texas; and Madison, 
Wisconsin. In each location, a residence typical 
of single family construction in the near future 
was defined. Typical meteorolo.gical year (TMY) 
hourly data were used to characterize tl~ weather 
forcing function for load and system simulation. 

Before comparisons could be made, both the series 
and parallel systems components had to be sized in 
a manner appropriate for the particular system and 
climate. N"ine base cases were defined (three for 
each location) based on the optimally sized con
figurations developed in Reference (1). 

For the engineering modeling study, TRNSYS with 
suitably reformulated heat pump and load modules 
was used. This program was chosen not only for ics 
ability to impose thermal comfort standa~ds o~ the ~ 
systems modeled, its thorough documentat~on, ~ts 

flexibility and varied data output, but also to pro~ 
vide continuity with the other heat pump system 
studies which provided base case data for this par
ticular survey. Loads were calculated simultaneous
ly with the system simulation to allow dynamic 



interaction and maximum accuracy. Parasitic energy 
consumptions of blowers and pumps were also included 
in the analysis. Details of TRNSYS and the load and 
heat pump modules can be found in Reference 1. 

2.0 EQUIPMENT HOUSES AND LOADS 

A "typical" single-family residence for each of the 
three locations was selected for analysis in this 
study. The "typical" house in each location was 
defined by a set of building characteristics wherein 
each characteristic is the dominant one of that 
locale. The building characteristics are generally 
described in Table 2-1 for the type of house chosen 
to represent each location. 

Thermal insulation characteristics were obtained by 
utilizing ASHRAE 90-75. The values developed were 
based on an economic analysis which states that a 
payback period of seven years will result if these 
insulating guidelines are followed. This procedure 
specifies houses that are well designed and exceed 
the minimum guidelines of ASHRAE 90-75. For the 
purposes of this study, it was assumed that the 
major axis of the house is on an east-west orienta
tion. The structure is thus assured to lend itself 
to active solar systems. No assumptions were made 
as to wheter the front or rear of the house has the 
desired southern exposure. Sizing of the convention·· 
al equipment for these three residences was done 
using standard ASHRAE procedures. Details of the 
resulting equipment sizes can be found in Reference 
(J.). 

The domestic hot water daily use profile was based 
on a four-person consumption of 300 liters (80 
gallons) per day. The hourly consumption utilized 
is shown in Table 2-2. It should also be noted that 
since the hot water load is directly dependent on 
the temperature rise of the water. from inlet to 
delivery, monthly average water supply temperatures 
\vere used in each location. Performance data for 
the heat pumps is shown in Tables 2-3 and 2-4. 

3.0 THERMAL ANALYSIS 

While many performance measures and energy quanti
ties important to the overall systems used were 
tracked during the TRNSYS simulation, this study's 
focus is primarily the annual energy outputs and 
loaJ quantities: 

1) WHPH - work input to the heat pump in the 
heating mode 

2) WHPC - work input to the heat pump in the 
cooling mode 

3) QA-L - the auxiliary energy transferred to 
the space heating load 

4) DELEP - the delta change in energy purchased 
(either + or -) defined by the 
equation: 
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~E (WHPH + WHPC + (QA-L))Parameter Variation p 

- (WHPH + WHPC + (QA-L)) Base Case 

where t)le base used were the r.ollP.rtor.-area
optimiz"ed systems in Reference (1). 

A preliminary survey of parameters important indi
vidually to the systems considered produced the 
listing in Table 3-1. The range of the parameters 
was devised so as to use the previously simulated 
parameter results of Reference (1) as a starting 
point. 

The changes involved for the heat pumps involved 
variations in the performance data decks but not in 
the TRNSYS decks. For the capacity increase, the 
new conlpreso.ut wut k reljulred was calculated by 
keeping the COP at each temperature level the same 
for bollt uew and old capacities. 

4.0 PRESENTATION AND DISCUSSION OF RESULTS 

The results of the thermal and economic investiga
tions of the various parameters are presented graph
ically in Figures 4-1 and 4-13. 

4.1 Thermal Results 

Increasing the heat pump capacity over the base case 
did not significantly affect the annual purchased 
energy for the stand-alone and parallel systems. 
The series system indicated a slight reduction in 
energy usage as seen in Figure 4-1. 

The delivered air temperature parameter changes 
indicated greatest possibilities for energy savings 
in the stand-alone heat pump (~ 4.25 x 106 KJ/year), 
while the parallel system showed ~maller savings 
(2. 5 u 106 KJ /ycor) and the liyuid ~e:.:ie~ systems 
changes were so small as to be within the noise 
range of the simulation's capabilities. Rest.llts 
are given here only for the stand-alone heat pump 
and the parallel system (Figures 4.2 and 4.3). 

Any change ln the TAU-ALPHA product of the collector 
resulted in an increaoe of energy purchased over 
tho base caac. All result-5 were fa.i.r:ly substantial, 
from 3-10.5 x 106 KJ/year. In order to get signi
.fiuunL dolla~ OtlViL\J;S .!tl the base case UL, l.'AU-ALi>HA 
would need to drop to .6. Results are shown in 
Figures 4.4 and 4.5. 

For chanee.s in the coll"ctor loss coefficient UL, 
results were also pretty much as expected. Decreas
ing the loss coefficient decreased the energy pur
chased in both series and parallel systems. The 
parallel system was par·t.i.cularly sensitive to this 
type of variation with a ~E savings of almost 7.5 x 
106 KJ/year for a UL of 15 in Fort Worth. l1adison 
data illustrated the effect of increasigg the UL, 
with a gain in ~E purchased of 9.8 x 10 KJ/year 
for the parallel system. The series system was less 
sensitive but indicated the same trend. Results 
for the UL variations are shown in Figures 4.6 and 
4.7. 



For the collector-to-load heat exchanger variations 
which'increased the effectiveness, only moderate 
energy savings (2 to 4 x 10S KJ/year) for either 
solar assisted system was noted. Decreasing the 
effectiveness, however, brought a quick increase in 
energy usage (particularly for ~~dison). The most 
dramatic increases were for the liquid series system. 
This is shown in Figure 4.8; the overall quantities 
of energy involved, however, are small. 

The "rotated" heat pump performance curve results 
were very interesting (see Figures 4-9 to 4-11). 
Both the stand-alone heat pump and parallel systems 
showed an increase in energy used when the perform
ance curve was "rotated" to provide better low end 
performance. The series system, however, indicated 
an improvement in energy purchased (as much as lO.S 
x 10S KJ/year). 

The storage volume changes studies indicate an 
advantage for the series configuration, but not for 
the parallel. The energy purchased increased for 
the parallel system, no matter whether a smaller or 
larger storage ratio over the base case was employed. 
However, the results were generally small changes 
( L106 KJ/year) and not judged significant for cost 
purposes. The series system provides a savings in 
energy when a larger storage capacity is used. The 
savings are moderate but combined with other possi
ble suggested changes, could aid in generally 
improving series efficiency. Results for the 
storage volume are shown in Figures 4.12 and 4.13. 

4.2 Economic Results 

The cost estimate associated with the specific SAHP 
parametric variations identified in Table 3.1 are 
presented in Tables 4.1 to 4.S. These tables show 
the change in cost per m2 of collector area. Table 
4.6 shows the capital acquisition costs (including 
overhead and profit) for the optimized base system 
collector areas. This information is presented in 
two forms: total cost and cost .per m2 with fixed 
costs. Using data given in Table 4.6, simple 
addition or subtraction \~ill give new $/m2 costs 
for the parameter variations. 

It is felt that while these cost estimates are 
realistic, they are somewhat optimistic in that 
they assume existence of a mature solar industry. 
All costs are in 1979 dollars and include a 2S 
percent overhead and profit allowance for the 
mechanical/electrical contractor. Here a general 
contractor to be involved, an additional 10 percent 
overhead and profit should be included. These cost 
estimates are based on References 2 through 6 as 
well as field experience of the authors. 

Cost estimates are not presented for several of the 
possible parametric variations. There are two 
reasons for this. For it is felt that the (equip
ment) cost impact is negligible. Although there 
will be a cost increase for changing the heat pump 
capacity slope, it is felt that an accurate esti
mate of such costs is presently impossible. As a 
rough guideline, a net 10 percent cost increase for 
each such change would be reasonable. Accordingly, 
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instead of attempting to predetermine the cost 
effectiveness of such improvements, it is hoped that 
this study will provide a guideline as to the 
justifiable cost increase associated with a given 
improvement. For example, were the identified 
change in heat pump capacity ~ope to result in a 
net system life-cycle cost reduction of $SOO, then 
the upper limit for allowable equipment cost in
creases could be set. 

S.O SUMMARY 

The thermal and economic results of single parameter 
variations have been presented for stand-alone heat 
pumps and series and parallel heat pump systems in 
three geographic locations. The results were pre
sented in the form of annual purchased energy 
changes and initial dollar costs associated with 
given parameter values. 

These thermal and economic parametric results are 
to be combined to produce system life-cycle costs 
which will indicate potentially beneficial para
metric areas of investigation. Additionally, the 
optimum "mix" of parameters will identify the 
"optimum" system for design purposes. Further 
parametric investigations unden~ay include dual
parameter (instead of single) variations; the 
results of these simulations will be included in 
the final report submitted to SERI (BOA contract 
II BP-9-81SO-l). 
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6-7 ..... 
1-8 a.m. 
8-9 a.m. 

9·10 ··"'· 10· 1 i.m. 
11·12 a.m. 

Cons~ptton 
(Ltters) Tt• 

6.4 12·1 P·•· 
0 1·2 P·•· 
0 t•~ P••• 
0 3•4 P•'"• 
0 4-5 p.m. 
0 5·6 p.m. 

4.4 8-7 p.m. 
14.0 7•8 p.m. 
21.6 8·9 p.m. 
25.6 9-10 P·"· zo.a 10·11 p.i. 
13.6 11·12 p.m. 

Tablt! 2-3 

Heat Pump Performance Data 

Liquid to Air - Liquid Series System 
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Table 2-4 

Heat Pump Performance Data 

Air-to-Air - Liquid Parallel System 

lalrtll,. ... "t.lf't Dr)'(otl~C1tJ ..... 
lw/I'IT W\ 

·) "'"' I.IJ 

'"" 1.1• 

" '""' $.)~ 

" moo .... 
" moo z.n 

" """ z.n 

" '""" '·" 
" """ .... 

tcl0li115ICIO( 

,, .. ,l,.j"'""'" Dr)' toll tr.t ~til\ .... 
C.00lt119CUIC1\J t~~tlll't '"'' 1\wl'lr 

" 11001\ 11.0 z.u 

" """ 11.1 .... 
"' ""' 11.1 J.OJ 

"' '"" 11.1 ).16 

Cons~ption 
(l tters) 

10.8 
15.2 
a.o 
1;£ 
6.4 

u.z 
20.4 
34.8 
28.8 
20.8 
1&.4 
13.6 

Par..,tar 

Stor•1• Yolu:. 

(tfJ/Klc) 

Heat bch.en&tr !ffec.tlveneaa 

1) Collec::tor to Tanir. 
Z) Teak to Lod 

COrnrol T~utuu (°C) 

(Ddtvend etr) 

Collactor 

Blat f'\1811' 

l) CapetltJ hx.re .. e (Bni/Hll) 
2) CapadtJ Stopa Cbenae 

(c.na c::•a• oca1y) 

Table l-1 

Stnale Para•ter Vartnclone end lllnana 

Stand Alone 
Heat P-.p 

JZ,]S,J8 

0,1500,15000 

+103 Btu! OOF 

vlth -103 lltu (I 66°F 

fable 4-1 

l.lquld Serlu 

.6,.4,.Z •. J,.07S •• OS 

.8,.7,.)) 
.as,.n,.Ds 

l2,3S,l! 

.88 •. 8,.7,.6 
)0,40,)0,20 

0,6SOO,UOOO 

+10 1 ltu (I 40°F 

vtth -10 3 leu @110°F 

Storage Tank Material and Installation Costs 

St6i'8~A VOlume (~J) t1l.luiJ Cc.ric.o t:Aill' 
tO liOUCCtOf ALWK (N2) R.l"ll•• OIH7 uf Colloo'o" 

.05 

.075 

.10 

(Base) .20 

.40 

.60 

·26 .00 

·21. 70 

·1/.JU 

0.0 

+34. 70 

-H;9 .40 

Table 4-2 

Heat Exchanger Material Costs 
(Collector to Storage Heat Exchanger Only) 

Ltquld Parelhl 

.6,.4,.Z,.t,.01S,.O) 

.8,.7,.)) 
.es .. n •. 6s 

l2,3S,J8 

.8),.1,.6 
40.l0,20,U 

o, noo. uooo 
+to3 Btu! 0°F 

vlth ·103 lltu (lb6°P 

L1qu14 P!!r!l!1u1 1!;6HP 
~/!112 nf rnl hrtnr 

·31.30 

-26.0 

"'Lu. 'u 

o.o 

+41./U 

+83 .40 

Effectiveness $/H
2 

of Collector 
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.55 ·12.MM 

. 70 (BASE) 0.0 

.80 +14.43 

lfulef> 1. These UI4CeLlal Cu15t:& .u:e fu1 buLl• I:.JiJ~:o v! !lAIIr 15JOI:.:.tO.s. 
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2. Installation costs are $85 per unit - regardless of effectiveness. 
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Table 4-J 

Factory Built Solar Collector Material Costa 

(S/H
2 

of Collector Area) 

Culledu1 Panum~ier iU 

.sa .83 .a .1 .. 
·32 ·54 ·54 ·64 ·64 

·21 ·32 ·32 ·54 ... 
·11 ·21 ·43 ·64 

+11 ·11 ·32 ·54 

+33 ·22 ·21 ·32 

Notes: L The above cost estimates assume that the collectors are 1110unted flat 
against a tilted roof. A factor for mounting material is included. 

2. Installation costs for all collectors are $16/m.2 of collector area 
(OH&P included). 

3. Base Cases: LS: TO • .88 UL • 30, LP: ta • .83 UL • 20 
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Table 4-4 

Site Built Solar Collector Material Costs 

($/,; of Collector Area) 

Collector Parameter ta 

.88 .83 .8 .7 .6 

-11 -11 -11 -22 -33 

-11 -22 -22 

-ll -11 

20 -ll -ll 
8~L---1----'---_..l __ ...J.. ___ .J_ __ _J 

. Notes: 1. The above cost estilutea assume that the collectors are aDJnted flat 
against a tUted roof. A factor for mounting m.ateriala ia i.nc.luded. 

2. IDIItallation·coat for all collectors is $22/ttf of collector area (OHP 
iocluded). 

3. Bases Caaea: LSa TCI • .88 UL • 30, LP: TCI • .83 UL • 20 

Table 4. 5 

Heat Pump Equipment Costa 

(S/tmit) 

Rated Heating 
Capacity Increase 

Rt.u/hr 

Stand Alone Heat Pump 
nnd Liquid Series SAHP 

None 

7,500 

15,000 

Liquid P.arallel GAIU' 

+310.00 +320. 00 

+610.00 +630.00 

Notes: 1. Installation costs are $375 for the stand-alone/parallel SAHP 
system, and $350 for the liquid series system (Olt+P included). 

~ Stand Alnn,. 
Heat Pump 

n 

Washington 2,913 

Madison 2,876 

Fort Worth 2,829 

Table 4. 6 

Capital Acquisition Costs 

(1979 $) 

Liquid 1.1quid Serieo 
Total Cost Parallel 

Total Costa 

18,618 18,188 

(Collector (Collector 
area 60 m2) area 43 m2) 

19,551 20,286 
(Collector (Collector 
area 69 m2) area 53 m2) 

16,400 14,875 
(Collector (Collector 
area 50 m2) area 30 m2) 

Liquid Liquid 
Se1le~ Parallel 
Cost Cost 

Breakdown Breakdown 

$142.00/m2 $222/m2 

+ + 
10,098 8,642 

$138.00/m2 S220.00/m2 

+ + 
10,029 8,626 

$134.00/m2 $217.00/m2 

+ + 
9,700 8,365 

Notes: 1. the numbers are baaed OD reference 1 1nfonutiou (from its Table 4,)), 
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SOLAR-ASSISTED HEAT PUMP - SWIMMING POOL 
SYNERGISTICS FOR DOMESTIC HEATING* 

Terry R. Galloway 
Chemical Engineering Division 
Lawrence Livermore Laboratory 
Livermore, California 94550 

ABSTRACT 

In this study for a 150m2 home clear performance 
and economic advantages are shown for a solar
assisted heat pump, providing domestic hot water 
and space heating and cooling, when the pump uses 
a year-round solar-heated swimming pool as a large 
thermal energy reservoir. The pool can cycle sea
sonably between 18 and "JlOC (64 and 88°F) I allow
ing year round swimming, and provide an excellent 
water source for the heat pump and low cost, low 
temperature plastic solar panels operating at 
their near-optimum efficiency. 

The system has been optimized by exam1n1ng the 
performance and cost characteristics of different 
glazed and unglazed solar panel collector (areas 
from 28 to 150m2 and orientation from horizontal 
to 60° tilt) for sites in San Francisco Bay Area 

. and in San Joaquin Valley. Actual experimental 
data has been used whenever possible, together 
with numerical simulations for performance. The 
optimum system was found to use 75m2 of $44/m2 
unglazed collector at 480 tilt, a 300 GJ/year 
(30,000 BTU/hr) capacity heat pump, and a standard 
size swimming pool with a solar blanket cover. 
Solar energy supplied about 85% of the energy re
quirements at $6.62/GJ ($6.62/106BTU) in July 1979 
dollars. With 20 year financing (10% interest), 
the payout period (re-breakeven) was projected at 
7 years and net savings in year 2000 at $42,701 
(using the California State Tax Credit) compared 
against a conventional all-natural gas system. 
Discounting these savings back to July 1979, the 
present value of $6,350 would be equivalent to a 
9.5% return on investment. 

This swimming pool - integrated solar system 
compares favorably against an equivalent system· 
supplying 90% of the domestic energy needs, opti
mized without a pool, but with a 7600Kg (2,000 Gal) 
buried, uninsulated concrete tank. This system 
uses 18m2 of glazed Collector at $90/m2 and with 
$11.06/GJ, pays out in 14 years, nets by year 2000 
a savings of $13,161 for a 3.6% return on invest
ment compared to natural gas. Comparing sites in 
San Francisco Bay Area with little or no cooling 
with sites like Fresno, in the San Joaquin Valley, 
shows that a 75m2 bare panel system can provide 

*This work was performed under the auspices of 
the u.s. Department of Energy by Lawrence Livermore 
Laboratory under contract No. W-7405-Eng-48. 
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heating and cooling at comparable loads with only a 
slight loss in performance. For example, the 75m2 
Fresno system optimized at $8.79/GJ with a 9.2% ROI 
compared against a conventional natural gas heated, 
electric air conditioner cooled home. 

Background and Need 

Large scale development of solar energy in the u.s. 
to serve a portion of the energy needs of single 
family residences, condominium, or energy
integrated communities awaits clearly advantageous 
economics. Before investment, the public is look
ing for a reasonable initial capital investment and 
a clear payout or breakeven in under ten years. It 
is the responsibility of solar energy conversion 
engineering community to continue to examine new 
solar energy system configuration ideas that make 
use of new or developing technology and make their 
findings known to the American consumers. 

In this paper, we examine the synergistics of inte
grating swimming pools with solar-assisted heat 
pumps to provide solar energy at a low enough cost 
to serve 90% of a building's heating needs. The 
key here is to take advantage of the lower cost, 
plastic, solar collectors available on the market 
for swimming pool heating. 

The notion of using ground-coupled swimming pools 
for heat storage reservoirs with and without heat 
pumps has been examined before (1-4) • It has gen
erally been recognized that the high cost of the 
pool makes including the pool as part of the solar 
system unattractive economically (i.e., payout 
periods exceeding 15 years). But when the swimming 
pool is justified and capitalized as a luxury, the 
economics improve considerably. The author has 
previously (5,6) examined residential space heating 
systems using a swimming pool coupled to a heat 
storage reservoir containing phase change materials, 
with and without heat pumps. The systems proved 
marginally economic. However, as presented in this 
paper, a swimming pool can serve as an excellent 
heat storage reservoir and the system optimized to 
provide very attractive economics, compared even to 
natural gas heating. 

In this paper we will first describe the heat pump 
character-istics that are most desirable for solar
assisted operation, then the properties of low 



cost, low temperature solar collector panels oper
ating with and without glazing, swimming pool heat 
balances and thermal dynamics. Then we put these 
components together into a solar-assisted heat pump
swimming pool integrated system, model its 
performance for the San Francisco Bay Area and San 
Joaquin Valley and then optimize the hardware to 
minimize cost. We then compare performance and 
cost with optimized solar-assisted heat pump
operated residential systems without using a swim
ming pool. Finally we identify the key areas where 
further developmental work would result in more 
cost-effective systems. 

Heat Pump Characteristics: 

The solar energy group at the Brookhaven National 
Laboratory (BNL) for the past several years has 
been involved in a program to develop the optimum 
heat pump characteristics for solar-assisted heat 
pump space heating applications (2,7). Three sub
contracts were let to General Electric* (EG-78-C-03-
1719, Heinz Jaster), Lennox (EG-78-C-03-1720 Wm. 
Dollars) and Northrup (EG-78-C-03-1718, Amir Ecker) 
as an incentive for commercial development. The 
BNL heat pump performance curves for the "ideal" 
heat pump have served as the goal challenge for the 
commercial development. An excellent review of 
different heat pump configurations has been 
recently done at G.E. (8). 

Heat pumps appear most attractive for solar
assisted applications when their coefficient of 
performance (COP) increases continually as the out
put (condenser) temperature increases in the range 
35 to 800C (90 to 180°F) and operate at water 
source temperatures 15 to 4ooc (55 to 1040F). Large 
commercial-scale (10 to 1,000 times larger than for 
single family residences) solar-assisted heat pumps 
are available that do very well in this temperature 
range (9). As shown in Fig. 1, however, smaller 
units with evaporator temperatures above sooc 
(125°F) and COP;s above 3.8 are not presently on 
the market, but will be soon. For the purposes of 
this study, we have taken a constant COP of 3.6 as 
typical of present day smaller units. 

The low temperature (15 to 40°C) of the water 
source fed to heat pumps is the key to the special 
compatibility of heat pumps .to solar energy. At 
these temperatures near ambient, low cost, unglazed 
solar panels can be used at higher efficiencies 
than panels that must deliver their heat at a 
higher temperature (i.e., above SQOC). 

Low Cost Solar Collectors: 

The author has previously (5) measured the effi
ciency - fluid factor performance curve for low 
cost, low temperature plastic solar collectors with 
and without glazing. The results are shown in 

*Reference to a company or product name does 
not imply approval or recommendation of the product 
by the University of California or the U. s. 
Department of Energy to the exclusion of others 
that may be suitable. 
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Source water inlet temperature, ~F 

Fig. 1 Templifier heat pump performance. 

Fig. 2A for a FAFCQ-II plastic collector (10) that 
is inexpensive (i.e., $44/m2) and widely used today 
for swimming pool solar heating systems. This 
panel was then covered with a thin (lmm), inexpen
sive, greenhouse plastic panel (i.e., TedlarR* 
coated Filon panel) (11). This glazing sheet was 
separated 4 mm from the surface and sealed at the 
edges. In both cases, the back of the panel was 
insulated with 5 em of glass wool. The tests were 
done with the panels oriented normal to the sun 
and with wind velocity around 2.2 m/s (5 mph). Tests 
showed that without flow no damage to panel resulted. 
The performance equations describing these tests are 
as follows: 

Tf - T air Unglazed € 0.81 - 25.2 s (1) 

Glazed 0.77 - 11.8 
Tr - Tair 

€ = s (2) 

Where Tf is the arithmetic average between the 
water inlet and outlet temperature (°C); Tair• the 
ambient air temperature (oC); s, the solar insola
tion flux (W/m2), and e::, the efficiency expressed 
as the heat flux captured divided by the solar 
insolation flux. 

!lm.:e these tests were malle, P"AFCO (10) has 
developed and begun marketing a glazed panel, 
FAFCO - IV, at about $90/m2, that consists of a 
corrugated Tedlar coated glazing mounted over the 
l.tet:.;lr.: B"A!'Ct)-II ';O\¥.l!!!IIL!.!!'J 1:n.•.•l r.·•-•ll.i;!t;l«"tr, Tl1F!" ,_.,:.

ported performance (10) is nearly identical with 
that reported earlier (5). 

. In examining Fig. 2A we note that with temperature 
differences, Tf - Tair• around 5°C the efficiencies 
are around 70% for both panels. And when tempera~ 
ture differences exceed 10oc, the glazed panel has 
clear advantages, in spite of the double per square 
meter costs (i.e., $44/m2 and 90/m2). Consequently, 

*TedlarR is a trademark of EI duPont" de ·Nemours 
and Co. 
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Fig. 2a Solar panel performance curves: installed 
tests. 

we have desired to keep Tf - Tair below 10°C when 
.the solar collector is limiting the energy gain of 
the system. Other more advanced collectors, such 
as double-glazed selective surface panels and evac
uated tubular collectors, have efficiencies below 
the unglazed FAFCO-II collector in this low tem
perature range, as shown in Fig. 2B. Also shown is 
the latest substantial effect of wind velocity on 
the unglazed collector as predicted by FAFCO (10). 
For the evaluations given in this paper, we have 
used the data in Fig. 2A, which compares nearly ex
actly with the curve for 2.2m/s (S mph) winds. In 
later discussions, it is important to note here 
that this was done to be completely conservative as 
our analyses. 

Swimming Pool Dynamics: 

Previously, the author (S) made heat balance 
studies using separately metered electric heat on 
a 68,700Kg (18,000 Gal) swimming pool with solar 
blanket: cover (12) spanning a wide range of Tf 
- Tair• temperature differences between pool sur
face water and ambient air., under varying solar 
insolation fluxes and seasonal conditions. The 
results including more recent data, are shown in 
Fig. 3, depicting energy flows necessary to main
tain Tf = 21.3oc (72°F) for different Tf - Tair 
values under different solar insolation fluxes onto 
the surface of the pool cover. 

For example, under low wind conditions and a daily 
average solar insolation flux of 16 MJ/m2-d (7S 
BTU/hr-ft2) or 200 w;m2 on the horizontal surface, 
a Tf - Tair = S°C temperature difference can be 
maintained with no heat input to the pool. With 10 
GJ/mo (14,000 BTU/hr) input added from solar panels, 
the pool can be maintained i3oc above ambient. 
This, then, is the ldnd of swimming pool heat hal
ance data we need to start system design studies. 

The author also previously (S) conducted rate of 
heat UD stur'lif>R tn OP.t. Sf.lmf;! a .. t:\m<~t-"s: of th9 
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Fig. 2b Comparison with typical collectors. 

of pool cover heat loss and ground importance 
coupling. 
pool cover 
determined 

An evaluation for the performance of the 
as a horizontal solar collector was 
as: 

e: = 0.23 - 2.27 (3) 

however, at these temperatures of the study, no 
accurate expression for ground coupling could be 
obtained. We were only able to note experimentally 
that as the unheated pool water temperature fell to 
low values in the winter, it never fell below 8°C 
(46oF) when the air temperature remained at -sOC 
for over 1 week. Since the ground temperature is 
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around 13°C (55°F), this observation must be ex
plained by ground coupling transferring ground heat 
into the pool. Thus, 8°C (46~) may be taken as a 
useful lower limit when extracting heat from the 
pool for space heating. At pool temperatures 
around 200C (68°F) the effective heat capacity can 
be taken as 0.288GJ/°C (1.5 x 105BTU/°F). 

Solar-Assisted Heat Pump - Swimming Pool 
Integrated System: 

The proposed system is shown in Fig. 4. It con
sists of a swimming pool with a conventional pump, 
filter, heater loop with a solar collector in a 
bypass loop, controlled by a pinch valv.e activated 
by a solar flux sensor (SFS). Cut into this loop, 
is a heat pump operated in seri~s. The heat pump 
can be water to air, as indicated by the forced air 
loop for heatinq or cooling, or it c&l be a higher 
efficiency, water to water heat pump applying hot 
water to a base-board heating system. Domestic hot 
water can be supplied by preheating tap water via 
a "recovery coil" placed on the compressor output 
line. 

The feasibility was examined of a direct heating 
mone whPrP. hot water fro~ the pool is fed directly 
to the house space heating system. When the poor
temperature is constrained between 18 and 310C 
(64 and 88~), however, it is not hot enough to 
efficiently heat exchange with forced air and is 

completely impractical for hydronic systems.* 
Thus, a series heat pump was used for the entire 
simulation. 

Numerical Simulation: 

Conventional monthly average simulation modeling 
(131 was done on this system shown in Fig. 4, in
cluding solar input and heat loss and transient 
heating and cooling of the pool, and the decline in 
solar collector efficiency with increasing fluid 
factor. The bases for design are shown in Table 1. 
The first validation task was to check out the 
model on the swimming pool - solar collector loop. 
These results are shown in Fig. 5, where the sea
sonal variation in pool temperature is compared 
with three years of experiment.aJ data. For the 
simulation monthly average solar flux and temper
ature data rrom l:he Oa~lawl Airp.:•i."l:. (14) \lere uocd. 
The agreement oet\oleen experimental tlal:a and predic
tion appears satisfactory for the monthly average 
methods. Significant improvements would require 
the treatment of daily fluctual:.iou, which should 
be undertaken in the future. 

"'This applicauon appear~:~ tu ue ma~yiually r.chiev· 
able with the smaller heat pumps on the market now, 
because most units can not exceed output tempera
tures of about 400C (104~). 

~ r--------------, 
r---:'JII'·'-'"..----, I Color collolltor 
I I 1 
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L--------...J I 

-~ I __________ _j 

Fig. 4 Solar-assisted heat pump swimming pool integrated system. 
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Jan Mar 

Fig. 5 Three year average pool temperature history. 

The next simulation was done to illustrate the per
formance differences between 19m2 of unglazed and 
glazed collectors, as shown in Fig. 6. As expected, 
the glazed panel delivers more heat and the pool 
heats up faster and stays warm longer than with 'the 
unglazed panel. More auxiliary heat is required 
for the unglazed panel in the middle of winter than 
for the glazed panel. Also, the unglazed panel is 
much more sensitive to wind on the panel surface-
degrading the efficiency as shown in Fig. 2. Using 
the economic factors and energy costs in Table 1, 
solar pool heating using glazed or uugl<J:.:eu collec
tor, both reached breakeven in 5~ years with a dis
counted cash flow return on investment (ROI) of 
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13%, in comparison to'an all gas heated system. WP. 
found that the increased costs of the glazed panels 
was almost exactly matched by the decrease in aux
iliary gas heat required in the middle of winter, 
as shown in Fig. 6. These economic results are 
indeed attractive and are generally experienced by 
solar pool heating customers in this area. With 
this validation of this part of the model, we now 
move on to the challenge of ~pace heating. 

First, we shall examine the use of unglazed col
lectors and a series heat pump operating off a 

· 2,000 gallon buried concrete tank. The tank is 
. covered with insulation on the top, but the sides 
lose and gain heat to and from the ground as dis
cussed earlier for swimming pools. As shown in 
Fig. 7, we have modeled the var i.ation in solar 
heat supplied by the collector as their efficiency 
varies with solar flux and the difference in 
ambient and storage tank temperatures. These 
estimates are believed to be accurate to 10% since 
approximations for the collector fluid Tf were 
taken as the storage tank Tf at the inlet to the 
collector. And this is believed to be adequate 
since the /:;T was typically 10oc and collector water 
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TABLE 1. QESIGN BASES 

Mass of water in storage= 68,700 Kg (18,000 gal) 
0.288 GJ/oc 

Unglazed FAFCQ-II at $44./m2 and glazed $90/m2 
Area of collector = 18, 28, 37, 57, 62, 75, 112m2 
Floor area of house = 150m2 
House heat loss = 30,000 KJ/oc - day 
Cooling load balance is heating load 
Panel 30° tilt south and 48° tilt south 
Heat pump Commandaire SWPHlOO at $740 
Interest= 10% 0.125/yr 20 year 
Elect p01~er $14/GJ 8% incr/yr $25/GJ 

Maintenance materials } 1% of capital 5% incr/yr 
Maintenance labor 
Natural gas (California average) $3/GJ 14% incr/yr 

H.N. I.or.~d 24 GJ/yr 
House heat load 57 GJ/yr 
Puul ht:tJ:.. l.:.od _f2 CJ/yr 

150 

flows •1ere higl1 ilt l00kg/l}~m2. A.uxiliary heat is 
require<:l in the winter in or.der to supply domestic 
hot •mtN ann space heating requirement for the 
150m2 house, as shown in the center panel of Fig. 7. 
The corresponding variation in storage tank temper
ature is shown in the bottom panel of Fig. 7. Note 
the increased period of warmth in storage tank tem
perature as the panel area is increased from 18 to 
37m2. A cornpar ison has also been made (solid 
cur.ve) showing 18m2 of glazed panel. Here the 
Rolar collection efficiency is consistently better 
and the swing in storage tank temperature greater, 
with corresponding reductions as auxiliary heat 
reqni.ren. 

~nnlin9 load (Fresno) 
House heat lo<!<:l 
H.W. Load 
1'001 heal luau 

28 GJ/yr 
44 
24 
60 

156 

T~e component costs for the glazed and unglazed 
collectors, series heat pump and 7600Kg (2,000 
gal) storage tank are summarized in ·:rables 2A, 2B, 
and 3. '!'able 2A shows the individual costs for 
equipment, CE, pumping costs, Pt:p, C6lleC::to~. w1en 
Ccll.c• maintenance, Cmml, the annualized solar costs 
Cs,a• without and with Califurnia tax credit, the 
financing cost,.c8r, the auxiliary natural gas cost, 
QACF, electric heat, ECE, annualized auxiliary 
cost, CA,a• and the total annualized costs, CT,a. 
For this system, the total energy supplied for 
domestic hot water and space heating was 81 GJ/year 
and thus the cost per GJ delivered is shown as 
around 12/GJ. Also shown in the last column is the 

Tl\J3[,B ?A. r.OMPONF.NT COSTS PANEL, l!EAT PUMP, 2,000 GAL TANK 

---·-·--. 
W/0 Tax W/Tax Total 
Credit Credit Energy 

.red Glazing CE Pep CcAc Cmml Csa Csa Car QACF EcE cA,9 CTa Suppl. $/GJ %solar 

., 
~ 1860 $1.2.1i0 59 l~m~ ts~re 500 840 16 843 686 140 H3 0 333 1019 81 

.:,;m2 Dare 1880 500 1260 18 911 718 140 64 0 204 922 81 11.40 80 

nm2 Bare 1900 500 1680 20 968 750 140 89 0 229 979 81 12.00 66 

!tlm2 Glazed 1860 500 1680 16 957 737 140 29 0 169 906 81 11.00 91 
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TABLE 2B. COMPONENT COSTS PANEL, HEAT PUMP, POOL SYSTEM (SAN FRANCISCO BAY AREA) 

Equip. 
CE P 

System Glazing S GJ/yr 

Fire & 
Pool Bare 

Glazed 

Bare 

37m2 Bare 

Bare 

sate 

150m2 Bare 

62m2 Glazed 

Glazed 

Bare 

37 Bare 

57 Bare 

75 Bare 

112 Bare 

250 

250 

1880. 

1900 

1920 

1940 

1960 

1980 

940 

960 

1880 

1900 

1920 

1940 

1960 

7.8 

7. 8 

20 

20 

21 

22 

23 

24 

22 

23 

900 

900 

900 

900 

900 

190 1260 

190 1680 

500 1260 

500 1680 

520 2520 

540 3360 

570 5040 

590 6720 

540 6375 

570 8500 

1260 18 

1680 20. so 

2320 27.00 

3360 33.00 

5040 50.40 

No With 
Tax Tax 

Incent Incent 
c;.,,ml 

$ 
Cs,a Cs,a sC I AQpC 

$ $ $ $ 

12 392 287 30 200 

12 310 

18 788 698 140 1360 

20.5 842 690 140 939 

27.00 . 977 767 140 324 

33.00 1113 853 140 

45.50 1365 911 140 

67.28 1613 1157 140 

73 1527 1073 140 268 

95 1847 1265 140 78 

San Joaquin Valley 
Panel, Heat Pump, Pool System 

1310 1094 140 1360 

1368 1122 140 939 

1482 1177 140 324 

1595 1731 140 

1825 1344 140 
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TABLE 3. LIFE CYCLE ECONOMICS 
(ALL SAN FRANCISCO AREA UNLESS NOTED) 

System 
Annual 
Cost 

With 2000 gal tank 

28m2 bare 922 

18m2 glazed 906 

With swimming pool 

75m2 bare 

112m2 bare 

112m2 bare 

112m2 bare1 

6:lm2 glazed 

62m2 glazed 

75m2 bare2 

993 

1124 

1494 

1174 

1481 

1935 

1371 

Break even 
Year 

14 

14 

7 

8 

l3 

8 

12 

15 

8 

Discounted 
ROI 

3.5% 

3.6 

9.5 

8.9 

5.5 

8.5 

5.6 

3.1 

9.2 

Year 2000 
Savings 

$12,851 

13,161 

42,701 

·40,073 

32,681 

39,081 

32,941 

23,861 

41,150 

542 $844 

1500 2158 

1079 1769 

464 1231 

140 993 

140 1124 

140 1297 

408 1481 

218 1483 

1500 2594 

1079 2201 

464 1641 

140 1371 

140 1484 

California 
Tax Credit 

Yes 

Yes 

Yes 

Yes 

No 

Yes 

Yes 

No 

Yes 

lwith 50% increase in heat pump cost. 
2Located in Fresno, San Joaquin valley with 28GJ/yr cooling load. 
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Total 
Energy 

Supplied 

GJ/yr 

150 

150 

150 

150 

150 

150 

150 

150 

180 

180 

180 

180 

180 

$/GJ %Solar 

5. 63 40 

14.39 57 

11.79 56 

8. 21 77 

6. 62 85 

'1. 4Y 92 

8. 65 

9. 87 85 

9.89 92 

14.41 57 

12.23 69 

9.12 76 

7. 62 82 

8. 24 82 



fraction of this energy delivered that was supplied 
by the solar panels. Note that the unglazed panels 
optimize at around 28m2 and this compare_s_c_!osely 
with the glazed panel optimum-arouna-I9m2, both-
_with around $11/GJ, even though the fraction solar 
delivered for the glazed system is up to 91%. This 
illustrates well the trade-off between glazed and 
unglazed systems. From Table 3, it can be seen 
that-bot~hiave-a-dlscounted cash flow return on 
investment, ROI of 3.5%. 

Now we shall examine the improved economics that 
are possible by using the swimming pool in place 
of the storage tank. Figure 8 shows the various 
seasonal heating loads and the simulated perfor
mance of such a system when the pool temperatures 

--are-constri:lined between 18 and 31 OC for year
round swimming. The component costs are shown in 
Table 2 and the lifecycle costs in Table 3. The 
optimum panel area was 75m2 and Fig. 9 shows the 
cash flow· for such a system with breakeven in the 
7th year. It realizes a discounted ROI of 9.5%, 
which is even more spectacular when one recognizes 
that these earnings are tax-free. We have also 
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Fig. Sa Performance with bare panels, heat pump 
and swimming_pool. 
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Fig. 8b Performance with bare panels, heat pump 
and swimming pool. 
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compared the sensitivity of the lifecycle costs in 
Table 3 to a 50% increase in heat pump cost· from 
01;000 to. 1)1;!:100; whi.::h would be e ... pecle..l ror a 
near doubling or the.l Mg (1 eon) capacicy eo 2 Mg 
(2 ton). This increase only drops the discounted 
ROI from 8.9 to 8.5% for the 112m2 collector 
:;ystem. 

The sensitivity to the Cal1fornia 55% tax credit; 
also shown in Table 3, is found to be substantial. 
Without the tax credit for the 112m2 system, the 
discounted ROI of 8.9% falls to 5.5% and the pay
ment. is extended tO 13 years •. This would be barely 
acceptable economics. A similar result is found 
for glazed panels where the discounted ROI drops 
from 5.6 to 3.1%, increasing the ~ayment.time from 
12 to 15 years. 

Finally, we examine in '!'able 3 and J.o'ig. 10 the sen
sitivity to adding a subtantial air conditioning 
load as we change sites and climatology from the 
·san Francisco ·Bay Area tci :Fresno, tyPifying the--·· 
·San Joaquin Valley.-- The component costs as shown 
on Table 2, with the op_timum system again 75m2. 
However,. tho added running timo of tho boat pump 
as an air. conditioner adds .substantially to the 
electric power consumption (from $SOO to goo per 
year). However, these increased operating costs 
for the heat pump are offset by the conventional 
air conditioner operating costs for the non-solar 
F.:ei!HiU ho.~~l;!~- _ ~ ~ -~1:!-~-~~L ~!·=·-·g~uuuul:t!~_!l~!_ :l:_s .. 
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Fig. 9 Life cycle costs 75 m2 bare panel, heat 
pump, pool. 



San Joaquin Valley 37m2} 
energy demands 27m2 

0 
E ...... ..., 

(.!) 

-c· 

.2 
C) 

£ 

8 
u ... 
0 
C) 
c: 

·;:; 
0 &'! 

:X: Jan Mar May July Sept 

Fig. lOa Performance with bare panels, 
and swimming pool. 

~ 14 ...... ..., 
(.!) 12 
~-
n 10 
a. 
ii! .... 
"' Cl> 
J: 

8 

6 

4 

2 

Solar heat supplies 

······················· 

-----------

._ .. _ .. :::: ~~ ~~) Panel 

------- 37 m2 area 
___ 27m2· 

Panel 
area 

Nov 

heat pump 

o~~~~~--~~--~~--~--~~~L-~ 

Jan Mar May July Sept Nov 
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a high 9.2% with an 8 year payment. It is .not as 
nigra as the s!milar ·applic"A.tfonin. tile san--li'ran~ 
cisco Bay Area (i.e., 9.5%) since heat pumps in a 
coolfng-mode are not as efficient (i.e. I COP) as
when they are in a heating mode. But, these eco
nomics are indeed attractive anyway. 
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Conclusion and Future: 

We have seen that when a swimming pool is already 
capitalized for pleasure and not charged against a 
solar energy system, a. design can be developed for 
providing 90% of the domestic hot water, space 
heating and swimming pool year-round heating needs 
at very attractive economics (i.e., discounted ROI 
of 9.5% and 7 year payout). The design can be 
unglazed, inexpensive ($44/m2) plastic solar col
lector that can be tilted for maximum winter heat
ing and operate above 50% efficiency in the winter. 
Glazing the collectors dropped the collector area 
requirements and sensitivity to wind and provided 
good (5.6% ROI) economics for the 760 kg (2,000 
gal) tank system but did not match the 9.5% ROI 
economics using the swimming pool system, owing to 
the pool constrained temperature limitation (18 to 
310C) for swimming year. 

Sensitivity studies showed the 55% tax credit crit
ical to the outstanding economics, and the next 
sensitivity was to local wind and temperature vari
ations. The economics were not strongly sensitive 
to heat pump unit cost. The payment period is 
sensitive to the base case energy supply picture, 
for example, the price increase curve for natural 
ga9. 

Future studies should handle in more detail (i.e., 
hourly weather simulations), the local wind and 
temperature variations. 

measurements, especially Tom Green, Paul Futscher, 
Joseph Haidl, Steve Hassie, Bill Colias, David 
Rog@rs, and Frli>d Schunach~Pr. 
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RESULTS OF SYSTEMS SIMULATION AND ECONOI1IC ANALYSIS 
OF A SOLAR-POWERED TURBOCOMPRESSOR HEAT PUMP 

G. Melikian, B. W. Rhodes and T. N. Obee 
United Technologies Research Center 
East Hartford, Connecticut U.S.A. 

ABSTRACT 

Since 1974, United Technologies has been 
actively engaged in the deHl~t, develupment and 
demonstration of solar-pO\~ered Rankine cycle heat
ing and cooling systems for building applications. 
Under a recent DOE contract, UTC has built and 
tested an 18-ton cooling capacity, 500,000 Btu/hr 
heat pump over a wide range of operating conditions 
simulating an actual building installation. To 
assist in the heat pump design and analysis, UTRC 
has developed and used several comprehensive 
systems simulation and economic analysis programs. 
Collector array size, storage tank volume and 
control strategies were evaluated with th~e pro
cedures. Typical results of the system simulations 
for buildings in six selected geographical regions 
are described and the economic potential for such 
a system is illustrated. The impact of varia
tions in projected fuel price and component cost 
level on the UTC system economic potential (i.e., 
return-on-investment, payback period, etc.) is 
shown in detail. 

United Technologies has designed, built and 
tested (Refs. 1 and 2) a unique thermally-driven 
heat pump,sized for multi-family residential 
applications. This prototype unit was specifi
cally designed to operate at peak temperatures 
typical of medium-concentration collector~ and 
to permit efficient air cooling. The basic heat 
pump design data was developed under prior ERDA
and DOE-sponsored programs in which the operational 
feasibility and performance characteristics of a 
laboratory Rankine-cycle turbocompressor heat 
pump and air conditioning system were demonstrated 
(Refs. 3 and 4) . 

Seasonal performance estimates and economic 
analyses of the UTC heat pump were conducted for 
widely dittering climatic condJ.tions and energy 
costs. The impact of various collector types, 
collector array sizes, storage tank capacities, 
control strategies, component cost levels, overall 
system configurations, energy prices and escala
tion rates plus tax credits and incentives were 
evaluated in the Ref. 2 contract. A selected 
HuumliHY uf ·Liue Rt!L 2 J.:esults are presented 
herein. 
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SYSTEM DESCRIPTION 

The UTC heat pump (HP) system, shown in Fig. 
1 incorporates a Rankine-cycle power loop in \~hich 
a centrifugal turbine is used to drive a centri
fugal compressor in a vapor compression refrigera
tion loop. The thermal energy to the power loop 
is provided at temperatures up to approximately 
300 F (149 C) by a medium-concentration solar 
collector array. Auxiliary energy for cooling is 
provided by a fossil-fuel-fired furnace. Heating 
can be provided by direct solar, direct furnace, 
or furnace~driven heat pumping of low-temperature 
solar energy in combination with power loop heat 
recovery. The HP is rated at 1"8 tons for cooling 
at standard ASHRAE operation conditions of 95 F 
db/75 F wb and approximately 500,000 Btu/hr for 
heating. It utilizes low-maintenance air-cooled 
condensers for heat rejection and conventional 
HVAC design heat exchangers and controls. 

PERFORMANCE SIMULATION PROCEDURES 

The overall performance of the UTC heat pump 
system installation has been estimated by means 
of an analytical simulation procedure which 
includes performance models for each of the major 
r.omponents and subsystems, the thermal load 
characteristics of a typical multi-family resi
dence and meteorological data for specific U.S. 
locations. 

These models were incorporated into the basic 
Univ. of Wisconsin TRNSYS building heating/cooling 
simulation computer program (see Ref. 2). This 
program was extensively modified by UTRC (with UTC 
sponsorship) to allow simulation of new collector 
types and special components in the heat pump 
module, such as, the Rankine-cycle turbocompressor 
system and fan-coils operating with off-design 
sensible and latent loads. The performance (out
put and Coefficient of Performance) of the basic 
UTC heat pump module (Fig. 1) was calculated as 
a function of the module interface air or water 
flow conditions by means of a detailed performance 
prediction program developed by UTRC (previously 
described in Ref. 4). The results of such calcu
lations for the prototype UTC solar-powered heat 
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pump Here incorporated into the TRNSYS program for 
both cooling (Fig. 2) and heating (Ref. 1) mode 
operation. Performance models were also incorpor
ated for the collectors, storage tank, fan-coil 
and auxiliaries. In addition, new computer codes 
~~ere developed to; (1) model advanced east-1~est 
tracking concentrating collectors and nontracking 
CPC-type collectors in any orientation, (2) utilize 
collector instantaneous performance data correla
tions, (3) model a master control routine which 
selects the system operating mode, and (4) read 
special SOLMET type weather tapes. 
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Fig. 1 Heat Pump Performance in Cooling Mode 

The UTC heat pump installation performance 
analyses were conducted with hourly weather data. 
The National Bureau of Standards, under DOE 
sponsorship, has generated consistent weather and 
insolation data (SOLMET) for numerous U.S. loca
tions for use in evaluating solar heating and 
cooling systems. SOLMET data tapes have been 
selected for typical years at six locations: New 
York, NY (1958); Madison, WI (1961); Fort l~orth, 
TX (1960); Apalachicola, FL (1957); Phoenix, AZ 
(1962); and Santa Maria, CA (1956); which repre-
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sP.nt A wirlP. v.-,riPty .Jf. heating/cooling loads, 
geog1.aphic areas and solar insolation levels. 

Rui lc"ling ThP.rmA.l MnrlP.l 

Building heat loss/gain factors· depend on the 
size, construction, and use 0f the building, as 
well as, on its geographical location and orienta
tion. For this study, a building model was esta
blished to sinulate the heating and cooling loads 
of an energy efficient (as per ASHRAE Standard 
90-75) three-ctory multi-family residence ~~ith 
six (6) apartments on each floor. Each apartment 
comprised 800 sq ft of living space, with 5400 sq 
ft on each floor; a total floor area of 16,200 sq 
ft; a total exterior wall area of 10,000 sq ft; 
and a total building volume nf 14S,ROO r.t.l ft .. 

Buildins d<:>11i9n p<:>int lo::~d~; mn;Q lHI~Qd on 
weaL!ter uata provlueu lu Lhe 1972 edition of 
ASHRAE Hanubook of Funuamental:; and ASHRAE 
Standard 90-75. The design point heating load 
was dc:;ligncd on the ba3is of coincident wit"rJ velo
city and the 97.5 percent dry bulb temperature for 
a heaLlug :;ea:;uu. The deslgn pulnt coollng load 
was rlesignerl nn the hasis nf thP. 2.5 pP.rCP.nt 
temperature levels for a cooling season. Based on 
these design point procedures, the modeled build
ing would require a nominal 15 to 20 ton capacity 
cooling system if loc?ted in a region with a 
climate typical of northeastern U.S. When the 
system installation was evaluated in other climatic 
areas, the size of the modeled building \vas modi
fied to accommodate the 18-ton UTC cooling system. 

PERFORMANCE ESTIMATES 

The UTC-modified TRNSYS simulation computer 
program was used to determine the effects of 
collector characteristics (type, configuration, 
surface area, tilt angle, etc.), storage tank 
characteristics (capacity, segments, etc.) and 



system operating strategies on seasonal perfor
mance of the UTC solar-powered heat pump installa
tions in various geographical locations. These 
results included solar contribution (energy 
supplied by solar collector/total thermal energy 
supplied to HP system), parasitic power consump
tion and time in each operating mode; as well as, 
time profiles of all system and building condi
tions (temperatures, heating/cooling rates, 

humidity, etc.). A sampling of these results are 
presented herein. A typical annual energy distri
bution profile for a New York location is shown 
in Fig. 3. These results show a substantial por
tion of the winter heating load is delivered by 
solar-assisted heating pumping and essentially all 
of the summer cooling.load is delivered by the HP 
in the solar-powered cooling mode. The comhinerl 
impact of the building loads, solar insolation 
availability, and HP performance on storage tank 
temperature is shown in Fig. 4. These computer 
generated plots are for building simulation cal
culations made every 15 min. for an entire year; 
however, such detailed results are usually unnec
sary for most performance and economic evaluation 
studies. 

Region - New York, N. Y. 
Collector area = 2000 tt2 near term CPC + 4000 tt2 flat plate 
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System performance simulations were made in 
15 minute increments for one-day/month, three-day/ 
month, and every day for a typical year of opera
tion. Based on these calculations, an average 
three-day/month simulation was developed, permit
ting rapid determination of annualized performance. 
This three-day/month simulation procedure proved 
to be satisfactory for performance comparisons of 
similar systems and identifying general trends in 
major parameter sensitivity analyses (such as 
comparisons of different types of collectors and 
collector size variations). 

Several representative moderate temperature 
solar collectors were evaluated in earlier UTC 
studies (Ref. 1). A comparison of the annual 
solar contribution performance of these collectors 
indicated a significant advantage for auvanced 
compound parabolic collector(ACPC)(peak efficiency 
of 72%) in moderate temperature (200-300 F) heat 
pump applications. Heating only or cooling 
only applications can be efficiently met with the 
flat plate or parabolic trough collectors. Since 
the ACPC collectors are still in the R&D stage 
and not expected to become commercially· available 
in the near future, the UTC heat pump system was 
evaluated in detail with present state-of-the-art 
"near term"CPC collectors (peak efficiency of 64%). 

Although current CPC collectors .are relatively 
expensive, they are only required for cooling 
mode operation of the UTC heat pump. During heat
ing operation, (either direct solar heating or 
heat pump heating) a solar collector output tem
perature of 160 F down to 55 F is adequate. Such 
temperatures can be achieved with low-cost flat 
plate collectors. Since a majority of U.S. loca
taions have a short cooling season, the suitability 
of utilizing hybrid solar collector systems employ
ing relatively low-cost, low-temperature flat plate 
collectors coupled in series with moderate tempera
ture CPC collectors was investigated. The annual 
solar contribution of the UTC heat pump system 
utilizing the hybrid collectors is presented for 
the New York region in Fig. 5 and compared with 
advanced and near term CPC collectors. These data 
are presented for an optimum collector tilt angle 
and storage tank size c~ 1.5 gal/ft2 of collector) 
as determined in performance sensitivity analysis 
described in Ref. 2. The flat plate collectors 
are tilted 60° from the horizontal providing the 
optimum angle during the heating season, and the 
CPC collou::r-.ors arP. tilt·ed ;1!)

0 (rather than 40°when 
used alone) to provide the optimum angle for the 
cooling season. The data in Fig. 5 indicates that 
·replacing 2000 sq ft of CPC area with an equiva
lent area of flat plate collector (total area 
equal 4000 sq ft) results in about a 10 percent 
degradation in annual solar contribution; however, 
as will be discussed later, the hybrid collector 
installation is typically mure cost effective. 



A comparison of the annual solar contribution 
performance obtained with the three-day per month 
and 365-day per year simulations is also presented 
in Fig. 5 for advanced CPC solar collectors. The 
more reliable 365-day calculation results give 
solar contribution values which are approximately 
83 percent of the values obtained with the three
day simulation (for 4000 sq ft of total collector 
area). Consequently, where an accurate absolute 
level of performance is desired, annual perfor
mance calculations should be conducted with a 
365-day simulation procedure. 
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Fig. 5 
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Heat Pump Installation Annual Solar 
Contribution 

Detailed annualizeu performance character
istics·were calculated for alternative UTC heat 
pump installation configurations covering a range 
of collector and storage tank types and size. 
Although their average thermal COP's were similar, 
Lltt: U!Jllmum installations had significantly highet· 
solar contributions and lower parasitic power 
consumption and operating time. A summary of the 
performance characteristics for an optimum instal
lation in New York with 2000 ft2 of near term CPC 
(NTCPC) and 4000 ft 2 of low-cost flat plate (FP) 
collector is presented in Table I. In addition, 
representative NTCPC collector in~tallation 
characteristics are presented for New York and 
five (5) other locations. These performance 
simulations indicate a significant portion of the 
selected buildings heating and cooling energy 
needs can be supplied by solar energy, thereby 
rcduciug its annual fuel and electricity require
ments. For example, the UTC solar-powered HP 
installation can provide a solar contribution of 

50 to 60 percent with 4-6000 ft 2 of collector 
(Table 1). 

When used in cooling dominated areas such as 
Phoenix and Apalachicola, the UTC system can pro
vide a substantial fraction of the building cool
ing energy needs with a minimum amount of collec
tor. For example, in Phoenix, a system utilizing 
1000 sq ft of advanced CPC collector (ACPC) would 
result in a 45.9 percent seasonal solar contribu-
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tion (SSC), t~hile 2000 sq ft of the same collec
tor would increase the solar contribution to 81 
percent. In Apalachicola, 2000 sq ft of near 
term CPC collector would provide 57 percent of 
the building needs from solar .. The lower perfor
mance of near term CPC's, the lower insolation 
values for Apalchicola, and a larger building 
contributed to the different results for Phoenix 
relative to Apalachicola. 

In heating dominated areas such as Madison, 
WI, 4000 sq ft of NTCPC can provide a sse of about 
41 percent. However, in the Ft. Worth area where 
building heating/cooling ratios are closer to 
unity, :2000 oq ft of NTCPC cullt:<.:Lur <.:an provirlP. 
a SSC of about 53 percent. Detailed building in
door conditions for all six (6) regions evaluated, 
indicate that standard comfort conditions can be 
met tvith the UTC solar installation in addition to 
providing significant energy savings. A detailed 
evaluation of the economic potential of the UTC 
system has been conducted for a UTC solar HP 
installation iu New York. 

ECONOMiC ANALYSis 

Life-cycle costing tvas used to evaluate the 
economic performance o£ the UTC solar-powered heat 
pump system relative to a conventional HVAC system. 
The selected HVAC system includes an electric air 
conditioner with an overall st:asonal COP of 2.3 
and a fossil-fueled furnace with a seasonal effi
ciency of 80 percent. The baseline general 
economic assumptions used in these economic eval
uations are presented in Table 2. Solar systems 
have a 20 percent invesrmenr rax credit and a 
conventional HVAC lO percent. Both systems were 
assnmerl rn h:ovfil a 20 yr. life and 10 y1. Ut!!Jle<.:
iation period. 

Life-cycle costing is a method of expen
diture evaluation which considers the sum total 
of all relevant quantifiable costs (acquisition 
cost .!L\J i'uuulug cost) associated with the ex
penditure durjng the time the purchased asset is 
in use. Acquisition costs (or initial capital 
costs) must be estimated; however, only acqui
Ri t,i on co::~ta of ~;ub::;ysLeln componeiHs not common 
to the two investments being evaluated arc re
quired by the life-cycle cost approach. The 
subsystem components for which acquisition costs 
were established arc for the UTC solar HP - the 
solar collector, storage tank and heat pump 
module (includes all other components except 
the auxiliary furnace), and fut· the conven
tional HVAC - a unitary chiller. The furnace 
and indoor fan-coils are common to both systems. 
Installed costs for solar collectors and the 
heat pump module have yet to be accurately de
fined; therefore, these costs were varied over 
a range of values to display their impact on 
system life-~ycle cost. 



Solar Energy Average Thermal COP 
Collector cgllected HP Solar Furnace Solar Contribution, % 

Location Type Area 10 Btua_r Heating Cooling Cooling Heating Cooling Total 

New York, NY NTCPC/FP 2000/4000 610 1. 94 0.85 0.66 48.6 92.4 56.3 
New York, NY NTCPC 4000 594 1.92 0.76 0.65 40.1 97.1 52.1 
Phoenix, AZ ACPC 2000 729 - 0.82 0.62 100 76.7 81.0 
Fort Worth, TX NTCPC 2000 471 2.02 0. 77 0.61 49.1 56.3 5] .. ] 

Santa Maria, CA NTCPC 2000 626 2.15 o. 71 0.62 70.2 73.2 70.6 
Madison, WI NTCPC 4000 719 1.93 0.82 - ]0.5 100.0 39.7 

Apalachicola, FL NTCPC 2000 420 2.10 o. 79 0.62 76.9 50.5 57.2 

Table 1. Alternative UTC Heat Pump Installation Perfor~ance 

CPC Collector Cost Range, 
$/ft2 

Flat Plate Collector Coot 
Range, $/ft 2 

Cost of Electricity, ¢/kW-hr 
Fuel Cost Range, $/106 Btu 
Misc. Annual Charges, 

% of Capital Costs 
Operation and Maintenance, 

Cost Model (3) 

Low/Moderate/High 

10/20/30 

5/10/15 
5 

NA/7 .00/10.50 

2.25 

% of Capital Cost· Z 
Cost Base Year 1980 
Installation Year 1985 
General Inflation Rate, % 6 
Escalation Rate of Fuel(l), % 6 
Escalation Rate of Electricity(!), % 4 
Discount Rate( 2),% 10 
Tax Rate, % 48 
Depreciation Method 
Ownership 

Straight Line 
Commercial 

(l)These rates are above the general inflation 
rate 

(2)Based on .53 fraction of equity in capital 
structure, 14% average return on equity, 
48% tax rate, 10% average interest rate 
on debt. 

(3) All costs expressed in 1980 dollars. 

Table 2. Assumptions Used in Economic Analysis 

Various economic indicators were used to 
assess the financial merit of alternative in
vestments. These include: net present value 
benefit, net present value benefit ratio, cost 
of energy delivered, after-tax discounted rate
of-return, and payback period. The latter two 
indicators were selected for inclusion herein. 
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After-tax discounted rate-of-return values greater 
than 10 percent are necessary for cost effective 
building HVAC investments. Payback period, which 
represents the years required to pay back an 
initial investment difference with future cost
saving differences (not discounted) between two 
alternative investments, shou}.d he less than 
about 10 years for a cost effective investment. 
These economic indicators (all after-tax values) 
were evaluated with respect to changes in the 
cost of fuel, collector cost arid area, and heat 
pump module cost. The results of these evalu
ations identified the hybrid collector con
figuration with a total of 6000 ft 2 as the most 
cost effective installation. 

Selective results for this configuration 
are shown in Figs. 6 and 7. Rate-of-return 
and payback period are shown as a function of 
the heat pump module cost for low and high 
collector cost values (defined in Tabge II) and 
two fuel cost levels ($7 and 10.50/10 Btu) 
which are approximately equivalent to $1.00 
and $1.50/gal of oil. The Fig. 6 and 7 results 
indicate that·the UTC system is cost effective 
at HP module costs of up to $60-$75,000 when 
fossil-fuel costs are $7 per 106 Btu and CPC 
installed costs approach $10.00 per sq. ft. 
(the low cost assumption). This collector cost 
is less than one-half of the current installed 
CPC costs. If fuel costs reach about $10 per 
106 Btu, the allowable collector costs can in
crease to $20 per sq. ft. or the allowable heat 
pump module costs can increase to above sixty 
thousand dollars and still remain competitive 
with a conventional heating and cooling system. 
The heat pump module cost at which the UTC 
system becomes cost effective is approximately 
the same when evaluated by any of the economic 
indicators discussed earlier (see Ref. 2). This 
consistency suggests that the economic in
dicators are of equal value when used to deter
minR cost effectiverPas. 

The results presented in Figs. 6 and 7 are 
based on the current 20 percent solar investment 
tax c':edit. The. purpose of an investment tax 
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credit for solar heating and cooling systems is to 
decrease the burden of high initial capital costs. 
The effect of several values of the investment tax 
credit on rate-of-return are shown in Fig. 8 
assuming moderate values of collector and fuel 
costs. These results indicate that an increase in 
tax credit (above the current regulation value) 
would make a significant impact on the solar HP 
economic attractiveness. For example, an in
crease in investment tax credit from 20 percent 
to 50 percent (as advocated by various government 
and industry solar experts) increases the heat 
pump module allowable cost by $55,000 to $90,000 
(Fig. 8) at moderate values of collector and fuel 
cost and to over $150,000 at high fuel cost and 
low collector costs. 
CONCLUSIONS 

Detailed systems simulation and economic 
analysis have been developed and used by UTC 
to assist in the design and identify the poten
tial of the UTC heat pump. The results indicate 
a significant solar contribution of 50 to 90 per
cent can be achieved in diverse climatic loca-
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UTC Solar Heat Pump Compared To Conventional HVAC System 
Moderate collector and fuel cost assumption 
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tions. The HP system '~ould be cost competitive 
if either fuel costs increased to $10/106 Btu 
or collector installed costs decreased to 
$10/sq. ft. An increased investment tax credit 
would substantially imprnvP- the cost effective
ness and become a powerful stimulus for future 
inst.al.l at. ions. 
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INTRODUCTION 

The National Solar Data Network (NSDN) (1) is -a 
rich source of solar system performance data for 
the validation of computer simulation models. 
Since 1977 over 900 million measurements of s~nsor 
data from NSDN sites have been collected and stor
ed, and the quantity of this data is rapidly in
creasing. The number of instrumented sites is also 
expected to increase from the current authorized 
level of approximately 150 to a total of 250 by the 
end of 1982. This paper presents a summary of the 
types and quantities of data currently stored in 
the NSDN, projected improvements in the collection 
of data for the future, and suggested uses of the 
data for validation of solar simulation models. 

THE NSDN PROGRAM 

The purpose of the National Solar Heating and Cool
ing Demonstration Program, which includes the NSDN 
program, is to promote early commercialization of 
solar systems. The NSDN sites selected by DOE 
include a broad range of solar system types and 
geographical locations within the United States. 
Sensors are sampled automatically, and the data are 
stored at each site for one or more days. Since 
December 1979, the data have been transmitted over 
telephone lines to a central computer at Vitro 
Laboraeorles li\ Sllv~r sprlng, Maryland, wh!!re tiara 
reduction and analysis take place. Thermal perfor
mance of each site is analyzed and the results are 
reported in site specific Monthly Performance 
Reports. Performance over longer time periods is 
presented in Seasonal Reports. 

Performance of the solar systems is evaluated using 
the energy balance concept (2). The monthly per
formance factors include: 

o System level performance: 
- Thermal performance of the system 
- Solar fraction 
- Total energy consumed 
- Total energy saved 
- Comparison savings (passive systems only) 

0 subsystem level performance: 
- Thermal performance of each subsystem 
- ECSS solar conversion efficiency 
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- Solar fractions 
- Energy consumed, energy saved 

Performance calculations based on the site data 
collected during the month is compared with pre
dicted performance for the site using the F-Chart 
simulation method (3). 

TYPES OF DATA COLLECTED 

Three types of data are collected: 1) data from 
solar system sensors for thermal performance 
assessments, 2) weather data, and 3) data for 
special analyses from a few sites. Data collec
tion emphasizes measurements that are intended to 
lead to performance assessments at the system 
level rather than at the subsystem or component 
levels. 

Solar system sensor data consists of: 

o Temperature sensors in each subsystem 

e Flowmeters in each subsystem 

• Auxiliary power used via wattmeters, flowmeters 

• State oonooro (i.o., on-off, otc.) 

Weather data consists of: 

o Insolation, in the plane of collector (all 
sites) 

e Ambient temperature (outdoor, all sites) 

o Wind speed and direction (some sites) 

e Relative humidity (some sites) 

Special sensors consist of: 

• Corrosion sensors (resistance values across 
samples of materials in solar systems) 

o Reliability data for data acquisition equipment 



TYPICAL DATA STREAMS 

Of the 148 sites currently authorized in the NSDN, 
92 are now operating and reporting data; the 
remainder are under construction or otherwise 
incomplete. A total of 84 sites are active solar 
systems; 8 are passive systems. Data from NSDN 
sites is sampled at five minute ·intervals and 
stored on site. Parity checks are made during 
daily transmission of these data to the central 
computer, and the 5 minute data are printed out on 
tabulation sheets daily. These data are aggregated 
to form monthly tabulations that present averages 
or sums of the data for each day and for the entire 
month. 

Figures 1 and 2 are truncated samples of typical 
printouts of data for an active solar site. The 
figures show daily and monthly outputs, respec
tively. The site in this example, Cathedral 
Square, is an apartment complex in Burlington, 
Vermont, which uses solar energy for domestic hot 
water heating (4). 

Data from each of the 8 passive solar systems is 
obtained from a number of temperature sensors in 
rooms and in mass storage areas, as well as from 
extensive environmental sensors. Figures 3 and 4 
are daily and monthly data printouts for a typical 
passive site, Hullco Construction, a residence in 
Prescott, Ari~ona (5). The daily printouts present 
a series of computer generated curves of the data 
that are sampled at 5 minute intervals. Usually 
a curve is generated for each sensor output. 
Temperature curves for a Trombe wall and related 
temperatures over a 24 hour period are shown on 
Figure J. 

ADDITIONAL DATA AND IMPROVEMENTS 

The NSDN sites can serve as a source of additional 
performance da.ta beyond that envisioned when the 
program was established. Consideration is being 
given to include, at some new sites, additional 
sensors for special measurement purposes. For 
active systems, sensors may be added or· improved 
to record additional data for air flow measure
ments, for air infiltration, and for storage. For 
passive systems, sensors may be added to measure 
air stratification, infiltration quantities, and 
energy gains from wood stoves and fireplaces. 

Quality of current NSDN data is sufficiently high 
so that energy balance equations can generally be 
solved for each system. During site start-up and 
for a few months thereafter, there may be vari
ability in the consistency of the data from some 
sites. After the start-up period, site performance 
and data quality are consistently good. Accuracy 
of instrumentation meets good commercial standards. 
For example

0 
temperature sensor accuracy is typi

cally+ 0.5 F. (Users of NSDN data are reminded 
not to-attribute precise laboratory standards to 
the accuracy of the data.) Improvements in NSDN 
data quality are being pursued via better installa
tion procedures, and the check-out and calibration 
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of the instrumentation. A continuing error 
analysis program is being conducted to analyze 
error sources and make improvements. 

LONGEVITY OF DATA COLLECTION 

Data collection began during 1977, and for over 30 
sites is now in its third year. As the number of 
sites increases, the size of the NSDN data bank is 
increasing exponentially. A cumulative plot of 
site months of operation is shown on Figure 5. 
For a typical site, over 300,000 sensor measure
ments are made during each month. For some sites, 

_the data collection will soon begin its fourth 
year. Thus, the NSDN data bank includes both 
quantity and longi.tudin;~l ni~trihut:ion of solar 
data. 

10.000 

SITE-MONTHS 
OF 

OPERATION 
(CUMULATIVE) 

8.000 

6.000 

4.000 

2.000 

/ 
/ 

/ 
1979 1980 

CALENDAR YEAR 

/ 

/ 
/ 

/ 

1981 

/ 

Figure 5. Cumulative site-months of 
operation for NSDN sites. 

SIMULATION 

/ 
/ 

/ 

1982 

I 

I 
I 

I 

Computer simulation of solar energy systems is an 
indispensable tool for res8arch, development and 
evaluation of systems. For existing solar energy 
systems, simulation provides a method for compar
ing actual performance with that predicted by a 
mathematical model. In the design of new systems, 
simulat·ion allows one to comprehensively test a 
large number of competing designs quickly and 
relatively inexpensively. The same testing, based 
on fabrication of a prototype system, would be time 
consuming and costly. Reference (12) contains con
cise descriptions, and cost and availability infor
mation for several widely used solar simulation 
programs. 

Data from the National Solar Data Network can be 
used for simulation over a wide range of solar 
designs. The NSDN data includes active system 
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... easurement - with air or liquid transport - for 
heating, cooling and domestic hot water. Collec
tor performance models can be simulated using this 
data for flat-plate, concentrating and tracking 
collectors. Passive system measurements - as many 
as 45 sensors per system - can be used for simula
tion of many passive system designs. For example, 
the NSDN data bank of sensor measurements can be 
used in the simulation of any combination of these 
solar subsystems, active and passive, over a wide 
range of geographic and environmental conditions. 

Simulation, using F-Chart (3), is one method 
currently being used to evaluate the performance 
of the NSDN demonstration sites. Typical input 
data to F-Chart simulation from each NSDN site 
includes: 

o Space heating load 

o Space cooling load 

o Hot water usage 

o Incident solar energy 

o Average ambient temperature 

The output from F-Chart includes: 

o Expected solar fraction 

o Expected insolation 

o Long term climatic factors 

The F-Chart output is compared with.measured data 
to evaluate the performance of each site. 

The simulation program F-Chart can also be used in 
conjunction with NSDN climatic data to evaluate 
the performance of a potential solar energy system. 
The applicable NSDN climatic data includes monthly 
average ambient temperature, available insolation 
and heating and cooling degree days. These data 
are tabulated for each site reporting in the NSDN 
Ann nrr inrl11rlrrl in mnnthly nnrl '>f':J'>nnRl prrfnr
mance reports. A list of currently available 
reports is included in reference (11). Examples 
and discussion of the use of F-Chart in connection 
with particular NSDN demonstration sites appear in 
references (7, 9, 17, 18, 19). 

VALIDATION 

Validation of a simulation model is usually per
formed to ensure some measure of agreement between 
the model and the actual systems represenleu lJy 
the model. Various approaches to the overall 
validation process are described in references 
(10, 21). A standard part of the validation pro
cedure consists of comparing results generated by 
the simulation program with measured performance 
data from representative systems. The comparison 
can be carried out by a variety of methods, two 
of which, the open loop and closed loop model, 
are suggested schematically in Figures 6 and 7. 
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Figure 6. Open Loop Hodel Validation 

SYSTEM 
DRIVING 

Figure 7. Closed Loop Model Validation 
(Kalman Filter)_. 

The open loop method is easily implemented, but 
has the disadvantage that the residuals must then 
be subjected to further study. The closed loop 
simulation shown in Figure 7 is typical of a 
Kalman filter formulation, a method that has been 
used extensively by the aerospace industry. In 
the Kalman filter algorithm, the residuals are 
used at each time step to compute a statistical 



weighting term that is in turn used to obtain an 
optimal estimate of the state of the system. A 
related quantity, the covariance matrix, provides 
a useful measure of the uncertainty in the esti
mated state. The manner in which particular NSDN 
data can be used in the Kalman filter depends to 
a large degree upon the application. As an exam
ple, consider the NSDN insolation data. If one 
is validating a model of a solar energy system 
then the NSDN insolation data will probably be 
used as part of the system driving function. On 
the other hand, if the application is the valida
tion of a stochastic insolation model, then the 
NSDN insolation data would be used as data input 
to the Kalman filter. 

A number of 
systems and 
models that 
lated data. 

papers deal with models of solar 
subsystems. They contain mathematical 
were developed with the aid of simu-

NSDN data could be substituted for the 
simulated data in most of these instances to vali
date the model. For example, references (6, 14, 
15, 16) deal with stochastic models of solar radia
tion. NSDN insolation data is available at five 
minute intervals and is, therefore, well suited to 
the task of verifying these models. NSDN data on 
solar energy system collector and storage loops 
would be useful in corroborating the results on 
control systems presented in (8). The heat pump 
simulation results presented in (13) can be checked 
with the aid of NSDN data on ambient temperature, 
system loads, and system losses. 

\~en real data is used to validate a model, one 
should have a measure of the accuracy of the data 
being used. Tm•ards this end, a number of sensor 
accuracy studies have been conducted in the NSDN 
Program. Continued accuracy of the data is fur
ther ensured by the NSDN instrumentation calibra
tion procedures. Accuracy of the transmitted data 
is verified by a parity check, and site analysts 
study the scan level data for reasonableness. To 
date, system accuracy has received less attention 
than sensor accuracy. An~'' !l~udy has begun tq 
assess the accuracy of NSDN data and the !lensi
tivity of performance accuracy to data errors. 
The study will also be considering methods for 
filtering and preprocessing of the data. Refer
ence (2U) illustrates the recent use of data 
filters in connection with NSDN data. Additional 
preprocessing approaches that can be used to 
screen or smooth data are mentioned in (21). 

S IJI'~·\1\.RY 

The NSDN data is an invaluable asset for both simu
lation and model validation. The data covers a 
wide range of system configurations and operating 
conditions. Data has been collected continuously 
for almost three years and it is being collected 
in a real (non-laboratory) environment. The use 
of this vast and increasing data base for simula
tion can further the goal of accelerating the 
''idespread commercialization of solar energy. 
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ABSTRACT 

At the present time a major obstacle to terrestrial 
applications of photovoltaics is the high cost of 
solar cells. Possit;,le cost reduction may emerg_e 
only from the technological breakthrough i.n the 
material and design aspects of solar cells. Both 
above options are incorporated in conductor-insula
tor-semiconductor (CIS) solar cells which therefore 
offer one of the best prospects for cheap solar 
photovoltaic electricity. The CIS solar cells con
sist of a base-semiconductor covered by a very thin 
insulating layer ("-'10-30 A) and then a top conduct
ing layer. Recently it has been shown that single 
crystal silicon CIS solar cells can be fabricated 
with performance equivalent to p-n junction. In 
the case of poly and amorphous silicon, the CIS 
structures have yielded the highest efficiency. 
Thus the stage has been set for the prototype pro
duction of CIS solar cells. We have performed the 
feasibility study based upon the SAMICS methodology 
developed at the Jet Propulsion Laboratory (JPL). 
The economic analysis of CIS solar cells isreported 
based on solar grade silicon at $10/kg and amorphous 
silicon as alternative base-semiconductors. 

INTRODUCTION 

Photovoltaics, the direct conversion of solar 
energy to electricity. will have a significant im
pact on world electrical energy requirements pro
vided the cost of the conversion system is about 
10¢ to 30¢ per peak watt. Such large scale photo
voltaic conversion systems will consist of many 
components other than the solar cell itself. ·The 
balance of the system (BOS) (e.g.,. energy storage, 
power conditioning, etc.) also needs further cost 
reductions. However, at the present time a major 
obstacle to terrestrinl npplir.nt.inns nf photovol
taics is the high cost of solar cells. In the di
rection of cost reduction, various approaches are 
being considered. One such approach is the use of 
a new class of solar cells, namely the conductor
insulator-semiconductor (CIS) solar cell [1]. Re
cent experimental work has shown that single cry
stal silicon based CIS solar cells can be fabri
cated with performance equivalent to p-n junction 
solar cells [2]. With grating type MIS solar cells, 
Godfrey and Green have obtained an efficiency of 
13.3% (AMl) on Wacker~Chemitronic SILSO polysilicon, 
which equals the best efficiency achieved in the lab 
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for this material [3]. In the case of amorphous 
.. silicon, to date devices with the highest efficiency 
have been obtained using MIS structures [4]. Thus, 
in the case of thin film polycrystalline or amor
phous thin film materials, the advantages of the 
CIS structures become obvious. Therefore the stage 
has been set for the mass production of such solar 
cells. Before the establishment of such a produc
tion facility, the economic analysis of CIS solar 
cells is desirable. It is the purpose of this paper 
to present the economic analysis of CIS solar cells 
both· for polycrystaHine and for amorphous silicon 
as the base-semiconductor. We have used the SAMICS 
IPEG costing procedure developed at the Jet Propul
sion Laboratory in Pasadena, California. 

BACKGROUND MATERIAL 

The term CIS stands for conductor-insulator-semi
conductor and refers to a solar cell structure con
sisting of a base-semiconductor covered by a very 
thin insulating layer ("'10-30~) and then a top con
ducting layer. Figure 1 is the schematic drawing 
of the CIS solar cell. The top layer must be 
transparent to let light through-to the semiconduc-. 
tor underneath and should have low electrical re-

TOP CONDUCTOR 

INSULATOR 10·30 A 

BASE SEMI·CONDUCTOR 

SUB-CLASSES: MIS STRUCTURES 

SIS STRUCTURES 

50-IOOA METAL OR GRATING 
IOOQ-3000! OXIDE SEMI·CONDUC~ 

COMBINATION OF TWO 

~
SINGLE CRYSTAL 

SEMI-CRYSTAL 
POLY 

AMORPHOUS 

Fig. 1. CIS Solar Cell -General Structure 

\· ... ' 
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sistivity, since it is an electrode. This top lay
er can be a metal film (Al, Cr, Ti, etc.), Jn oxide 
semiconductor (ZnO, Sn02, ITO, etc.) or a combina
tion of these, leading to a wide variety of metal
insulator-semiconductor (MIS) [5] or semiconductor
insulator-semiconductor (SIS) [6] solar cells. The 
MIS solar cells can be fabricated either by trans
parent metal approach or by grating type approach. 

To date in the case of single crystal and polycili
con, the highest efficiencies have been obtained by 
using grating type solar cells [2,3]. We have 
therefore chosen grating type silicon MIS solar 
cells as a representative member of the CIS family 
for eronomir nnnly,is A '~h~matic dirygram of the 
-·~···~ 'JP-" f.·: G.·.~··.)') :ell is -;i1o.v1 'n :='9· 2. 

5·108 m 50-IOO"'m Af G~ID 
11- 1- _, ~ 

--nr-----rn n s;o 
=_u==~==~-~==;:=::!-::===~~ AR COATING 

CoxiDE ( 10-151\) 

p-SILICON 

The analysis is equally valid for other types of 
MIS and SIS solar cells ~1ith slight variation in the 
cost component. 

DESCRIPTION OF METHODOLOGY 

The JPL SAMICS !PEG (Interim Price Estimation 
Guideline) costing formula (revised Dec. 1979 [13]) 
was chosen to evaluate the cell fabrication econo
mics of CIS photovoltaic cells. The !PEG formula 
condenses the SAMJCS methodology into a single cost 
equation. (The framework of assumptions upon which 
the equation is formulated is documented in refer
ences 7 and 8). Based on a required price approach 
the !PEG equation is of the following form: 

PRICE = [0. 57* EQMT + 78 * SQFT + 2.1 * DLAB + 

1.2 *(MATS +UTIL)]/0 
where 

PRICE Required price in do1iars (1975) perce11 
EQMT Total direct capital equipment cost 
SQFT =Total direct facilities floorsraceneeded 
MATS = Total direct materials expense 
UTIL "'TuLal uln:ICL ulll i Libll. \:;I.WWII~W 
Q = Number of cells produced annually 

(Costs expressed in 1980 dollars and 1986 dollars 
are deflated to 1975 dollars by a factor of 1.4 and 
2.1, respectively. The cost coefficient for floor
space implies 1975 dollars [13]). The !PEG formula 
translates direct cost items into annualized costs 
per cell including implied indirect costs. 

SAMICS has been validated by JPL against convention
al industrial costing practices for solar cell fac
tories varying in scale from 0.5 MW to 500 MW [11]. 
Estimated prices compared within 8%. As part of 
this analysis, a comparison was made between the 
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results of the SAMIS III computer program (a JPL 
program which implements the SAMICS methodology), 
and the revised !PEG procedure for a test case ion 
implant junction fabrication sequence. The SAMIS 
results are reported in ref. [12]. !PEG produced 
results which were 16% lower than SAMIS, however 
in absolute terms the difference is small. Test 
case ion implant junction fabrication costs are 
.119 $(1975)/peak watt and .103 $(1975)/peak watt 
for SAMIS III and !PEG, respectively. 

The JPL "Test Case" fabrication sequence for a 250 
MW 1986 factory will be used as a cost reference 
for p-n junction solar cells [12]. The JPL "Test 
Case" is based on the growth of thin ribbon poly
silicon cut into wafers 75 mm by 100 mm. The feed
stock for this sheet growth is assumed to be 10 $/kg 
"solar grade" s11·1con. ror- cumpar'lson with CIS de
vi~e f~hri~~tion. the J~. test case cell fabrica
tion consists of the following sequence of process 
steps: (1) Spray deposition of aluminum back metal
lization and firing; (2) Plasma etch; (3) Ion im
plant doping and pulse annealing; (4) Silver ink 
printing of front and back grid pattern and firing; 
(5) Spray deposition of Ti02 AR coating; and (6) 
Electrical test. Intenonnection, encapsulation 
and module fabrication and packaging complete the 
milnllfnrturi no prnrpsc;. 

The CIS devices are fabricated from the same wafers 
as in the JPL test case. For purposes of compari
son the CIS cells are assumed to have a conversion 
efficiency of 12.9% equal to assumed for ion implant 
technology. Encapsulation and module fabrication 
costs are also assumed to be idenLical for both ion 
implant cells and CIS cells. Cost estimates for 
both cases reflect highly automated factories with 
operations optimized in the sense that· overhead 
costs for R & D and prototype production activities 
typical of today's industry are eliminated. 

The !PEG fonnul a ca11 IJe applied at several levels 
of process aggregation. In the analysis of this 
paper, the formula has been applied to cell fabri
cation as a single manufacturing step. Equipment 
cost, materials ~ost and other cost items were 
totaled for all cell fabrication process steps. A 
cell fabrication value added pr·ice was Llre11 gener
Jted VlJ the ~~~G equat1on. 

Lost Analys1s ot Polycrystal11ne crs Dev1ces 

The cell fabrication process sequence for a candi
date CIS factory is shown in Fig. 3. I~ the C~S 
<;P(jiiPnrP rlnpino stF>ps h~ve been reolacea by th1n 
tilm deposition and photollthography processes. 
The corresponding direct equipment and materials 
costs are indicated in Table 1. For the 250 MW 
factory, direct floor space requirements for equip
ment in the cell fabrication section is estimated 
to be 500m2. Direct assembly line labor and uti
lities requirements were assumed to be comparable 
to those implied by the JPL Test Case. Value added 
costs generated by the !PEG formula are tabulated 
in Table 2. 

Comparison of the 1 MW and 250 MW CIS value added 
costs indicate the substantial economies of scale 
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TABLE 1. CAPITAL COSTS AND MATERIALS/SUPPLIES 
COSTS BREAKDOWN FOR THE FABRICATION OF Al-SiOx
(p-Si) SOLAR CELLS (FACTORY OUTPUT - 250 MW PER 
YEAR) 

Process 

Etching and back contact 
Oxida~ion and alloying 
Front metallization 
Solder dip 
Photolithography 
AR coating 
Testing 

Total 

Capital 
Costs 

(millions) 
1.0 
0.1 
S."i 
0.05 
2.15 
1.0 
0.02 

9.82 

Materia 1 s/ 
Supplies 
Costs 

(millions) 
1. 65 
0.1 
2.0 
1.0 
2.0 
1.0 
0.05 

7.8 

TABLE 2. COMPARISON OF VALUE ADDED CELL FABRICA
TION COSTS EXPRESSED IN 1975 DOLLARS/PEAK WATT 

.. 
cost 250 MW (a) 

Component 1 MW CIS 250 MW CIS JPL Test Case 
Equipment 0.409 0.022 0.020 
Facilities 0.337 0.002 0.006 
Labor 0.332 0.018 0.018 
Materials 0.026 0.02fi 0.054 
Utilities 0.020 0.004 ' 0.004 

·Total 1 .124 U.072 0.102 
(a) JPL cost estimates stated in ref. [12] reag

gregated to match TPEG cost categories 

399 

anticipated in scaling up the manufacturing se
quence. Studies by JPL and RCA indicate the signi
ficant cost reductions can be achieved in scaling 
production from the 1 MW 1 evel to 30-50 MW. At 
this level substantial automation must necessarily 
have been achieved and cost reductions in increas
ing scale beyond 50 MW are less pronounced [10,11]. 

Figure 4 shows the breakdown of costs on a percen
tage basis for the 1 MW and 250 MW CIS factory. The 
clear difference in the two breakdowns is the re
duction of facilities related cost in the 250 MW 
case. Capital equipment and labor also take a 
smaller fraction of costs with materials costs fill
ing in the difference. The dominant reason for the 
"per watt" costs reductions in increasing plant size 
is the increase in thruput afforded by a high de
gree of automation. This is true for both the JPL 
test case and the candidate CIS factory. Once a 
certain level of automation is achieved, materials 
related costs become more dominant and it is in 
this regard that the CIS structure offers some ad
vantage. As Table 2 indicates, materials costs 
are estimated to be 50% lower for the CIS factory 
versus the JPL test case-. 
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Percentage Distribution of Annualized 
Costs for 1 ~1W and 250 MW CIS Factory 

Based on the !PEG cost formula, the variation of 
cell fabrication costs with variation in each of 
various cost components can be estimated. The cost 
sensitivity diagram for the 250 MW CIS factory is 
shown in Fig. 5. {These results are qualitatively 
similar in the JPL Test Case also.) In the dia
gram, "inverse efficiency" means that variations 
with respect to the reciprocal of device efficiency 
have been plotted. Device efficiency has the most 
significant effect on "per peak watt" costs. 
Materials costs are the next most significant cost 
component. Variation in facilities and utilities 
related costs have the least effect on cell fabri
cation cost. These sensitivity results indicate 
most importantly that achieving high conversion 
efficiencies (10 to 15%) is crucial in terms of 
producing solar cells which can be economically 
competitive with other energy sources. 
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Fig. 5. Cost Sensitivity Diagram for 250 MW CIS 
Solar Cell Factory 

With respect to the project cost of complete photo
voltaic modules, the CIS modules are competitive 
but only slightly lower in cost than the JPL test 
casP. modules. Although CIS cell fabrication costs 
are 30% lower than in the test case, substrate and 
module fabrication costs are dominant items intotal 
panel costs and these are assumed equal in both 
cases (see Table 3). Where CIS structure may offer 
a considerable cost advantage is with amorphous 
structures where substrate costs can be signifi
cantly reduced as discussed below. 

Cost Analysis of Amorphous Silicon CIS Devices 

A schematic diagram of the amorphous CIS solar cell 
appears in Fig. 6. The fabrication sequence is 
similar to that for the polysilicon CIS device with 
the addition of an amorphous silicon deposition 
step. The cost of amorphous silicon was taken to 

r SiO AR COATING 
6·10 14m 50-loo,.m , 

}i;::·:~~~)t~G~:~oA 
. INSULATOR (Ti Ox l 15-25A 

T 
UNDOPG:D o ·· :3i ...1.. 11.m 

DOPED n- Si 200A 
·-T 

STAINLESS STEEL SUBSTRATE 500,..m 

--------------~ 
Fig. 6. Amorphous Silicon CIS Solar Cell 

Structure 

be $2/kg. To date, amorphous devices have achieved 
conversion efficiencies in the range of 5 to 6% for 
small active area devices. In this analysis, aeon
version efficiency of 10% was assumed to evaluate 
the economic feasibility of these devices. Devices 
with conversion efficiencies below 10% are severely 
penalized by area related costs both directly and 
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in terms of installation cost. 

Table~ indicates the breakdown of annualized costs 
for amorphous CIS solar cells. Cell fabrication 
value added costs are estimated at 0.09 $(1975) per 
peak watt versus 0.07 $(1975) per peak watt for the 
polysilicon CIS device. The higher cost for the 
amorphous cell is due principally to the lower as
sumed amorphous device efficiency. The promise for 
amorphous devices lies in the elimination of the 
silicon wafer substrate being replaced by a stable 
metal substrate- typically stainless steel. 

TABLE 3. COMPARISON OF SOLAR CELL MODULE COST 
EXPRESSED IN 1975 DOLLARS/PEAK WATT 

250 MW 250 MW 
CIS JPL 

-----~=~--~f~sto.r.L_ ... I.~~.t.f~.s_e_ 
Wafer/substrate 
Cell fabrication 
Module fabrication 

Total 

.18 .18 

.07 .1 0 

.16 .16 

.41 .44 

Referring to Tables 3 and 4, although reduced con
version efficiency increases cell and module fabri
cation costs, for the amorphous device a 20% reduc
tion over the JPL test case is projected for total 
panel cost. Although contingent on produ~ing cells 
of sufficiently high efficiency, amorphous CIS 
solar cells may ultimately prove an important op
tion in the photovoltaics market. 

TABLE 4. !PEG COST ESTIMATE FOR a-Si CIS SOLAR 
CELL MODULE 

Cost Category Value Added Cost $ ( 1975) /Wpk 

Sttb~tl"ll t:P, 0.02 

Cell fabrication 
Equipment 0.033 
Facilities 0.002 
Labor 0.022 
Materi'als U.025 
Utilities 0.006 
Subtotal 0.09 

~-·-··--

Module fabrication 0.19 

Total o. 30 

CONCLUSION 

In this paper we have presented the economic analy
sis of CIS solar cells. The 1986 DOE cost goal can 
hP. vP.ry easily met provided the polysilicon is 
available at $10/kg and the production of suffi
ciently large scale to support a high degree of 
automation. With 10% efficient amorphous silicon 
CIS solar cells, the cost is roughly 30¢, which 
makes photovoltaics competitive with other energy 
sources even at today's prices. It is worth men
tioning here that in the case of polysilicon CIS 
solar cells, the low cost device technology is 



available today and without much research and 
development work, a prototype production facility 
can be established. The devices fabricated from 
such a production facility can be rigorously tested 
for reliability and stability. Ultimately, mater
ials cost related savings afforded by the CIS struc
ture may favor commercialization of CIS photovol taic 
cells. 
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ABSTRACT 

The objective of this study was to provide cost 
estimates for the pretreatment/digestion of crop 
residues to fuel gas. A review of agricultural 
statistics indicated that the crop residues wheat 
otraw, corn stover, and rice straw are available 
in sufficient quantity to provide meaningful 
supplies of gas. Engineering economic analyses 
were performed for digestion of wheat straw, corn 
stover and rice straw for small farm-, 
cooper~tive-, and industrial scales. The small 
farm scale processed the residue from an average 
size u.s. farm (400 acres), and the other sizes 
were two and three orders of magnitude greater, 
respectively. The results of the analyses indi
cate that the production of fuel gas from these 
residues is, at best, marginally economical 
unless a credit can be obtained for digester 
effluent. The use of pretreatment can double the 
fuel gas output but will not be justifiable eco
nomically unless low chemical requirements or low 
co3t chemicals can be utilized. Additional deve
lopment is necessary in this area. Use of low 
cost "hole-i.n-thf.'-gt:ollnd" batch digestion results 
in improved economics for the small farm size 
digestion system, but not for the larger systems 
size. 

INTRODUCTION 

As a result of the energy crisis, a considerable 
effort has been expended over the last few years 
to develop alternate renewable sources of energy. 
One such source is biomass, which can be grown 
specifically for use as an energy crop, or which 
can be obtained as residues from both crops and 
animals. The biomass must then be converted to 
an easily utilized form of energy. Both ther
mochemical and biological processes are being 
considered as conversion processes for the pro
duction of liquid and/or gaseous fuels. One such 
process is the biological anaerobic digestion of 
biomass for the production of methane gas. 

This study was undertaken for the Solar Energy 
Research Institute (SERI) to determine the econo
mic feasibility of fuel gas production by the 
pretreatment/ digestion processing rout~ for 
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three distinct scales of operation -a small farm 
system, a farm cooperative scale system, and a 
larger scale utility/industrial system. The 
system of residue cost, pretreatment, digestion, 
and effluent processing and/or disposal is pre
sented on an economic basis, and the cost of fuel 
gas is computed. An economic feasibility study 
and sensitivity analysis were performed by 
including such factors as facility size, 
pretreatment chemical requirements, heating 
requirements, energy and material balances, capi
tal and operating costs, feedstock costs, poten
tial for and value of recovered byproducts, and 
disposal of effluent stream. (A detailed descrip
tion of this analysis is presented in the final 
report for this project, "Feasibility Study for 
Anaerobic Digestion of Agricultural Crop 
Residues", which is available through NTIS, 
Report No. SERI/TR-8157-1). 

Anaerobic Digestion 

An extensive discussion of anaerobic digestion 
concepts was presented by Ashare and Wilson [1). 
The choice of process to be employed with crop 
residues - either a continuous or batch process -
depends upon the composition of the residue and 
scale of the system. 

Continuous digestion can be carried out in either 
a plug flow or continuous stirred tank reactor 
(CSTR). The major difference between these is 
that in the plug flow system each particle h~s 
the same residence time in the reactor, whereas 
in the CSTR there is a broad distribution of 
residence times. Experience with continuous 
anaerobic digestion systems has been primarily 
with the CSTR. The plug flow concept is still 
under development. Jewell et al. [2) currently 
are investigating the plug flow anaerobic 
digestion of dairy cow manure. However, these 
concepts have not been applied to large scale 
digestion ot agricultural crop residues. 

Pfeffer and Quindry [3) have investigated 
digestion of corn stover in 750 liter stirred 
tank reactors, and have noted difficulty in 
handling greater than 8% solids in the digester. 
Jewell et al. [2) have observed, on a pilot plant 
scale, that:plug flow digestion of manure with 
whedL slraw resulted in operating problems due to 



straw flotation. More development work is 
necessary to determine both optimum digestion 
conditions and materials handling properties. 

The use of low capital cost "hole-in-the-ground" 
batch digestion systems has been proposed for use 
with crop residues. This approach is similar to 
municipal solid refuse disposal, which has tradi
tionally been accomplished in sanitary landfills. 
Recently, interest in this process has extended 
to the production of methane from biomass with a 
high solids content, such as agricultural crop 
residues. The economic success of gas extraction 
from existing landfills has led to an interest in 
increasing landfill gas yields from municipal 
solids wastes and other sources of biomass. 
Attempts are being made to accelerate gas produc
tion rates by pretreatin~ the biomass before it 
is deposited into the batch digester, thereby 
enhancing microbial metabolism during decom
position. This technique, referred to as 
"controlled landfilling," incorporates an admix
ture of nutrients, buffer, and inoculum with the 
biomass source [4). Recent laboratory scale 
experiments using municipal solid waste mixed 
with digested sewage sludge (inoculum and 
nutrient supply) and buffer have resulted in 
approximately 60% biomass conversion after 6 
months at mesophilic conditions [5). Jewell et 
al. [2) have shown similar results with wheat 
Straw mixed with digested dairy manure effluent 
and utilizing leachate recycle. These results 

'were obtained at mesophilic conditions, with 20% 
solids and approximately 0. 24 gm/cm3 (15 lb/ft3) 
density of solirls in the reactor. The results 
with the "controlled landfill" concept with both 
municipal solid waste and wheat straw indicate 
the potential of the process. Additional experi
mentation is necessary to determine the kinetics 
and gas yield for high solids batch digestion of 
crop reGiduoG. · 

Pretreatment 

Fuel gas production from crop residues can be 
enhanced by use of a pretreatment process to pro
duce water soluble molecular fragments. The 
cellulosic fraction of the residue is broken down 
into simple wood sugars. The complex benzene 
ring structure of the lignaceous fraction of the 
residue is broken down into low molecular weight 
aromatic acids and other organic fragments. 
Pfeffer and Quindry [3) have shown that the 
biodegradability of corn stover can be increased 
from about 35% to 70% with a NaOH pretreatment at 
110°C for 4 hours. Olalade et al. [6) have shown 
increased biodegradability o~barley straw after 
NaOH pretreatment. McCarty et al. (7] have also 
shown improved biodegradability-of biomass 
following alkali pretreatment. 

BASE LINE SYSTEMS DESIGN 

One approach to systems analysis of engineering 
processes is to establish a base case for which 
the economic analysis is performed. The proce
dure used in this study is the selection and ana
lysis of nine base line systems, which includes 
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the dirferent types of residues considered and 
three significantly different scales of opera
tion, namely, small farm, cooperative, and 
utility/ industrial sizes. A sensitivity analy
sis is performed to dete(Lulne Lhe effect,; of 
changes in the various base-line systems parame
ters. 

A summary of agricultural data [8) indicates that 
there are three major crop residues which should 
be considered: small grain straws (primarily 
wheat straw), corn stover, and large grain straws 
(primarily rice straw). These choices were based 
on the total U.S. residue available and on loca
lized conditions of high residue concentration, 
e.g., rice straw in the Sacramento River Valley 
of California. The per acre yield for these 
residues is estimated from agricultural sta
tiotioo to bo ~.0 (1.6), ~.~ (1.75) 1 and 5.8 
(2.3) T/ha (tono/acrc); rcopcctivcly. The com
position of the residues utilized in the analy
ses are presented in Table 1. 

In this analysis, base line conditions were 
established for small, medium, and large scale 
processes. Small scale is defined as a process 
designed for use on a small farm, utilizing the 
rcoidue produced on that farm. The medium oc~le 
system would be a cooperative venture, designed 
to utilize the residue from 100 small farms (two 
orders of magnitude greater than the small farm 
system). The large scale system is an order of 
magnitude greater than the medium size, utilizing 
residue from 1000 farms, a size sufficiently 
large for a utility or industrial complex. The 
average size of a small farm in the U.S. is 
approximately 162 ha (400 acres). 

Various process options are utilized for each 
base line system. The options considered are 
presented in table z. 
ln a.ll cases, it is assumed that manure 1S a.dc1M. 
with the crop residues (in the ratio of 1 part 
manure solids/10 parts feed solids) Lu provide 
nutrients and inoculum. The major difference 
between the small scale and the other two sizess 
is the digestion temperature and retention time. 
The medium and large scale systems operate at 
thermophilic conditions, 60°C, with a retention 
time of 10 days. The small scale system incor
porates a mesophilic temperature of 35° with a 
16-day retention time. 

The digester feed solids concentration is assumed 
to be 107. for all cases. High solids con~ 
centration is preferred since it results in 
smaller reactor volume and lower effluent stream 
heat losses, both factors contributing to lower 
costs. Continuous digestion with high solids 
concnetration (up to 17%) in the feed has been 
obtained with other substr·ates, such as dairy cow 
manure [9). However, Pfeffer and Quindry [2) 
have indicated some difficulty in mixing corn 
stover with digester solids content above 8%. A 
value of 10% solids is utilized for feed con
centration to ensure that the digester solids 
concentration will be less than 8%. Note that 



with effective pretreatment, a 10% feed con
centration would result in significantly less 
than 8% digester solids and could justify the use 
of higher feed solids with an associated reduc
tion in digester size and costs. 

The labor requirements and costs for the base 
line designs will affect the annual operating 
costs significantly. The values used are 4 
operators per shift, 3 shifts per day for the 
medium scale system, and 8 operators per shift, 3 
shifts per day for the large system. The cost 
for operators was taken to be $6.00/hr. For the 
small scale system, it is assumed that the pro
cess will require 2 hours per day of the farmer's 
time, but the value of this time is taken to be 
$0/hr. There were also no supervision, overhead, 
or administration costs attributed to the small 
scale base line design. 

The cost of crop residue will affect the econo
mics of the conversion process significantly. 
For all base line cases, the value of this crop 
residue was taken to be $0/T. A detailed 
discussion of the effect of residue cost is pre
sented in the sensitivity analysis. Significant 
credits or penalties can be attributed to the 
digester effluent stream, e.g., credit for fer
tilizer or refeed value. However, for the base 
line system, the credits and penalties are disre
garded. A detailed discussion of these factors 
is included in the sensitivity analysis. 

To ensure an objective and equitable economic 
evaluation of the various processes analyzed in 
this program, a consistent and uniform set of 
cost estimating criteria must be applied. 
Commonly u~ed me~hods for profitability ev~
luation include rate of return on investment, 
discounted cash flow, present worth, and payout 
period. Another method which has been used pre
viously by Dynatech R/D Company is the utility 
financing method, which is applicable to a speci
fic set of conditions. In this study, the 
discounted cash flow (DCF) [10] and utility 
financing methods were used. In this analysis, 
the discounted cash flow method is utilized by 
assuming an expected rate of return on investment 
and determining the unit gas cost which gives a 
pre~ent value of zero for that rate of return. 
The procedure for calculating the unit gas cost 
based on the utility financing method was 
described in a report from Esse Research and 
Engineering Company to the Federal Power 
Commission [ 11]. 

Capital cost estimates used in this study were 
based on price levels at March 1979. Cost data 
were obtained from manufacturer's quotes, the 
literature, empirical cost correlations, and 
various other sources. If these data must be 
updated to present costs, this can be done by the 
use of a cost index. The index used in this 
study is the Chemical Engineering (CE) Plant Cost 
Index [12]. It i~ commonly accepted and u~ed in 
the chemical industry. Based on a value of 100 
for 1957-59, the composite CE pl~nt cost index 
for the base time frame of March 1979 is 232. 
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BASE LINE SYSTEMS ANALYSIS 

The results of the base line systems analyses are 
presented in Figure 1 for co~n stover. Similar 
results are found for rice straw and wheat straw. 
The results give unit gas cost as a function of 
system size utilizing a discounted cash flow 
method for the returns on investment indicated. 
For the large scale system, the unit gas cost 
obtained using the utility financing method is 
also presented. It is apparent from these 
results that there is an economy of scale, i.e., 
unit gas cost is lowest for the largest scale 
system. 

There are several significant performance dif
ferences between the different size systems. The 
medium and large scale base line systems incor
porate a CSTR at 60°C and 10 days retention time 
which gives a fractional conversion of biodegra
dable volatile solids of 77%. The fractional 
conversion of volatile solids depends upon the 
fractional content of biodegradable solids in the 
feed; the conversions are 28, 38, and 32% for 
corn stover, rice straw, and wheat straw, respec
tively. The small scale system utilizes a CSTR 
at a lower temperature, 35•c, and longer reten
tion time, 16 days. This leads to a lower frac
tional conversion of biodegradable volatile 
solids, 45%, and a lower conversion of volatile 
solids; 16, 23, and 19% for corn stover, rice 
straw, and wheat straw, respectively. If the 
small scale case were to utilize 60°C and 10 day 
retention time operation, the unit gas costs 
would be about 40% lower than those presented. 

Another interesting comparison is the relative 
contributions due to fixed and operating costs. 
For the small, medium, and large scale systems, 
the ratios of operating to fixed costs contribu
tions are approximately 0.5, 2.2, and 1.4, 
respectively. The small scale system has a low 
ratio since all labor associated costs were 
assumed to be zero. For the medium and large 
scale systems, labor and supplies costs accented 
for approximately 60 and 35% of operating costs, 
respectively, which results in the high ratios of 
operating costs to fixed costs. 

The major contribution to capital costs is due to 
digester cost, which accounts for approximately 
70, 70, and 75% of capital costs for small, 
medium, and large scale systems, respectively. 
Approaches which lead to lower digester capital 
costs should result in significant reductions in 
uni.t gas costs. 

The results of the base line systems analyses 
indicate which factors make large contributions 
to unit gas costs. Approaches to abate these 
costs by appropriately altering these factors are 
discussed in the sensitivity analy~is. 

SENSITIVITY ANALYSIS 

A sensitivity analysis was performed to determine 
the ettects ot varying some of the base line 
parameters on system economics. One important 



condition is the type of digester ·process 
employed. One significant change is to utilize a 
batch digestion process. A second change is 
variation in retention time of solids in the 
digester. 

Batch Digestion 

The batch digestion process can be incorporated 
by utilizing a controlled landfill concept with a 
low capital cost reactor (e.g., a hole-in-the
ground) as the batch digester. For the batch 
landfill system, the digestion temperature is 
assumed to be 35°C. For this temperature, the 
value of the reaction rate constant utilized is 
one which would yield 60% conversion of biodegra
dables in 6 months, as was obtained in the 
laboratory experiments [2,5). Buffer chemical 
addition equal to 1% of the solids content is 
included for the batch process at a cost of 
$29.50/T ($30/ton). The results are presented in 
Figure 2 for batch digestion of c~rn stover, over 
a range of batch digestion retention times. 

Analysis of the results indicates that for the 
range of batch digestion retention times of 6 
months to 1 year, the gas cost is lower for the 
higher retention times. This is due to the large 
difference in conversion efficiences (e.g., 60% 
at 6 months and 83% for 1 year) and the 
corresponding difference in gas production. 

A comparison of batch digestion with the base 
case CSTR system indicates several interesting 
results. For the medium and large sizes, the . 
base case CSTR system results in a lower unit gas 
cost than does the batch process. for the small 
scale system, the batch process results in 
equivalent lower unit gas costs than for the 
CSTR. There are several reasons for this. First 
is the gas production. For the base line C~TR 
design 1 the medium and large scale systems uti
lize 60 6 C, whereas for the sma11 scale system, a 
35°C digestion temperature is incorporated. The 
conversion efficiency is much higher for the 
thermophilic mode than for the mesophilic, 
whether a batch or CSTR digester is employed. 
Thus, the gas production for the medium and large 
scale systems is about 15% greater than for the 
batch process (at 180 days retention time). For 
thP. small scale sytem, the gas production is 507. 
greater for the batch system (at 180 days reten
tion time). These differences in gas production 
are partial contributors to the variations in 
nni t gas r.osts. 

A second reason for the differences in unit gas 
costs is the differences in capital costs of the 
digesters. The batch system utilizes a low cost 
per unit volume reactor, but because all the 
solids must be loaded in the reactor initially, 
the volume ot the reactor for batch operation is 
significantly greater than for the CSTR mode, 20 
and 35 times greater for the small and large sca
les, respectively. Typically, a density of 0.64 
gm/cm3 (40 lb/ft3) is maximum for a landfill, 
compared to about 1 gm/cm3 (64 lb/ft3) for a con
tinuous flow system. The digester cost for the 
large scale batch system (for corn stover) is $44 
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million, which is 4.5 times the $9.8 million for 
the base.line CSTR design for corresponding con
ditions. This ratio is much lower than the ratio 
of digester volumes, due to the lower per volume 
digester cost for the batch system, 
$6.15/m3 ($4.70/yd3) compared to 
$52/m3 ($40/yd3)for the CSTR digester. For the 
small scale system, the batch disester ~ost is 
$100,000, which is 2.3 times the CSTR digester 
cost of $43,000. 

It should be noted that the major cost item for 
the small scale batch system is the digester. 
Because this is a hole-in-the-ground digester, it 
is possible to reduce this cost significantly by 
having the farmer construct the digester. If the 
digester cost were reduced by 50%, the unit gas 
cost would also decrease by about 50%, since the 
digester cost contributes about 90% to the gas 
cost. 

Since small scale batch digestion has a potential 
Prnnnmir advantage over a continuous process, it 
is important to describe the scenario for this 
process. The crop residue is added to the 
digester with the appropriate addition of manure 
(inoculum and nutrient), buffer, and water to 
provide a mixture which will result in a high 
rate of gas production. This loading and 
admixing step should occur over a one month 
period. The digestion process will be designed 
to result in 60% conversion of biodegra.dable 
matter in six months. However, the digestion 
process could continue up to ten months, which 
would yield about 78% conversion, after which 
time the digester is unloaded and prepared for 
the residue obtained from the next season's crop. 
This unloading step should proceed over a one 
month period. The total cycle will be 12 months, 
with one month each for loading and unloading, 
and up to 10 months tor digestion. 

It should be noted that several cr~E1cA1 rActors 
could influence this scenario. First, it is 
necessary to start the batch digester at the 
appropraite time to ensure maximum gas production 
at the time of maximum need, i.e., the winter 
months. Also, it is essential that the periods 
of intensive labor (loading an~ unloading) for 
this process do not coincide ~lth other high 
labor farm operations (such as crop harvesting). 
Meeting such conditions will probably require use 
of a residue storage system. The actual timing 
of this process will depend upon location and 
crop residue utilized. 

The results, which indicate the relative economic 
advantage of the small scale batch system over 
the conventional CSTR, indicate that development 
for small farm digestion of crop residues should 
continue on the controlled landfill concept. 
This system probAbly has the advanLage uf 
requiring less labor once the system is ini
tiated, a desirable characteristic for small farm 
operation, i.e., there is no need for daily (or 
less frequent but regular) loading of residue as 
is the case for continuous digestion. 



Retention Time 

The effect of varying CSTR digester retention 
time results in lower unit gas cost. The effect 
of decreasing retention time is to decrease the 
digester volume, and therefore the capital cost 
is decreased. However, lowering retention time 
decreases the fractional conversion and hence the 
gas production. The effects of t.hese opposing 
factors result in decreasing gas cost with 
lowering of the retention time in the range of 4 
to 16 days for the digestion conditions and 
feedstocks incorporated in this analysis. The 
decrease in unit gas cost is about 20% for the 
large scale system when going from 10 days to 6 
days retention time. Pfeffer has found stable 
thermophilic digestion for retention times as low 
as 4 days for digestion of corn stover. 

Pretreatment 

The results for the base line systems designs 
show that the fractional conversion of volatile 
solids is extremely low, less than 40% of the 
heating value of biomass is obtained in the form 
of methane. One approach to improve the yield is 
to use a pretreatment step to solubilize the ori
ginally non-biodegradable volatile solids. 
Chemical and/or thermal processing can be used to 
improve the yield [3,7]. 

The effect of adding pretreatment to all the base 
line cases was analyzed, and the results are pre
sented in Table 3 for corn stover, rice straw, 
and wheat straw. The conditions of pretreatment 
used in these analyses were 11S°C temperature, 4 
hours retention time, SO% conversion of non
biodegradable volatile solids to biodegradable 
volatile solids, and S% loss of input biodegra
dable solids. The chemical pretreatment conver
sion of SJ% was with addition of sodium hydroxide 
which costs about $29S/T ($300/ton). 

Pfeffer and Quindry [3] presented economics for 
pretreatment and digestion of corn stover and 
obtained a unit gas cost of about $9.SO/GJ 
( $10/l-11-1 Btu), compared to about $4.10/GJ 
( $4. 30/t1M Btu) for the analysis presented in this 
study. However, Pfeffer's economic analysis uses 
net energy production, whereas in this study the 
gross energy output is used. The net gas output 
•1sed by Pfeffer of 143 GJ/hr (l3S MM Btu/hr) is 
about half of the gross value calculated using 
the composition and conversion parameters in this 
report. This gros value would yield a gas cost 
of about $4.7S/GJ ($S/MM Btu), which is com
parable to the results presented for this study. 

The results of the analysis of pretreatment indi
cate that the cost of chemical significantly 
affects the unit gas cost. For a S% chemical 
requirement the chemical cost is about SO% of 
operating cost for medium and large scale 
systems. This chemical cost is a critical factor 
in the unit gas cost resulting from pretreatment 
and digestion of crop residue and suggests 
approaches in pretreatment anddigestion of crop 
residue and suggests approaches in pretreatment 
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processing to reduce unit gas cost. These alter
native methods include use of lower cost chemi
cals or less chemical. However, experimental 
evidence indicates that use of less chemical 
results in lower conversion to biodegradables [7] 
so that the gas production is less and unit gas 
cost is higher. For example, if use of 2. 5% NaOH 
were to result in only 25% conversion of non
biodegradables, the unit gas cost for pretreat
ment digestion of corn stover (for the 
intermediate size) will be approximately $S.07/GJ 
($5.29/1-11-1 Btu) for the 5% NaOH pretreatment case 
i.e., essentially no difference in unit gas cost~ 

The effect of varying pretreatment conditions was 
also analyzed. Other pretreatment conditions 
used are 150°C and 1 hour retention time, with 5% 
chemical added and SO% conversion. The effects 
of these changes are to lower the capital cost 
and increase the heat requirement, with the net 
result of approximately no change in unit gas 
cost, assuming a 50% c.onvers.i.on. 

Labor Requirement 

Operating labor costs contribute about 25 and 10% 
to the operating costs for the medium and large 
scale systems. In addition, other factors such 
as supervision, overhead, and supplies are 
directly related to operating lahor costs. For 
the small farm system, these labor and associated 
costs were assumed to be zero. Since labor costs 
are such a significant factor, it is essential to 
determine the effects of varying the labor 
requirements and associated costs. 

For the small scale system, the base line case 
utilized $0/hr for the farmer's labor cost. 
However, this labor should be. assigned a value 
since it could be utilized for another profitable 
farm operation. The value of a farmer's labor is 
extremely difficult to assess, since it is very 
seasonal. Obviously, during harvesting the labor 
value is high, and in mid-winter it would be low. 
The effect of labor cost is shown in Figure 3, 
assuming $6/hr average cost, and varying the 
labor requirement for the digestion process. 
(The results in this figure can also be used to 
determine the effect of different hourly labor 
rates, e.g., 2 hrs/day at $6/hr would give the 
same cost as 1 hr/day at $12/hr.) For 1 hr/day 
labor requirements at ~6/hr the gas cost will 
increase by about $1. 40/GJ ($1. SO/Ml-1 Btu). 

The results for the medium size system are pre
sented in Figure 4. A variation in operating 
labor requirement from the base line case of 4 
men/shift to 1 man/shift is shown. The unit gas 
cost is reduced by ahout $0.38/GJ ($0.40/M!-1 Btu) 
for each man/shift reduction in labor require
ments. For the large scale system, the base line 
case utilized 8 men/shift. The results of 
varying the labor requirement, presented in 
FigureS, are that a reduction of l man/shift 
reduces the unit gas cost by about only $0.0S/GJ 
($0.0S/Ml-l Btu). 

It is concluded from these results that for the 
small and medium scale systems simple digestion 



processes which require.minimal operating labor 
are essential for economical feeasibility. The 
manpower required for loading feedstock for a 
continuous digestion process would make any 
reduction in labor requirement very difficult to 
justify. 

Residue Cost 

The base line systems.analyses utili~ed a $0/T 
residue cost. For some biomass sources (e.g., 
municipal solid waste) drop charges, or negative 
feedstock costs, are the case, but for agri
cultural crop residues, it is likely that a posi
tive cost will be attributed to the feedstock. 
This cost will be due to removal or harvesting 
the crop residues from the field and its delivery 
to the processing facility. 

The effects of feedstock cost on unit gas cost 
,u~c prcoont<1r.l in li'i 11'-'r" n fnr r.nr:n stover. For 
the medium and large scale systems, unit ga.:; cost 
will increase by $2.40/GJ ($2.50/MH Btu) for 
every $10/T($10.16/ton) increaes in feedstock 
cost. For the small scale system, the increase 
is about $3.S5/Gj ($4.06/HM lltu) per $10/T 
(S10.16/ton) increase in feedstock cost. It 
should be noted, however, that if pretreatment 
were used, the gas production would be about 
doubled, resulting in a sensitivity to feedstock 
cost of about half of the no-pretreatment case. 

These results must be compared with estimated 
costs for agricultu~al crop residue collection 
and delivery. Approximate costs for crop resi
dues have been developed by SRI Inter-national 
[8]: $9.85/dry metric ton ($10/dry ton) for high 
moisture crop residues (such as corn stover) and 
$5.90/dry me~ric ton ($6/dry ton) for low 
moisture residues (such as rice and wheat 
straws), Vetter [13] estimated the cost of har
vesting and transporting corn stover to range 
from $15-20/dry metric ton for a range of 17S-
1000 metric tons per yea~s. The output .from a 
small farm, 160 ha (400 at.: res), iS approximately 
711 T/yr (700 tons/year). These costs include 
amortized costs for farm machinery required for 
the harvesting procedure. Horsfield and \hlliams 
[14] ~st~nate the cost of about $5.90/T ($6/ton) 
to transport the straw 16 km (10 miles). 

The average distance for transportation can be 
estimated by consirlPring the processing facility 
as centrally located within the area tto~ Which 
the residue is collected. For the 160 ha (400 
acre) small size system, the average distance to 
transport residue is less than 0.8 km (0.5 
m1.1es). for the t.:uupeLdL.i.ve: ~;iz:e 3y::Jtcm, 
collecting residue from the 100 small farms, or 
16,000 ha, the average distance is about 16 km 
(20 mi.les), assuming crop residue is obtained 
from only 10% of the area around the processing 
facility. For the large scale facility, the 
average distance is 48 km (30 Qiles), also 
asswning collection from 10% of the area. If 25% 
of the area were harvested, the average distances 
1vould be about 9. 7 and 32 km (6 and 20 miles) for 
the medium and large scale systems, respectively. 
Thus, for the medium size system, $6/T for 
transportation is reasonable. For the large 
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scale system, the transportation cost would be 
about $12/T, assuming a cost of about 19¢/km 
(30¢/mi) for the additional distance [15]. 

It is obvious from the range of values presented 
that the residue cost can range from $5-20/T. 
The corresponding lnc~ease in unit gas cost would 
range from about $1-5/GJ for the medium and large 
scale systems without pretreatment and about 
$0.~0-2.50/GJ when pretreatment is utilized. For 
th"' sm;!l 1 scale system, the collection cost would 
be low (no harvesting cost, only no transpor
tation cost), contributing about $3/GJ to the gas 
cost. 

Digester Effluent 

The base line designs incorporated the assumption 
that there would be no credit or penalty asso
ciated with the digester effluent. Potential 
uses of the effluent solids include fertilizer 
and animal feed. The value for such uses could 
be significant. On the other hand, a penalty 
could be associated with disposal of digester 
effluent, particularly the waste water stream 
afcer dewulerlng Lhe J.i.g.;ster effluent tn reP.nver 
the solids. 

The effect of credits and penalties for the 
effluent str,~nm waG .investigated. The conditions 
used in the analysis were a dewatering processing 
step in which 95% of the solids were recovered at 
a concentration of 25% solids; the low solids 
waste stream was disposed of at a cost of 
$0.50/m3 ($2/1000 gal), and the credit for the 
solids ranged from $0 to $75/T. 

The results of the analysis for effects of cre
dits and penalties are presented in Table 4 for 
corn stover, rice straw, and wheat straw for the 
medium and large size systems. The results in 
this table give the ROI required for zero present 
worth using the DCF method, assuming a gas value 
of $1. 90/GJ ($2/MM Ktn). The retutrl::'; on invest= 
mcnt obU1lned by this pcoce:Jure t\1:~ ["l:'<"~'"·ntr.d in 
Figure 7 for corn stover. From this figure it is 
noted that every $10/T increase in by-product 
value increases the return on investment by about 
4%. These results indicate that for a high by
product credit value, the digester effluent will 
have a greater value than the value of gas. 

Under those conditions, it might be better to 
consider the gas as thP hy-prorlnct stream. 

A comparison should be made between expected by
product credit values and the range of values 
used for hte sensitivity analysis. Vetter [13] 
1nd1cates that corn st:over wuulJ itdvt: d f.:r 
tilizer value of about $4.90/dry T ($5.00/dry 
ton). This value is due primarily to the nitro
gen, phosphorus, and potassium content, which 
would not change significantly during digestion. 
However, since some biodegradable solids are 
removed during digestion, the value of the 
effluent solids would be greater than $5/T. 
Digestion without pretreatment removes a~out 25% 
of the total solids, giving an effluent value of 
about $6.60/T ($6.70/ton). Pretreatment results 
in about 50% total solids reduction, giving an 
effluent value of about $9.85/T ($iO/ton). 



Pretreatment results in about 50% total sol~ds 
reduction, giving an effluent value of about 
$9.85 /T ($10/ton). SRI [16] has indicated that 
a $25/T value for digested animal manure effluent 
would be optimistic. The range used in this sen
sitivity analysis appears to extend to highly 
optimistic values. The range more probably 
encountered would be $5-25/T, which would give a 
ROI (assuming $1.90/GJ gas value) of up to about 
10% for the large scale system 

ENERGY BALANCE 

One of the most critical factors in any altern~te 
energy or energi conversion process is the ener~~ 
balance, i.e. , some indication of the differenc~ 
between energy in and energy out. There art>. 
several ways to define the energy balance. One 
is the ratio of procejls energy requirement to 
gross energy output (the energy content of the 
digester gas). If this ratio were greater than 
1, the process would use more energy than it 
delivers and hence would be uneconomical in an
energy accounting. It should be noted that thls 
definition does not incorporate the energy cop
tent of the residue feedstock (the hit>her heating 
value of the residue). If incorporating this 
energy content into the energy balance is desired 
the ratio should be the difference between energy 
output and process energy requirement to en~rgy 
input. 

Values of the ratios ( 111) and ( nz) for the 
various systems and options are presented in 
Table 5 for corn stover, rice straw, and wheat 
straw and the small, intermediate, and large 
scale systems. The energy efficiencies presented 
in this table indicate that the highest energy. 
eff.iciency ( nz) occurs for pretreatment followed 
by continuous thermophilic digestion, i.e., the 
conditions for the intermediate and large scale 
systems. These systems also have low values for 
11 , the ratio ot process energy use to energy out
p~t. The lowest value of n

1 
arise for the batch 

digestion process, since this design utilizes the 
heat of reaction to provide process heat, and 
there is no heat loss attributed to the digester 
effluent stream. Also, the batch systems does 
not require any energy for digester mixing. 

For the base line small scale system with corn 
stover feedstock, the system utilizes about 50% 
of the energy it produces. The energy balance is 
slightly better for rice straw and wheat straw. 
For the base line medium and large scale systems 
with corn stover, the process utilizes about 20% 
of the energy it produces, which is better than 
for the small scale system. Since the medium and 
largP. scalP. systPms operate at thermophilic con~ 
ditions, the conversion and gas production are 
greater than for the small scale system, thus 
giving a rnuie favurabl~ energy balance. 
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Table 1 
Residue Composition 

Wheat Straw Corn Stover 

% ::;oltd:> Content. 90 50 

%Volatile Solids 
(of Total Solids) 94 95 

r. Rf nrlPp,r<1dabl tity 
(of Volatile Snlirls 42 36 

Table 2 
Base Line Process Options 

Storage 

Shredder 

SmnU 
Scale 

:-te"diuc 
Scale 

-Hdlding/:Oii.xing 

y 

N 

c 

Pretreatlflenc 

DigcHfnn 

He<lt Exchange 

oe .... atering 

Cas Purification 

Option Used 
Option Not Used 
CSTR Digester 

Table J 
FHPrt ot Preere<tt;meiiLh 
on ResidLie Digeo;Llun 

Rice Straw 

92.5 

83 

50 

Large 
!cale 

Corn Stover Rice Straw Whe<lt Straw 

!lnuall G.;ul.:. 

Annual C.as Production (:-r.-1 Btu) 2. 68 X 10 3. 2 X 10 

Unit Cas Cost ( S/:-1.'1 Btu} 12.81 ll. Jb 

Intermediate Scale 

Annual Gas Production (:-!.~Btu) 4. 56 X 10 5, 4 7 X 10 

Unit Gas Cost. (~/M~'i Btu) 5. I 0 

Large Scale 

Annual Gas Production (~ Btu) 4. 56 X 10 5,47 X 10 

Unit Gas ~ost ($/:-P.i Btu) 4. 33 4. 38 

* Pr~treatrnent Conditions 

~aOII Requlrements = Jt ur C~o!ell ,vllJ3 

Convcrslon ... 50t of non-blodegradable sollds 

Temperature a I isoc 

Re tent lnn Time • 4 hours 

2,4 X 10 

12.76 

4.10 X 10 

5. I~ 

4.10 X 10 

4. 15 
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S/TON 
BY-PROOUcr 

CREDIT 

0 

25 

50 

75 

Table 4 
Effect of By-Product 
Credit Value on Rate 
of Return on Invest
ment 

% RETUR."l ON l!iVEST~fENT FOR UNIT CAS COST OF 

CORN' STOVER RICE STR,\\l 

200 2000 250 ~500 

TPD TPD TFO TPO 

- - - -

5 10 8 12 

16 21 18 22 

26 30 26 30 

Table 5 
Energy Efficiency of 
Crop Residue Digestion 
Processes 

S2/HM BTU 
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175 1750 
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- -
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24 30 

~~,,~··~~~~.~~~~~,~~R~I~O~rE70·I~,-•. ·,,!ItRI~~~~·.'~~~~~UTT.to~q~,o-l~.~~,~~~n~~~~·s~~~~:·~A7U-I~.~ .. ~._, 
f-----,--J--2!~--- --~.!.'~----~i-

ij,lo\1 O.ZI O.H Q,J5 1),1~ O.llo O.loO 0.1& 0.16 

0.08 0.21 0.21 0. lA 0.10 0.)0 0.10 0.24 

1----1-·------ - f--- -+---1---l 
o.oo 0.011 o.o1 o.oJ 0.04 0,04 

,, Q, 11 0.11 O,ll 0.29 0.29 U.l& u.loi O,R\ 

-------1-----
0.15 o.u 6.16 O.'J'J o.u (l,lf n,n 9.11 n '' 

r\7'111111 'n' 
c:onv'-'rt.ton) 112 v•H 11.~11 n.u Ool~ Q.40 0.40 

--------.-------------
C~i'TR with c.~~~ 

0.24 0.25 

1\,tt 0.'2/ 0.18 
"> 

'------'-'----'----'-·--'---'-----'--'----'----
nt • (proc:<'~S <!Rergy ft''JU{rc,.ent ll~dll!,l'Btl!l t:•" l'nl'IAJ \.uul<i"') 

112 .. i!t!J:.".!!.'lr~~··rrr r~~~~j~};;/~.;;;~;-r;;;;;;~~-r'.!..r.~ 



* THERMAL AND COST GOAL ANALYSIS FOR PASSIVE SOLAR HEATING DESIGNS 

Scott Noll and Christina Kirschner 
Los Alamos Sc:i.entifi..: Laboratory 

ABSTRACT 

Economic methodologies developed over the past sev
eral years for the design of residential solar 
systems have been based on life cycle cost (LCC) 
minimization. Because of uncertainties involving 
future economic conditions and the varied decision 
making processes of home designers, builders, and 
owners, LCC design approaches are not always appro
priate. To deal with some of the constraints that 
enter the design process, and to narrow the number 
of variables to those that don't depend on future 
economic conditions, a simplified thermal and cost 
goal approach for passive designs is presented. 
Arithmetic and graphical approaches are presented 
with examples given for each. Goals discussed in
clude simple payback, solar savings fraction, col
lection area, maximum allowable construction budget, 
variable cost goals, and Btu savings. 

INTRODUCTION 

Over the past several years, standardized methodol
ogies have evolved for the analysis and economic 
optimization of solar hot water and residential 
space heating designs [1). In most instances, the 
optimizing criteria has been the minimization of 
life cycle costs (LCC): that is, determine the par
ticular system configuration that results in the 
lowest delivered cost of heat to the home· (solar 
and backup) over the expected system lifetime. 
Although it is widely held that life cycle cost 
minimiKation results in the specification of an 
economically efficient solar design [2), there are 
a variety of considerations that make the results 
of such optimization techniques untenable and/or 
unuseable. 

The results of economic design optimization are 
generally driven by expectat:ions concerning un
known or uncertain future conditions; these 
expectations take the forms of specified values 
for parameters such as inflation rates, fuel and 
tax escalation rates, discount rates, and opera
tion and maintenance costs over.time. The un
certainty of parameter values increases as the 
life cycle analysis period increases. 

LCC analysis usually considers the stream of 
costs and benefits over the expected system life
time. Where the building ownership period is 
equal to or greater than the expected system life
time, as in government owned and operated build
ings, this presents no problem. Where ownership 

*This work was performed at LASL under the auspicies 
of the Department of Energy, Offi~P. of Solar Appli
cat:ions, Systems Development Branch. 
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periods are shorter, as with residential property, 
the solar system may change hands many times. 
This complicates life cycle analysis because of 
such questions as transaction costs, uncertain 
resale valuation, and changing owner/system inter
actions. An alternative approach is ownership cy
cle costing, OCC, which considers costs only 
throughout one ownership. 

LCC analysis embodies the cycle-implicit assump
.tion that longer term benefits of LCC m1n1m1z1ng 
designs will be realized by the party making the 
analysis. Where the client/owner may also be 
the owner/operator, (i.e. commercial buildings) 
the longer term benefits of design optimization 
will be realized by the requesting client. At 
the other end of the spectrum is the speculative 
tract-home builder of residential construction. 
These builders are not responsible for the ulti
mate operating costs of the humes they construct 
and therefore have no incentive to inc-.reasP. first 
costs with solar designs when a lower LCC for 
heating would result. Building codes and local 
ordinances mandating prescriptive construction 
standards and use of solar have been used to 
help circumvent these problems. On the other 
l1and, when energy ..:onservation anc.l solar f.:atures 
are recognized as effective home marketing de
vices, the builders will respond to this demand 
with construction techniques that more closely 
represent optimized economic designs. 

Finally, an optimized LCC design may imply physi
cal attributes that violate existing design, site, 
or budget constraints. Examples would be maximum 
lot frontage dimensions with sideyard ~et back 
conditions that limit the south-facing linear · 
exposure and hence collection area; partial shad
ing due to permanent or temporary obstructions; 
architectural styling considerations and restric
tive covenants; maximum permissible housing costs 
in an area due to the predominance of non-solar 
market comparables, etc. 

In response to these considerations, we have formu
lated a simplified approach that allows one to 
either graphically or arthimetically evaluate 
thermal and cost goals for residential passive 
solar heating designs with or without regard to LCC. 
In this particular consideration, economic optimi
zation per se is not considered; rather we have 
presented an approach that allows for separation 
of current versus future parameters in order to 
identify specific thermal and cost conditions that 
are required to achieve a variety of specified 
c-nnt:li t:i.on.s, 



ARTHNETIC APPROACH 

The arithmetic approach to thermal and cost goals 
analysis is merely the algebraic equivalent of what 
will be shown graphically. Although accuracy is 
improved, the arithmetic approach is not as fast in 
application but is quite easily understood. 

We begin with an equation that is equivalent to 
saying that the life cycle savings of a passive 
solar addition are exactly equal to zero, that is: 

CRF · LOAD · DD ~ 10
6

] 

(1) 
- (VC • A • PWFs • CRF] = 0 

The units of the two terms in brackets are in equiv
alent annual $/yr. The first term represents annu
alized ~avings, the second term annualized costs. 
Definitions of terms is provided below: 

SSF 

p 
0 

DD 

LOAD 

vc 

A 

LCR 

PHFf 

CRF 

PWF 
s 

Solar Savings Fraction which bears a direct 
relationship to the Load Collector Ratio 
(LCR) as set forth by LASL's Solar Group [3]. 

Initial cost of fuel in $/nunBtu corrected 
for conversion efficiency. 

Average annual heating degree day~ (65°F 
Base) 

Heat loss factor of the residence for all 
surfaces other than the south facing pas
sive solar collector area. (Btu/DD) 

$/ft2 variable cost of passive solar con
struction-fixed costs are seldom a signifi
cant factor in passive solar designs--all 
costs are expressed in the VC term. 

Passive solar collection area (ft2) 

Building load collector area ratio (LOAD~A) 
(Btu/DD-ft2) 

Present worth factor for auxiliary heat 
fuel costs which accounts for the. future 
fuel escalation rate, discount rate, and 
period of analysis. 

Capital recovery factor used to convert an 
initial dollar amount (present value dollar 
amount in our example) into a stream of 
equal annual payments such that the dis
counted sum of these payments is equal to 
the initial dollar amount. 

Present worth factor for solar costs used 
to convert the initial passive solar con
struction cost into the sum of discounted 
annual cash flows associated with passive 
solar sys tern ownership. PIVF s accounts for 
the down payment, principal plus interest 
payments, mortgage interest tax deductions, 
property taxes. and deductions, insurance, 
operation and maintenance expenses and 
resale value net of the remaining loan 
balance. 

SPBK Simple payback equal to add-on cost divided 
by first year dollar savings. 

VC · A • 106 
SPBK = P • SSF · LOAD · DD 

0 
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Separating equation (1) into current and future 
factors: 

vc • A . 106 PWFf CRF PWFf (2) 
p SSF • LOAD DD PWF CRF PWF 

0 s s 

Equation (2) still represents the breakeven LCC 
condition. The form nf equation (2) has the advan
tage that the left side term deals with current 
factors (variable construction costs, initial fuel 
cost, degree days, and the three components of pas
sive solar thermal performance represented by the 
LASL LCR tables; SSF, A, and LOAD). The right hand 
side deals with the future factors. In addition, 
the left side term is equivalent to the most basic 
definition of simple payback SPBK-first cost 
divided by the first year dollar savings. 

DEFINING THE GOALS 

In the context of equation (2), a variety of cri
teria may be used to determine system specifica
tions or cost and thermal goals. Some of the cri
teria might include: 

simple payback 
~olar savings fraction 
maximum add-on budget for passive solar con

struction 
passive collection area 
maximum energy budgets (e.g., Building Energy 

Performance Standards) 

Other economic criteria have been used [4] to 
represent conditions necessary for con~umer a~~ep
tance and relate to cash flow performance. These 
include years of negative annu-al cash flow and 
number of years required for cumulative savings to 
recover the initial downpayment expense. Since 
year by year cash flow analysis of any particular 
design is required to arrive at these numbers, they 
aro not Q~~ily ~nlr::ulat~d u$ing the approach Ret 
forth in this paper. 

Equation (2) can be used in the following way: 

a) Given values for DD and SSF(LCR); calculate 
SPBK or VC or 1'0 e;i.ven values for two of the 
three. 

b) Given values for SPBK, VC, P0 and DD, calculate 
SSF • LCK. Sirtce S:::.¥ aud LCR are utuludlly de
pendent, one must u~e t:he LCR tables to find the 
combination that yields a product close to the 
above value. 

c) Given SPBK, SSF, and DD; A or LUAU can be deter
mined given a value for the other; then P0 or 
VC can be determined given a value for the other; 
note SPBK, P0 , and VC may be interchanged in 
this· process. 

EXANPLES 

To exemplify (a), (b), and (c) above, assume we are 
looking at a double-glazed direct gain passive 
solar design in Dodge City, Kansas, with R-9 night 
insulation and mass surface/glazing area ratio of 



3:1. From the LCR tables [3] we have the following 
performance relationship between SSF and LCR. 

From local data we know : 

DD 5046 

p 
0 

$ . 05/kwh $14 . 65/mmBtu (electric resistance) 

a) Find the maximum variable cost one can pay for 
passive solar to achieve a six year payback for 
a .60 solar savings fraction against an electric 
resistance heating fuel alternative . From 
equation (2): 

VC 10
6 

SPBK p SSF LCR DD 
or 

0 

SPBK · p SSF • LCR • DD 
vc 0 

106 

Therefore, 

vc = 6 • 14 . 65 • . 60 • 26 . 5046 

106 
$6.92/ft2 

b) Find the thermal performance required to achieve 
an eight year ~ayback for a direct gain decign 
costing $16/ft against the electric resistance 
fuel alternative . 

From equation (2) : 

vc 106 
SSF • LCR = "'"p-.'-"'-=D-=-D--=.:· "-:S:::P:::B::-K 

0 

16 • 106 

= 14 . 64 · · 5046. 8 = 27 

The LCR table indicates that at SSF = .10, 
LCR = 236, and SSF • LCR = 23 . 6 . Larger SSF 
values imply smaller product values, so the goal 
can only be met by a low-level passive design 
where the first square feet of collection area 
are the most efficient on a per square foot sav
ings basis (i.e., the LCR value is over 236 Btu/ 
DD-ft2) . 

c) Find the collector area necessary to provide a 
solar savings fraction of .30, with a building 
load of 10,000 Btu/DD. With a VC = $15/ft2 find 
the simple payback of such a design against the 
electric resistance heating alternative. For 
SSF = .30, LCR = 68, and 

A= LOAD= 10,000 = 147 ft2. 
LCR 68 

15 • 106 
SPBK 9 . 9 years 14.65 • . 30 . 68 . 5046 
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GRAPHICAL APPROACH 

Figure 1 illustrates the reference graphs for 
thermal and cost goal analysis. The figure is 
divided into five contiguous quadrants numbered 
I thru V. The lower left hand corner shows the 
units for each of the variables . 

Quadrant I shows the relationship between average 
cost (AC), initial fuel price (P0 ), and simple pay
back (SPBK). By defining two of these variables, 
the third is uniquely determined. Quadrant II 
shows combinations of average cost (AC) and annual 
heating season Btu savings per square foot of pas 
sive collection area (SSF • LCR • DD ~ 103) that 
imply equivalent passive solar variable construc
tion costs (VC) . Again, if two of these three 
variables are known, the third is uniquely deter
mined. Quadrant III accounts for heating degree 
days. Once degree days are specified a transforma
tion can be made between seasonal square foot 
energy savings and energy savings per square foot 
per degree day (SSF · LCR). Although there are 
many algebraic comginations of LCR and SSF that 
would produce a given value of their product, only 
unique combinations of SSF and LCR are feasible 
for a passive design in a particular climate. · This 
can be seen by examining the LASL LCR performance 
~ahles . In quadrant IV, the SSF-LCR performance 
combinations can be plotted for a particular design 
or designs . This is done by choosing a solar 
savings, fraction value, say SSF = .30, and finding 
the intersection of the corresponding LCR value 
(LCR = 68 for our direct gain example) and the 
SSF = .30 ray emanating from the origin. If this 
is done for all values of SSF from .1 to .9, and 
the points are connected, a feasible combination 
curve between SSF · LCR and LCR will be traced . 
This is shown in Quadrant IV. Finally, Quadrant V 
allows one to separate LCR into the LOAD and A 
components. This is useful for determining the 
impacts of various col lector area - building load 
combinations or for working backwards to find col
lector area or building heat loss requirements. 

For illustration, the counterpart of example (c) 
in the arthmetic section is shown in Figure 1 . The 
numbers in parentheses, (1) thru (/), correspond to 
the sequence in steps when using the graphical 
approach. These are described in order below . 

(1) As described above, plot the performance com
binations for the double glazed direct gain 
design under consideration. Trace the resul
tant curve. 

(2) Find the collector area necessary to provide 
SSF=.30 with LOAD= 10,000 Btu/DD by drawing 
a line from the feasible curve intersection 
point in QIV straight down to the LOAD = 10,000 
curve in QV . 

(3) Now draw a horizontal line to the left and read 
the intersection point off of the A axis . 
A = 147 ft2 is the result. 

(4) Now go back to QIV and draw a horizontal line 
from the SSF = . 30 intersection point to the 
le[L .i.nlu QIII. Continue the line until it 
intersects the proper DD value. If the DD 
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condition falls between the given lines inter
polation is necessary. 

(5) Next, draw a vertical line from the intersection 
in QIII into QII until it intersects the correct 
VC value. In this example go to the curve 
vc $15/ft2 . 

(6) Find the initial auxiliary fuel cost on the 
P axis in QI . Draw a vertical line straight 
up from that point. Electric resistance in 
Dodge City is $14.65/rnmBtu is shown in QI. 

(7) Draw a horizontal line from the correct VC 
point in QII (determined in (5)) into QI and 
find where the two lines intersect. This 
final intersection point determines the simple 
payback condition for the direct gain design 
under consideration. SPBK is shown to be a 
little bit less than 10 years which corresponds 
to the arithmetic results of 9.9 years. 

The remaining (a) and (b) examples can be tested 
graphically by the reader. The accuracy of the 
graphical approach is not extreme, however it can 
be used with a minimum of effort and does not re
quire arithmetic manipulation. 

EXTENSIONS 

Several extensions of the graphical approach can be 
made which might increase the usefulness and versa
tility of the method. First, the right side of 
equation (2) shows the ratios between the present 
worth factors for solar and auxiliary fuel. An
other graph can be added that shows combinations of 
key financial parameter values that would yield par
ticular PWF ratios. For example, two important 
parameters that can be analyzed are the ownership 
period and a resale profit factor that takes into 
account the relative appreciation rate of passive 
solar homes as compared to conventional market 
comparables. The limitation of this approach is 
that all other parameters entering Lite PWF formulas 
must be held constant to limit the problem to two 
dimensions. If the PWF ratio is divided by the 
SPBK of a particular design, the result will be a 
llfu cycle (or O~·mPn:hip ryrlP) henefit/cost ratio. 
Values greater than 1 indicate positive savings while 
values less than 1 indicate negative savings. 

It also might be possible to integrate Balcomb's 
methodology (5] of optimal budget allocation be
tween passive and conservation under various budget 
constraints. Derivative values of the LCR perform
ance moves are available [3] to pursue this approach. 

In conclusion, this paper has presented a simpli
fied arithmetic and graphical approach for the 
analysis of passive solar heaLlug c.lto,lg•l thermal 
and cost goals. The approaches have been shown to 
be consistent in application and offer the designer 
a means for quickly evaluating the implications of 
various design, performance, and economic criteria 
that may arise as constraints or goals to be me t. 
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SOLAR TECHNOLOGY FOR CENTRAL STATION APPLICATIONS : 

A REGI ONAL MARKET ANALYSIS APPROACH 

Barry G. Silverman* 

Peter Fontaine** 

Abstract . An approach to market penetration analy
sis is described using solar thermal, photovoltaics, 
ocean thermal energy conversion, hydrothermal and 
several more traditional e lectrici t y genera tion cen
cepts in four NERC r eg i ons as an example. The tech
nologies are characterized and t he steps in the 
market penetrat i on approach are described . Gas
fired, hydrothermal, synthetic fuel and coal-fired 
power plants exhibit the greatest market cap t ur e by 
2010 . Solar thermal also performs well . 
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Paul L. Hie tanen** 

1.0 INTRODUCTION 

The purpose of this article is t o demonstrate the 
use of a market penetration tool tha t provides a 
systematic, credible fr?~ework for analysis and 
f ully reproducible r esuJ.ts . This t ool is not a 
"black box " procedure tPa t performs technology 
forecasts through "slej_1:ht of computer". Rather 
it is a simplified, s traightforward t echnique tha t 
the non- model builder can readily unders tand and 
feel comfor t able with. 

In the present a pplication of this tool a market 
penetrat i on analysis over the period 1981 to 2010 
of selected solar electric technologies -- ocean 
therma l energy conversion (OTEC), solar photo
voltaic , solar thermal, and hydro thermal -- in 
central s t a tion applications is descri'ved. Advanced 
and conventional fossil f uel- fired , nuclear, and 
hydro- electric power plants are also considered. 

Figure 2. APPLICABILITY MATRIX 

Region ERCOT SERC SPP HSCC 

~ ~ "' "' " .. ~ . 
0 ~ 0 ., 

~ 
"J ~ "' ~ "' • • . ~ • . ~ 

~ ~ . ~ • .3 • "' "' "' 7 0 b ~ I ~ I ~ 
~ ~ c ~ c " § . 0 . 0 • 0 • . "' "' "' z "' "' :0 z 

OTEC * * * 
Solar • • • • Photovoltaic 

Solar Thermal • • • • • • • • 
Hydrothermal • • (Liquid) 

Advanced Fossi 
Fuels • • • • • • • • 
Conventional 
Foss il Fuel s • • • • • • • • 
Nuclear LWR • • • • 
Hydroelectric • • 
• Presently available technology 

e Oe :1otes near- and mid-term ini tial application (l9Sl - 1995} 

* Denotes initial application in the long- term (1996- 2010) 

SOORC!:: : References 3, 4, 5, 6 



The technology forecast is performed for four Na
tional Electric Reliability Council areas - - ERCOT, 
SERC, SPP and WSCC -- as indicated in Figure 1 . 
The distribution of (a) average daily insolation, 
(b) feasib l e OTEC sites, and (c) identified hydro
thermal reseviors is also portrayed in Figur e 1. 
The applicabil i t y of the t echnologies considered t o 
electric utility markets in each of the four regions 
is portrayed in Figure 2. 

2.0 HARKET PENETRATION METHODOLOGY 

The methodology for estimation of technology market 
penetration consists of two tasks: (1) estimate 
market potent ial for each application and (2) esti
mate market penetra t ion fo r each technology in each 
a~~llL:a l lu u uveL Lltue . 

2 . 1 Estima t e Market Potent ial 

The market potential is the total number of new 
units that wi ll need to be installed over the plan
ning horizon . This constitutes the market place in 
which the candidate technologies will compete . 
l•!hile any level of disaggrega t ion is possible, in 
the current study , market potential (and penetra
tion) is computed for baseload and non- baseload 
applications on a region by region basis as follows: 

MP ij (t) 

where 

MPij(t) 

e .k C . . (t- 1) + r .. C .. (t-1) + CO .. (t) (1 ) 
~ ~J ~J ~J ~J 

market potential for region i and appli
cat1on j 1n year t 

Cij(t-1)= capacity for region i and application j 
in year t-l 

r .. 
~J 

coij (t) 

rate of capacity expansion for region i 
and time frame k 

rate of scheduled replacements for region 
i and applicat ion j (= 3.0 percent /year) 

conversions of existing capacity in re
gion i and application j to alternative 
sys t em in year t 

C .. (t- 1) estimates were obtained for 1978 from Ref 
~J 

7. CO .. (t) estimates correspond to the 1978 Fuel 
~J 

Use Act requirements for utility conversions as 
computed by Trexler (ref 8). Values of eik were 

derived from Ref 7, 9, as follows: 

EJ.{COT SEJ.{C Sl'l:' wscc 
l.,i.=l) (i=2) (i=3) (i=4) 

Near/l1id Term (k=l) 3.2 4.2 5 . 1 3 . 9 

Long Term (k=2) 2 . 8 3.6 4 . 5 3 . 4 
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FIGURE 3, CAPACITY EXPANSION, REPI.ACE.'1ENT AND CCNVERSIO!i 
FCR IlASELOAD AND NCN- BASELOAD BY REG I CH 
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SOURCE: ·omVED FR0/1 REFERENCES 7, 8, 9 

Using these values in e quation 1, the market po
tential <:.;; titualo::" wet e Luut~u Leu as slwwu lu F lgure 
3. 

2.2 Esllma l e Mar~et Penetration 

The allocation of market potential to competing 
Ledmologies in a given application follows the pro
~eJute uullluet.l Leluw . 

S_teP l : Charac terizP. .. r.omflPI'i ne TPrhno 1 oei P.<; - 
Having identified the competing technologies in 
P~ch application in Fir,ure 2 the particular deoigno 
considered here are nov7 further described in Tables 
1 and 2 and in t he following paragraphs. All sys
tem costs are up to the busbar and include land and 
storage where applicable , main and auxiliary station 
equipment, and materi:1lc, p:1rtc, :1nd labor for opor:l
tion and maintenance (O&M). 

OTEC consists of a closed cycle with shell and tube 
heat exchangers designed to be sited 20 to 200 
mi~es offshore . The prorosed design requires a 
38 F temperature differential which is found in 
·southeast U. S . waters rsee Figure 1). OTEC will be 
linked directly to the land based power grid (no 
storage considered) via a submarine transmission 
cable and will have a net power output of ~00 MWe. 

The solar photovoltaic system includes an array of 
solar cells rated at 100 !{f..V capacity. 



TABLE 1. E.U:CTRIC UTILITY :'ECHNOLOGir:S - BASELOAD :1ARKET 

Cri!.eria 3 ~ "' 

Technologies 

"' ~ ..... 
C) ;; 
~ " .. 
.... 3 
"' = .. 

~- 3 ~ 
~ " 0 ... 0 
00 .. ;.. ~ t 0 ..... .. 
u = ~ ·~ 

0 t .... -~-.... ·~ 

~ ~"" ·~ ~ ~ ... 0 
·~ ""' 3. "' ~ .... 
~ "'"' ~ 0 
(.; o- u " 

.': , 
~ 9 " . ~ 
. § " ~ 

~ ... Q 

" ~ "' ~ " ~ ~ 

-~ ~ "' 
~ " -~ ! 0 

0 - " ....... ;:; "" " ~01 "0 " ~ 
~ ~ 5 8~ " _, 0. "J 

1997 6 40 

Solar ·r'ter.'lal 1992 4 30 39 2000 24.00 70 90-94
1 

Hydrot!'lermal 
Liquid 

Advanced 
Coal 

Advanced 
Ga~/Liquids 

Conventional 
Coal 

nuelc.:1r LWR 

Hyc!.ro
Electric 

1987 

1982 

1990 

P.A~ 

. 
P.A. 

P.A~ 

5 20 

5 30 

3 30 

6 30 

p 30 

4 40 

*P .A. = Presently Ava1lable 

500 24.53 70 90 

34 631 21.30 ~0 90 

50 ~45 27.90 70 90 

34 661 61.70 70 80 

33 857 9.81 '0 90 

80 550 5.20 60 95 

1
P.ange represents the differences in reliability for 
solar thermal in each of the regions considered. 

SOURCE: References 3, 4, 6, 10-14 

TABLE 2. ELECTRIC uTILITY TECH~OLOGIES - NON-BASELOAC MIIRKET 

Cri't.eria 

TechnolcS'ies 

Sol.Jr ':'::.ermal 

r...-..t .. J'\' 

Photovoltaic 

AC.vanced 
Coal 

Advanced 
Gas/Liquids 

Conventional 
coal 

conventional 
Gas 

.§ 
" ~ 
N 
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·~ 0 

~?:. 
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~ .8 . 
;.; c 

1992 

1~119 

1982 

1965 

. 
P.A. 

P.A. 

~ 
Q 

" ~ 
" -~ ... 
"0 
0 

:! 

4 

6 

l 

6 

*P.A. = Presently Available 
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" " ;; > 
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Jo 39 

20 15 

30 34 

30 38 

3G 34 

20 32 
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~ ~ 
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~ -~ 
.. 

"' ... 
n- .8 " j " ~ 0 

00 '"' 
,. ~ t 0 

a~ 
0. 

u 
t .... ·~ ..... 

;l ""' 'i ~,.. 0 
~:;. ~ " .... t: ;; """' ;;; 

(.; c- u X 

;.coc lO.QO 2·C 90-04 

1884 17.88 30 95 

631 21.30 50 90 

300 6.13 50 90 

661 35.00 50 80 

435 li .96 5C 90 

1 hi.Rr"~Qe rPpresent~ th~ differences in reliability for solar 
thermal in each of the regions considered. 

SOURCE: References 3, 4, 6, !2-15 

The solar thermal power station includes a tower 
receiver, variable focus array, heat transfer 
fluids, fluid transmission elements, a heat engine, 
e~d electric genP.rating equipment. The baseload 
system includes up to 7 hours stucage and has a 
capacity rating of 500 MWe. 
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The hydrothermal system is liquid dominated and in
cludes heat exchanger, heat transfer fluids, fluid 
transmission elements, a heat engine and electric 
generating equipment. 

Advanced coal technology includes direct combustion 
of crushed coal with reliable lime/limestone scrub
bers.· Advanced gas/liquid technologies represent 
a generic system using synthetic fuels. 

Step 2: Estimate Maximum Harket Fractions -- The 
maximum market fraction (UMF) is that share of the 
market which will be ca?tured by a given technology 
in the absence of competition. That is, due to 
commercialization barriers (e.g., limited manufact
ing capacity, plant siting restrictions and restric
tive building codes) most new (and existing) tech
nologies can only capture a po.rtion of the total 
market. The MMF estimates for the technologies 
studied here are described below. 

OTEC is assigned an ~1~ equal to 100 percent of 
SERC and 50 percent of the ERCOT and SPP baseload 
market potential. It is assumed that in the long 
term (post 1995), OTEC market penetration will not 
be unduely constrained by efforts to resolve (a) 
low utility interest to date, (b) jurisdictional 
issues, (c) liability and accountability issues, 
(d) marine safety hazard issues, and (e) conflicts 
of ocean use. 

Photovoltaics receive an ~iliF equal to the non-base
load market potential in all regions. Due to its 
inability to utilize diffuse light (i.e., light 
through cloud cover), solar thermal on the other 
hand, is assigned an ~1l!l' equal to the baseload and 
non-baseload market potential in ERCOT, SERC, SPP, 
and the southern half o:~ HSCC. 

The MMF for hydrothermal (liquid) is one-third of 
baseload and non-baseload in the WSCC region. 

For fossil-fired power plants several MMF's exist: 
(a) mandatory conversion of oil-fired plants by 
1990 is required by the National Energy Act: con
versions in each NERC region were plotted on Figure 
1. (b) conventional gas--fired power plants are as-
8ignad an MMF P.qual to 15 pe~;cent nf the non-base
load market in each region, while advanced gas/ 
liquids is assigned an MMF of 20 percent of both 
baseload and non-baseload and (c) coal-fired power 
plants are assigned an ~-~·lF equal to the entire base
load market and 60 percent of the non-baseload mar
ket in each region. 

For a variety of reasons (e.g., lack of acceptable 
sites, community reaction, etc.) nuclear and hydro
electric are assigned l.ij<i''s equal to 10 percent of 
the baseload market exc.:opt i.n SERC where the hydro
elE!Ct:ric l'IN:F is uuly 5 r>erccne. 

Step 3: Compute Market Scores -- A multi-attribute 
vleighting procedure was developed as shown in the 
example in Figure 4 on the basis of surveys (see 
Ref 4 and 16) of utility decision makers regarding 
the critical cost/performance criteria that are 
evaluated in purchasing decisions. Using the data 
tn Tflbles 1 <;~rtu 2 and a levelized lifP.-c:ycle revenue 
requirements algorithm the market score for each 



technology in each application and region was coin·
?uted. Factors used ir. the requiren <<:>.venue 
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TABLE 3. SLECTED MARKET INFORMATION 
ru;!(;ION: WSCC 

MARKET: NON-BASELOAD 
~ 

QJ ~ !-< 
0 

criter.ia 
(.1 r. 
Ul c ..... 
'·' ... 
u u ,.., 111 
0, !-< 

'" [,, .... ..., 
..... QJ 

111 QJ .¥ 
J.J k ~· c: 0 111 
QJ u :£ e UJ 
c: 3 0 .u 
1-< QJ s ..... .¥ . .... 
:> ~ ~ !..: 

Technologies til ::;: ::;: 

Cor:.ventional Coal 12 1.00 85 

Golo.r '!'hoeL-mal 4 1.17 60 

Solar Photovoltaic 1 0.65 100 

Advanced Coal 9 1.14 60 

,'\rlvnnr.Prl r;,..,/Liq. 2 1.35 20 

Conventional Gas 2 1.18 15 

Hydrothermal Liquid 3 1. 34 33 
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algorithm include: (a) a fixed charge rate of 12 
£Crc~nt, (b) regional fuel prices as reporred by 
utilities to the U.S. Department of Energy (Ref 17), 
(c) fuel price deregulation schedules from the Na
tional Energy Act, (Ref 18), and (d) fuel specific 
escalation and inflation rates in each region (de
rived from Ref 17). Typical environmental scores, 
market scores and maxir.tuR ro~arket fractions for the 
technologies competing in the non-baseload applica
tion in the WSCC region are shown in Table 3. 

Step 4: Estimate Nominal t1arket Shares -- The pur
pose of this step is to apportion the markets for 
each region and application to the competing tech
nologies on the basis of the market scores. The 
"nominal" market shares are allocated according to 

. the algorithm depicted in Figure 5 and uo t.o the 
limits imposed by the maximum market fraction. 
The output of thi..$0 ... r~p h: ~ fr;;~o~;i,9n that reprr.
sents the sh~re of th~ mcr~mt likoly to be captured 
by each technology in each application and region 
over time. 

\ ~arket 

Allocated 
t.o Techr.o
loqy A 

-0.4 

F.iQllrP ~. ~D.fi.JrE'T' P...I.I.r.":.l\TIQ•J l'.LG:JniTlir1 
(t'or Pairwise Cor.tparisons) 

-0.2 -0.2 

DifferP.nce in :-tarket Scores: 
Seer~ (A) - Score (E) 

•).4 

Stop 5; Determine .~Jfec.ti've H;,u·ket Penecration -
When a new t.~c;hnc;>lOI!:Y j,s jntrndurPd into lil TTlATl--'!t, 

most potential buyers will fail to purchAse it ini
tially due to risk averr;;;i,on tendencj.es. SAid 
another way, the venturesomeness of potential buyers 
is initially low, and increases to 100 percent uf 
the potential only gradually over a period of se•Jer
al years. Th~s lack of venturesomeness causes a 
delay in the pcnctratrion as shown in Figure 6. 

Fract:ion 
ot ~sers 
Nillinr; 
l:U Cu1:tr.ti~ 

To ::ew 
Technolog'l 

F iqure 6. PENETRATION DELAY CURVE 

1.00 

tTechnoloqy Startup Date 

Years After First User Commits to 
t~ew Technoloqy, V(t) 



By comb-ining penetration delay with. nominal market 
shares and market potential, et:fec.tive market pene
t~ation is estimated ·as: 

P~ij(t) = PD(t) x Nij(t) x .MPij(t) 

where: 

PEij (t) 

PD(t) 

MP
1
.(t) 

.J 

effective penetration in region i and 
application j for year t 

penetration delay (from Figure 6) 

nominal market share in region i and 
application j for year t 

market potential in region i and applica
tion j for year t 

The results of this study as shown in terms of a 
specf.fic regional example in Figure 7 and siliiDnarized 
for all regions in Table 4. 
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3.0 DISCUSSION OF RESULTS 

The re~;ulls uf Lhis market penetration exercise in
dicate that no one (or two) technologies should do
minate the electric utility sector in the next 30 
years. Instead, each market in each region should 
be composed of a .combination of solar, advanced 
fossil, and conventional technologies. Specific 
results of the analysis are several: 

• Many of the technologies analyzed have significant 
life-cycle cost advantage over the conventional 
coal system. As a result, the deployment of these 
technologies is constrained only by site and re
source availability, manufacturing capacity, and 
other such factors which are incorporated into the 
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TABLE 4. Slt"MMARY OF MARKET PENETRATION ANALYSIS 

~ NON-BASELOAD 

MARKl!T INSTALLED MARXET INSTALL£U 
~T!JRED CAPACITY CAPTURED CAPAC!~ 

TECHNOLOGY -· _<•_,_ (1000 MWs) __ (,_)_ ~} 

ADVANCED COAL 44.2 39.56 18.4 20.61 

ADVANCED GAS/LIQUIDS 9.4 8.43 13.5 14.98 

CONVENTIONAL COAL 36.2 32.43 35.7 39.77 

CONVENTIONAL GAS 14.9 16.75 

NUCLEAR LWR 8.4 7.48 

OTEC 0.9 0.84 

SOLAR PHOI'OVOLTAIC 0.9 0.98 

SOLAR THERMAL 0.9 0.82 16.6. 18.57 

ADVANCED COAL 42~2 153.67 18.3 83.79 

ADVANCED GAS/LIQUIDS 10.8 39.08 15.7 71.77 

CON'V'!lft'IONAL COAL .28.8 105.02 29.5 lJ4.,ri 

CONVENTIONAL GAS 14.a 67.54 

HYDROELECTRIC 4.9 19.23 

NUCLE1-.R LWR 9.9 36.46 

OTEC Lb 6.02 

SOLAR PHarovOLTAIC 1.5 6,21 

SOLAR THERMAL 1.8 6.18 20.2 92.08' 

ADVANCED COAL 49.1 102.86 19.9 51.47 

ADVANCED GAS/LIQUIDS 11.2 23.55 15.1 39.16 

CONVENTIONAL COAL 27.2 56.96 29.4 71).1'.) 

CONVENTIONAL GAS 15.0 38.86 

OTEC: 1.3 2.64 

NUCL£AR LWR 10.0 20.94 

SOLAR PHOTOVOLTAIC 

SOLAR THERMAL 1.2 2.49 20.5 53.09 

ADVANCED COAL 26.9 54.98 3. 7 10.57 

ADVANCED GAS/LIQUIDS 10.5 21.51 12.8 36.73 

CONVENTIONAL COAL 26.6 54.34 33.2 95.14 

CONVENTIONAL GAS 13.2 37.91 

HYDROELECTRIC 10.0 20.45 

HYDROTHERMAL 18.5 37.88 14.8 42.29 

NUCLFAR LWR 6. 7 13.78 

SOLAR PHOTOVOLTAIC 0. 7 2.12 

SOlAR THERMAL 0. 7 1.46 21.6 61.83 

the maximum market fraction. For example, hydro
thermal, advanced gas/liquids, conventional gas, 
and hydroelectric technologies all achieve a ·market 
share equal to their maximum market fractions (MMm .. 
The analysis uses a constant set of MMFs but it 
should be noted that these values can change over 
time. r·or example, the advanced gas/liquida MMF 
should rise as synthetic fuels become increasingly 
available at compP.titive costs. On the other hand, 
the decline in conventional gas supplies could re
sult in a decreasing Ml1F for use of conventional 
gas technology. This is a possible refinement for 
future analysis. 

• As a group, the solar technologies capture small
to-moderate shares of the 8 market applications 
studied. In both the baseload and non-baseload 
WSCC markets, hydrothermal captures as much as a 
third of the market potential (after the year 2000). 
Solar thermal has strong penetration in all non
baseload applications(capturing as much as 38 per
cent of the potential in some years), but limited 
penetration (3 to 5 percent in most years) in the 
baseload market where storage capability is re
quired. The high costs of OTEC and Photovoltaics 
permit only very small penetration of these two 
advanced solar technologies (O to 4 percent of the 
market ·in the long-term) . 
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• The analysis indicated that results arP quite sen
sitive to inputs such as cost data and maximum mar
ket fractions. Because of the inherent uncertainty 
in these inputs, the results can only be viewed as 
one of many possible scenarios for future utility 
market composition. For example, estimates of 
Photovoltaic capital costs range from one to five 
thousand dollarl; per KW capaC'.i ty. Such a dispersion 
of estimates translates into a significant range of 
possible results. Other data uncertainties exist, 
requirin£ repeated use of the market penetration 
analysis for several scenarios to insure adequate 
representation of each technology, 

e Although wind and biomass technologies were not 
considered in this paper, they represent additional 
solar options which in all probability will act as 
fossi~ fuel savers in both baseload and non-baselaArl 
atJ!Jllc.:aLluns. 

• The purpose of this article was not to predict the 
market penetration of solar technology; thAt is the 
task ul l;Ular industry experts. ThP. purpm;P ~·liilli 
to describe a tool which will help the solar expert 
assess market penetrAtion in a systematic,•well
organized fashion. 

• lhe SEeps described in this article provide a 
plausible and straightforward approach that assures 
structural validity and fairly robust results (i.e., 
small changes in input assumptions will not lead to 
large changes in results). However, there is no 
cheap and quick way of producing believable market 
penetration assessments. If the time spent complet
ing a procedure such as that described here is Lu be 
justified, careful monitoring and verification nf 
th,; valldlcy Ot the input data and assumptions is 
required. Delphi and other group decision techni
ques must be employed with the relevant parties to 
reach oonocn3us ou lu!JUt assumptions, In the 
aul;ence of a hieh rlPgreQ of con3cnsu6, lL ls recom
mended Lhat a:)_ternative futurE?.;; be flX!JI]liprp vi.:t 
se~nario construc~i0n. 

• Finally, the preparation of market penetration 
assessments is ·not a one time affair. Each fore
case should be reviewed periodically and VPdatP.d 
ab '"''1'-' ired. 
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TECHNICAl. AND ECONOMIC FEASIBILITY OF SOLAR PONDS 

IN LARGE-SCALE AGRICULTURAL APPLICATIONS 

ABSTRACT 

E. I. H. Lin, W. T. Sha 
Components Technology Division 

Argonne National Laboratory 

Analyses are presented to show that a 1-acre 
salt-gradient solar pond can supply adequate 
heat to meet the grain drying and space heating 
requirements of a typical 2.02 x 106 m2 (500-
acre) Illinois farm. The specific corn-drying 
and hog-house heating needs of the 3.64 x 10 6 m2 

(900-acre) Fillman farm, Mazon, Illinois, are 
also shown to be amply sustainable by such a 
pond. Calculations are made to demonstrate that 
solar ponds are becoming economically 
competitive with fossil fuels. Their additional 
advantages, potential future uses and possible 
socio-economic impact are also discussed. 
Large-scale demonstration of solar ponds in 
agricultural applications is recommeneded. 

INTRODUCTION 

Salt-gradient solar ponds collect and store 
solar thermal energy, which can be extracted as 
needed for various uses throughout the year, not 
necessarily during sunny hours. While several 
engineering questions remain to be answered, the 
technological feasibility of solar ponds has 
been well established by numerous experimental 
studies with field ponds o.nd laboratory models 
during the last two decades in many countries 
around the world. Economically, the cost of 
heat provided by solar ponds ranges from one
fourth to as low as one-fortieth of that pro
vided by conventional solar collection and 
storage systems[!]. Compared with fuel oil and 
propane gas currently used in grain drying, a 
solar pond at its present level of operational 
efficiency is almost as competitive. With the 
price of fuel oil and propane gas continuously 
rising, and with pond efficiency further im
proved as a result of continuing research and 
development work, it seems certain that solar 
ponds will become even more economical and 
widely used, not only in additional applications 
related to farming, but also i.n low-temperature 
industrial processes and heating and cooling of 
groups of single family homes and large building 
complexes. 

This paper presents an analysis of the technical 
and economic feasibility of using a large-scale 
solar pond to meet the heat requirements of 
Illinois farms. The feas.i.bi l.i.ty analysis is 
particularly meaningful as Illinois is a major 
agricultural state and has severe winter eli-
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mates. For example, the 1979 harvest of Illi
nois has been estimated at 5.36 x 10 7 m3 (1.52 
billion bushels) of corn and soybeans. Based on 
an average 8.5 percentage point of moisture 
removal, grain drying for this level of produc
tion is estimated to require 3. 57 x 10 5 m3 (81 
million gallons) of LP gas, 1.28 x 10 5 m3 (4 
million ft' of natural gas), and 7.58 x 10' m3 

(2 million gallons) of fuel oil[2]. The analy
sis presented shows that solar ponds can be used 
to replace most of the fossil fuels currently 
used in grain drying and h~use/barn heating, on 
favorable economic terms. The heat requirement 
vs. availability comparison shows that a 4047 m2 

(1-acre) pond can supply adequate heat to meet 
the grain drying and house/barn heating needs of 
a 2.02 x 10 6 m2 (500-acre) farm in Illinois. 
Furthermore, the added advqntages of solar ponds 
in environmental and [arming aspects are 
discussed. The analysis conc:t.lldes with <\ 
positive recommendation of stepping up large
scale demonstration effort for solar ponds in 
agricultural applications. 

PREVIOUS WORK AND TECHNICAL FEASIBILITY 

The concept of collecting and storing solar 
energy by means of salinity-gradient solar ponds 
was first derived from observations of natural 
lakes with salt concentration gradients[3]. 
Incident soiar radiation is absorbed by the 
lakes at various depths, and the salt concentra
tion gradients aid in preventing global convec
tion, thereby retaining heat in the lower re
gions of the lakes. Lake temperatures greater 
than 70°C (158°F) have been observed. 

Man-made salt-gradient solar ponds (abbreviated 
hereinafter as solar ponds) utilize this concept 
and have proved to be workable, through small
scale demonstration projects, for heating buil
d.i ngs, swimming pools and greenhouses, for 
drying grains, and for electric power generation 
[1,3]. In a sense, the technical feasibility of 
solar ponds has been generally established by 
studies conducted over the last two decades in 
Israel, USSR, Chile, India, the United St;ates, 
etc. To cite some examples, there are the ponds 
at Ohio State University[!] and the University 
of New Mel'Oicol3l, both of which are approxi
mately of area 200 m• (0.05 acr~s) and depth 2.5 
m (8.2 ft), were constructed in 1975, and have 



since been in operation; valuable experience has 
been accumulated at these two experimental 
ponds. Among the ponds recently completed or 
presently under construction are[3,12]: the 
10,000 m2 (2. 5-acre) pond in Israel near the 
Dead Sea, built in 1978 to provide winter 
heating and summer cooling for a resort hotel; 
the experimental pond in Israel near YavnP-, 
built in 1977 and used to operate a turbine to 
generate 6 kW of electricity; the 400 m2 (0.1-
acre) pond with 4. 5 m (15 ft) depth at Ohio 
State University, being constructed to provide 
information on heat loss and overall efficiency 
and to supply heat for dairy operations; and the 
Miamisburg, Ohio, pond, of area 2090 m2 (0. S 
acres), depth 3.S m (12 ft), built in 1978 to 
heat an outdoor municipal swimming pool in the 
summer and a recreational building in the 
winter. lhese eK4mples not only point out the 
reneYed i~tetest in a long-existing workable 
concept, but also the current trend in putting 
solar pandA to wider use. 

However, before solar ponds can be commer
cialized, large-scale demonstr,.ti.nns of actual 
applications must be conducted. Since farming 
is one of the areas where solar ponds can be 
advantageously utilized, we shall examine heat 
requirements for two Illinois farms versus heat 
availability from a 4047 m2 (1-acre) solar pond 
in what follows. 

Heat Requirements 

Case I. A typical. 2.02 x 10 6 m2 (SOO-acre) 
farm: Consider that corn is the major prodn<'.t 
of the farm, and that average-size houses and 
barns exist on the farm. The energy requirements 
are: 

( i) Corn drying: Assuming an annual yield nf 
1.31 x-·-io 3 m3 /m 2 (l'JO bushels/acre) 1 the total 
a~~ual production of corn is 2643 m3 (7S,OOO 
bu). Further assume that the whole crop is to 
be dried from an average initial moisture 
content of 2S% to an average final moisture 
content of lS%. Using " grain bin dryer oper
ated at S4°C (l30°F) with an air flow of 0.02 
cms/m' (1. S cfm/bu) and with stirring, the hP,.t. 
required is 3.9 x 10 8 J/m 3 (13,000 Btu/bu), and 
the electricity required for the f.an iR 1.(1.1. 
kHh/m 3 (0.12 klfu/bu)[4]. Thus, a total of 1.04 
x 10 12 J/yr (0.98 x 10 9 Btu/yr.) will be required 
tO dry COrn produced On the 2.02 X 10 6 m2 (5QQ
acre) farm, in addition to a relatively small 
amount o[ electricity needed to drive the fan. 

(ii) House Heating: Assuming the farm house 
has a 186 m2 (2000 ft 2 ) living area, the heating 
requirement is about 2S,OOO Btu/deg F-day[S]. 
The heating deg F-days in Chicago from September 
l to May 31 being 6310[6], the total house heat 
needed is 0.17 x 10 12 J/yr (0.16 x 10 9 Btu/yr.). 

(iii) Barn Heating: The heating demand of 
livestock buildings depends on species, ages of 
animals, and type of shelter[7]. In the absence 
of precise data, we assume conservatively that 
0.32 x 10 12 J/yr (0.3 x 10 9 Btu/yr.) is needed 
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fnr h"rn heating. 

Thus, the total heat requirement for the SOD
acre farm is estimated to be the sum of the 
above three items; i.e., l.S3 x 10 12 J/yr (1.44 
x 10 9 Btu/yr.). 

Case II. The 3, 64 x 10 6 m2 (900-acre) Fillman 
farm[8]: Located in Mazon, Illinois, the 
Fillman Farm grows corn and raises over 1000 
hogs year round. For years, part of the corn 
crop has been dried on the farm using a high
temperature dryer which burns LP gas. One of 
the two hog houses on the farm, i.e., the 8 m x 
20 m farrowing house is currently heated in 
winter by an array of air solar collectors. The 
other hog house, i.e., the 6 m x 49 m finishing 
hous~. relies on hot water heati.ng (1.1~i.ne f•.1oel 
oi.l) to maint;ili.n a 7.1 •c (70°F) t.el'l.p<i!.r"turg in 
winter. Rising fuel ens~ is making the solar 
pond option more and more attractive. The 
energy requirements by th;i,s 3,64 x 1.0 6 m2 (900-
acre) farm are: 

(i) Corn Drying: The average annual yield for 
the Fillman farm is 3S24 m3 (10 5 bu) of corn, 
out of which 10S7 m3 (30,000 bu) are to be dried 
from an average initial moisture content of 2S% 
to an average final moisture content of lS%. 
Again as before, each bushel requires 13,000 Btu 
of heat and 0.12 kWh of electricity (for the 
fan). This means a total of 0.41 x 10 12 J/yr 
(0.39 x 10 9 Btu/yr) is required to dry corn pro
duced on this farm, in addition to the electric 
power required to drive the fan. 

(ii) Hog-House Heating: According to 1978-1979 
record, heating of both hog houses uses 1. 7 x 
10 12 J/yr (1.61 x 10 9 Btu/yr.). 

Summing (i) and (ii) above, the estimated total 
heat reqni.remen~ for the 900-acro Fillman fal'm 
is 2.11 X 10 12 J/yr (2.0 X 10 9 Btu/yr). 

Heat Availability 

Based on meteorological data for Lemont, Illi
nois[9], the total integrated annual solar 
radiation on the surfac.e of a 4047 m1 (l~acre) 
solar pond is 2.08 x 10 13 J (1.97 x 10 10 Btu). 
If ·~he pond eoll~tt:i.:,t'r"i>lurage eHlciency is 
assumed to be 1.9% (f'ome Israeli ponds show 20% - " 
2S% efficiency[lO]), then the annual heat gain 
will be 3.9S x 10 12 J/yr (3. 74 x 10 9 Btu/yr.). 
Fi gnn;-. 1 I" hot•<; !>Ol<'.r rl!diation on the pond "'",. ... 
face based on data given in [9], estimated 
monthly heat gain in the storage zone of the 
pond based on a 19% average pond efficiency, and 
P-f'ti.mAt.ed heat accumulation in the pond, as well 
as heat requirements for grain drying and 
house/barn heating on a typical 2.02 x 10 6 m2 

(SOO-acre) Illinois farm (Case I). Heat re
quirements shown in the figure are based on the 
conservative assumption that the heat-exchange 
effectiveness during heat extraction is roughly 
SO%. It is noteworthy that the above calcula
tion of available heat is consistent with the 
two calculations presented in [11] based on 
different data sources. 
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Figure 1. Solar Radiation on, and Estimated Stored Heat in a 1-acre Solar Pond in Lemont, Illinois. 
Heat Requirement vs. Availability for Grain Drying and House/Barn Heating. 

It is thus seen that the available heat of 3.95 
x 10 12 J/yr (3. 74 x 10 9 Btu/yr) from a 4047 m2 

(1-acre) solar pond is more than adequate to 
satisfy the heat requirements of the two farms 
as presented in Cases I and II. 

ECONOMIC FEASIBILITY 

The construction cost for a 4047 m2 (1-acre) 
solar pond is estimated as follows, based on 
information available in [1) and [12), as well 
as current local labor and material costs in 
Illinoi:~. 

Percent 
Item Cost Construction 
Land $ 4,000 2 
Liner & Installation 45,000 23 
Excavation plus 

Labor 25,000 12 
Instrumentation and 

Miscellaneous Items 24,000 12 
Salt, 3400 tons @ 

$30/ton 102!000 51 

Total Construction $200,000 100 

If this construction cost is amortized at an 
annual interest rate of 10% over a period of 20 
years, the annual payment (prinGi.pal plus inter
est) will be approximately $25,000. This is the 
cost of heat gain in the amount of 3.95 x 10 12 

J/yr (1.74 x 10• Btu/yr) as calculat~d Ahnve, 
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It thus follows that the cost of available heat 
from the 4047 m2 (1-acre) solar pond is 

$25!000 
3.95 X 10 12 J 

$6.33/109 J ($6.68/million Btu) 

On the other hand, the most favorable current 
market price of LP gas is $ll8/m 3 ($0.52/gal). 
The heat content of LP gas being 2.2 x 10 10 J/m 3 

(92,000 Btu/gal), it follows that the cost of 
heat from LP gas is 

$ll8/m 3 

$5.36/10 9 J ($5.65/million Btu) 
2.2xl0 10 J/m' 

It must be noted that in order to make an equi
table comparison between uni.t heat costs from 
solar ponds and LP gas, other factors such as 
the costs of solar-pond heat exchangers and LP 
gas dryers· must also be considered. However, it 
is clear from the above calculations that it 
takes only a 19% increase in the LP gas price or 
an improvement from 19% to 22.5% of solar-pond 
efficiency to make the solac pond more econo
mical .than LP gas. Both these conditions are, 
nf course, realizable; the former in the near 
future, and the latter after we gain mu(t: 
understanding about solar ponds from the R&D 
work in progress. We can thus conclude that 
solar ponds are becoming economically competi
tive with LP gas and ·fuel oil, and will soon 
surpass them. 

Note that 
advantagt:s 

although factors 
are not consid~red 

such as 
l11 the 

tax 
above 



comparison of unit heat costs, it is felt that 
the simple comparison is convincing enough in 
pointing out Lhe economic potential of solar 
ponds. A life cycle cost analysis, which is not 
included here, also showed that solar ponds are 
life-cycle cuHt effective. Additional advan
tages afforded by solar ponds built on indivi
dual farms are listed below: 

(i) Long wait at local elevators for crop 
drying can be avoided; a long wait at 
harvest time Ciluses grain spoilage, 
reduces farmers' profit, and prevents 
orderly marketing. 

(ii) l~ith ready on-site drying day or night, 
early harvest of high moisture wheat 
(moisture content ur.> to 71'.-?~'%) io 
possible, which means higher wheat yields 
( rlliP rn •9<:!1JCCrl ·'"'"I... liJIJU ot Lite 
combine header) and improved grain 
quality. It also facilitates ra~s~ng 

double-crop soybean following whP~t, since 
harvr.roting hi.nh~mulotur.: wlit!<IL om M(n.re 
r.he ha rvect date ahead 5-7 days or more, 
which is important as each day of earlier 
soybean planting can mean 1/2 to 1 bu/acre 
more yield [13,14]. 

(iii) Solar cooling, refrigeration, and irriga
tion [15] using a solar pond aR a heat 
source may not be economically feasible at 
the present time, but with the improvement 
of solar pond technology, these appear to 
be strong possibilities for the future. 

(iv) Solar punds reduce air pollution f):'om 
burniqr;: fof':f':11 ft."al8. They ahu !JLUVide 
for beneficial use· of farm land that is 
set aside to prevent overproduction. 

CONCLUSION 

Analyses have been presented to show that solar 
ponds are technically fP.a!'<tble for grain drying 
and house-barn heating on large-scale farms, and 
that they are becoming economically competitive 
wiLh LP gas and fuel oil that ~re currently used 
in farming. Application of solar pnnd~ to grain 
drying is particularly attractive, since load 
demand occurs at the pPak of heot reserve, "nd 
heat extraction at such time alleviates heat 
losGes which would otherwise be severe during 
the winter months. TI!e replarPmPnr <:>f foooil 
tuels by solar ponds will modify the fuel demand 
rh<!r.acteriotic.~ ,.,.,,"I tl~r:.1bly, it th~ ldLLet· are 
widely adopted in farm use. It is estimated 
that solar ponds can replace $50 million to $90 
million worth of oil ond gas used on farms 
annually in Illinois, ~nd over $1 billion worth 
nationally. It is therefore recommended that 
large-scale demonstration effort for agricul
tural applications of solar ponds be stepped 
up. The benefit of the recommended demon
stration work is expected to extend beyond 
farming, ilS solar ponds can potentially also be 
applied to low-temperature industrial processes, 
and heating of greenhouses, school buildings, 

428 

groups of single-family homes, and large resi
dential ond commercial complexes; 
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ABSTRACT 

A computer simulation design tool was developed to 
simulate dynamic thermal performance for salinity 
gradient solar ponds. Dynamic programming techniques 
allow the user significant flexibility in analyzing pond 
performance under realistic load and weather conditions. 
Finite element techniques describe conduction heat 
transfer through the pond, earth, and edges. Results 
illustrate typical thermal performance of salinity gradient 
ponds. Sensitivity studies of salty pond thermal 
performance with respect to geometry, load, and optical 
transmission are included. Experimental validation of the 
program with an operating pond is also presented. 

INTRODUCTION 

Salinity gradient solar ponds offer the advantages of rela
tively high operating temperatures and long-term storage 
for costs significantly below those of conventional active 
solar systems. The outlook for greatly increased interest 
in solar ponds appears favorable, and commercialization 
may be close at hand. Because development of solar pond 
engineering is necessary for commercialization, work at 
the Solar Energy Research Institute {SERI) has addressed 
many of the engineering problems. This paper discusses a 
computer simulation program, SOLPOND, for predicting 
thermal performance of salty ponds. Previous analyses of 
salty solar ponds have discussed their optical, thermal, 
and hydrodynamic behavior and developed simplified, 
closed-form solutions of pond thermal performance [1,2]. 
:::;OLPOND uffer·s mu\!11 l:(n:illt:l vetsatility. Finite clc 
ment techniques model pond thermal performance, and 
the program performs discrete timP. solutions. SOLPOND 
allows the user considerable flexibility because weather 
and load profiles are handled as discrete data and optical 
transmission characteristics of the pond solution are con
sidered as input data. 

PROGRAM STRUCTURE 

Within SOT.POND the transient thermal performance of a 
salinity gradient pond is modeled from a lumped
parameter thermal network. For large ponds, edge losses 
are small in comparison to total energy collection; such 
ponds are modeled with a one-dimensional finite element 
geometry {see Fig. 1). Each node of the corresponding 
thermal network describes the temperature at the related 
position within the pond. The upper and lower convecting 
layers are represented by individual finite elements 
because they are approxirn ately isothermal. Several 
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elements are used to model the thermal profiles within 
ttie nonconvecting salinity gradient or the earth below the 
pond. In the thermal network, the current inputs account 
for absorption of solar radiation within each finite 
element. The storage layer current source also accounts 
for the thermal load delivered by the pond. · 

Turtr. 

fig. 1. Ono-diJmmsional :oo!.!l.r p0nrl thPrmal network. 

The one-dimensional finite element model does not 
account for heat flow through the pond edges. This 
assumption is reasonable only for large ponds. The 
detrimental effects of edge losses become important when 
the pond perimeter-to-surface-area ratio becomes large 
{i.e., in a small pond). To account for edge losses, a 
three-dimensional anaylsis is necessary. For simplicity, 
SOLPOND models a circular pond. Axial symmetry of 
temperatures and incident solar radiation are assumed. 
Thus, the three-dimensional analysis IS described by a 
two-dimensional finite element model revolved around the 
axis of symmetry. The element geometry is illustrated in 
Fig. 2. 

The computation sequence in SOLPOND first calculates a 
time invarient discrete state transition matrix from the 
thermal network and then performs a time solution of the 
finite element temperatures. Sln~P. lltt:: discrete state 



(/ 

transition matrix is computed only once, time-varying 
factors that may exist in the thermal model are not 
considered. The major time-varying components that 
affect thermal performance are the dynamics of the 
salinity gradient. Because the growth and erosion of the 
gradient are determined by natural and maintenance 
effects and are not well understood, modeling of this 
effect is not practical. 

Fig. 2. 

Upper Con.eelion 

.:!_,._, ---

Storagel.lyer 

Ground 

Fixed Boundary Tempera lures 

Three-dimensional finite element geometry. 

Additional aspects of the simulation ·program are as 
follows: 

• Depths for the upper convection layer, noncoiwecting 
layer, storage layer, load data, optical transmission, 
simulation time step, thermal conductivities, ana 
heat capacities are user-selected inputs. 

• Weather data that include daily averages for dry bulb 
temperature and modified 30lor radiAtion that 
accounts for reflected losse~ from the oond surface 
are available for Typica. Meteorological. Year (TMY) 
sites. 

• The number of finite elements used to model the 
gradient layer and ground are user selected. 

• To avoid numerical overstability, implicit finite 
difference equations compute the time solution. 

• The pond storage temperature never exceeds 100° C. 
It is assumed that excess energy is extracted when 
necessary to avoid overheating. 

SIMULATION RESULTS 

Knowledge of the thermal performance of salty solar 
ponds is of fundamental importance in assessing their 
market potential. For any salty pond, local weather, 
predicted load, geometry, and optical properties will 
greatly affect thermai performance. The potential 
combinations of these properties are limitless, but a 
general understanding of salty solar pond thermal 
performance is possible by examining several simulation 
results. The presented results focus on aspects of pond 
thermal performance that would be difficult to 
investigate with previous simpler solar pond thermal 
models. From these simulations, several significant 

design factors affecting thermal performance are 
investigated. The stationary parameters used for these 
simulations are listed in Table 1. 

Table 1. ASSUMED PARAMETER VALUES 

Thermal conductivity of 
salt solution 

Thermal conductivity of 
ground 

. Heat capacity of salt 
solution 

Heat capacity of ground 

Ground temperature 
I 0 m below pond bottom 

Depth of upper convection· 
layer 

Simulation time step 

0.65 (W/m° C) 

3.98 X 106 (J/m3° C) 

10 ('C) 

0.1 (m) 

14 (days) 

For all the following simulations (except where noted), 
optimistic optical transmission properties for the pond 
saline solution· are assumed. Transmission is computed 
from Nielsen's lumped representation of the solar 
spec~rum and the associated exponential decay terms [2]. 

All simulation results are based on pond thermal 
performance after initial heating is completed. Thus, the 
pond thermal rcspon!lc results are steady-state, periodic 
sol1,1tions. This approach is convP.nient And ~;~ppropriate for 
initial study because the pond warm--up transient is usually 
short-lived and of minor importance after the first 
summer of operation. 

Efflict of Load Profile 

Temperature and load matching between a particular 
application and solar pond thermal performance is of 
obvious design importance. The seasonal thermal 
performance of the pond is sensitive to total energy 
extraction and the li•n~ l11al llJis extrHctlon occurs. TO 
illustrate this effect, three simulation results are drawn in 
Pig. 3. Fu1· LII~se runs, total annual energy extraction, 
pond geometry, and weather data were identical. The 
time of year when the load was applied to the pond was 

" the only variable in these simulations. 
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The summer-peaking and winter-peaking loads 
continuously extracted-70 W/m 2 for 22 weeks beginning in 
May and November:! respectively. The continuous load 
extracted 29.6 W /m throughout the entire year. 

As can be seen in Fig. 3, this pond could provide the 
summer-peaking load at temperatures above 65° C. The 
same pond would have a minimum storage temperature 
below 25° C if it were used for the winter-peaking load. 
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Fig. 3. Effect of seasonal load profile. 

Effect of Storage Layer Depth for Winter Peaking Loads 

The pond in Fig. 3 is poorly designed for a winter-peaking 
heating load requiring thermal energy above 35°C because 
the delivered energy temperature is too low during part of 
the operating season. One approach toward raising the 
minimum delivered energy temperature is to increase the 
thickness of the storage layer. 

Figure 4 illustrates this effect ;or a pond used for 
continuously supplying a 55 W /m heating load from 
November through March in Madison, Wis. A 5-m storage 
depth would be required to maintain the storage 
temperature above 40° C. A 3.0-m storage layer would 
have a minimum storage temperature near 30° C, and a 
pond with a 1.5-m storage layer would drop to about 15° C 
by the end of the heating season. If salty ponds are to be 
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Fig. 4. Effect of storage depth. 
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used for winter t)eating applications, they will have to be 
deeper than ponds yet constructed. 

Effect of Optical Transmission 

The variation in pond thermal performance because of 
variation in optical transmission of the salt solution is 
great. Pond thermal performance is sensitive to the 
amount of solar radiation absorbed in the nonconvecting 
layer and the amount that penetrates into the storage 
layer. Also, the solution optical transmission can vary 
greatly because of salt impurities that inexpensive salts 
conta.in. 

The optical transmission characteristics of the pond saline 
solution vary with the salt purity. Pure water 
characteristics establish an upper bound on optical 
transmission, with the dissolved salt and impurities 
further degrading· transmission. The thermal performance. 
of a pond using transmission properties of distilled water 
and Nielsen's data of a clear solution has been simulated 
with SOLPOND. The resulting seasonal temperature 
profiles are drawn in Fig. 5. 
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Fig. 5. Effect of optical transmission. 

Nielsen's transmission data is for a highly clear salt 
solution. For applications using less pure salt, such as 
industrial byproducts, the transmission may be further 
degraded with a corresponding drop in pond performance. 
The need for high opti~l transmission is a major 
consideration in salt selection and pond maintenance. 

Edge Loss Analysis 

A convenient parameter for approximating average annual 
thermal losses through the pond edges is a perimeter heat
loss coefficient. This parameter relates the edge loss per 
length of perimeter to the temperature difference 
between the pond storage layer and the ambient air. 



Using the material properties and ground temperature 
listed in Table 1 and a 0.3-m upper convection layer, 
several perimeter heat-loss coefficients have been 
calculated. These are presented in the graph in Fig. 6, 
which illustrates the dependence between pond depth 
profile and the perimeter heat-loss coefficient. 
Significant variation in the perimeter heat-loss 
coefficient will result if the ground conductivity differs 
from the 1.0 W /m° C value typical of dry ground used in 
the simulations; wet ground can have a thermal 
conductivity more than Jive times greater than dry 
ground. Other factors, such as operating temperature and 
load profile, affect the value of the perimeter edge loss 
coefficient but to a much lesser degree. 

3.0 

0~----~------.------r------.-
0 

Fig. 6. 

Depth of Storage (m) 

Typical perimeter heat-loss coefficients for dry 
ground. 

The importance of accounting for thermal losses through 
the pond edges can be highlighted by considering the 
degradation in delivered energy for several pond sizes. 
Table 2 lists the approximate load per unit surface area 
lost through the pond edges for three ponds"having a 2.U 
W /m° C perimeter heat-loss coefficient and operating 
50° C above ambient. The small pond, typical in size of 
research ponds in the United States, loses over 3 kW 
through .the edges, which is equivalent to a 4U W /m 2 load 
on a pond with negligible edge losses. This is most of the 
potential load. The second pond has the same surface 
area-to-perimeter ratio as the Miamisburg pond* and,_ 
consequently, suff~rs similar thermal degradation that is 
more than 10/Wm of pond surface for these operating 
assumptions. The 100-m diameter pond is large in com
parison with ~onds constructed in the United States and 
loses 4 W /m , which is about I 0% of the delivered 
energy. The performance degradation from edge losses is 
significant for small ·ponds, and insulation may be 

*An existing salinity gradient pond, 55 m by 37 m in size. 
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desirable. SOLPOND may be used to simulate small ponds 
with insulation along the perimeter. 

SOLPOND COMPARISON TO ACTUAL POND PERFORM
ANCE 

It is desirable to test the validity of a computer mot:leling 
code by comparing simulation predictions with measured 
performance of a full-scale system. Only a handful of 
solar ponds are located within the United States, and all 
except the Miamisburg, Ohio pond are used for 
experimental purposes. About l/2 acre in surface area, 
the pond in Miamisburg is significantly larger and of a 
more practical size than the experimental ponds. 
Additionally, thermal performance data have been 
eoliPt>tP.cl for over 11 year. Based on data availability, size, 
and the ready cooperation of the associated personnei, the 
!Vliarnlsuurg Puml w11:. :!>elt::dcd for thio evaluation of the 
accuracy of SOLPOND predictions. 

Thermal pP.rformance and weather data taken at the 
Mt11misburg Pond durillfl: the period fl'Om 23 July through 5 
November 1979 were used for this validation exercise. 

· Temperature values from July 23 established the 
necessary initial conditions for SOLPOND. Because 
SOLPOND models circular ponds and the Miamisburg pond 
is reC!tangul!lt', H dn::ul11r LJUHd with o. :Jurfacc ~arou-to
perimeter ratio equivalent to that of the Miamisburg pond 
was simulated. 

Figure 7 shows SOLPOND predictions and measured values 
for storage temperatures. The lower curve was developed 
using a ground thermal conductivity of 5.0 W/m-°C (wet 
ground). SOLPOND default values were used for the 
t·emainder of the material properties. Close agreement 
uelWI:!I:!Il tll~ii.~Ul'ed and predicted valuoE ic apparent. In 
the upper simulation , all of the SOLPOND default vRlues, 
including ground thermal conductivity of 1.0 W /m-° C (dry 
ground), were used. 'l'hi,c: ilhrstrRtP.s the deg-radation in 
[lP.rformance of lhe Miamisburg pond caused by the 
greater thermal conductivity of wet earth. 

Fig. 
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Software/hardware validations are inherently limited in 
their accuracy for several reasons. Material anisotropies, 
data collection limitations, and model approximations 
contribute to prediction error. These general problems as 
~hey relate to this simulation are detailed next. 

A precise knowledge of material properties is important 
for an accurate solar pond simulation. Ground properties 
such as thermal conductivity and specific heat vary 
according to the type of soil and the moisture content. 
Because variations may be found both regionally and 
locally, if one assumes constant properties throughout, the 
pond may introduce errors. Currently, however, ground 
property measurements do not exist, and values are 
estimates. 

The optical transmission of the pond solution is another 
unknown. For the SOLPOND simulations, Nielsen [2] 
coefficients for clear water were used. A study of the 
optical properties of the Miamisburg solution currently 
underway at SERI indicates little deviation from Nielsen's 
data. 

A third unmeasured characteristic of the pond is the 
sut•face heat-loss coefficient. However, as long as 
evaporation is not suppressed (by means of a cover or 
other device) performance is fairly insensitive to this 
parameter. A large value is used to provide close tracking 
of the pond surface temperature to the ambient 
temperature. 

Data collection at an experimental facility is determined 
by a balance among hardware, design, arid data reduction 
costs. The Miamisburg pond is well instrumented with 
thermocouples in the salt solution and in the ground to 
1.5 m below the pond bottom. SOLPOND required initial 
temperatures for the salt solution and the ground around 
and below the pond. Many of these beginning conditions 
were necessarily estimated. 

Also, during early 1979, a leak developed in the pond liner, 
causing significant losses of solution from the storage 
layer. Three hundred tons of salt and the associated 
water were lost from May to mid-October, when the leak 
was repaired. This fluid loss translates into a unmeasured 
heat loss from storage, but the loss also caused shifting in 
the depths of all three layers. For example, the depth of 
the upper convecting layer went from 0.5 m in July to 
1.3 m in November. Also, the ground beneath the pond 
became wet, thereby raising the ground thermal 
conductivity. 

435 

SOLPOND was developed as a design tool to help the 
modeler examine the sensitivity of a variety of external 
parameters on solar pond behavior. SOLPOND was also 
designed to give maximum system information with 
minimum computer time, thus allowing multiple runs for a 
parametric study. To keep computational time small, 
several simplifying assumptions were used in the model. 

For example, SOLPOND does not allow for changes in 
layer depths during a run; thus, it was necessary to 
interrupt the Miamisburg simulation to update the layer 
depth values. Material properties are also assumed to be 
constant, thereby discounting variation in optical 
transmission or ground thermal properties with time or 
location. However, the close agreement shown in this 
. exercise demonstrates the viability of SOLPOND for 
future use. 

CONCLUSIONS 

A simulation program, SOLPOND, has been developed to 
analyze solar pond thermal performance under realistic 
weather and energy extraction conditions. This program 
was used for several illustrative examples. Simulation 
results highlight a pond sensitivity to seasonal load 

. profile, storage layer depth, and optical transmission 
through the salt solution. Thermal losses through the pond 
edges were evaluated for several pond sizes and were 
shown to be significant for ponds as large as 100 m. A 
validation exercise showed close agreement between 
predict!ld thermal performance and measured data for an 
operating pond. 
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VALIDATION AND THE BUILDING ENERGY 
PERFORMANCE STANDARDS (BEPS) PROGRAM 

ABSTRACT 

William J. Kennish 
TPI, Inc. 
5010 Sunnyside Avenue 
Beltsville, Maryland 
20705 USA 

The Building Energy Performance Standards (BEPS), 
Pr·ogram has been fonuulated tu reduce energy con
sumption in buildings. However, the approach of 
the BEPS Program places a tremendous burden on 
validation and monitoring of three key phases: 
systems analysis, building construction, and 
building operation. If any confidence is ·to be 
developed in the projected results of the BEPS 
Program, an aggressive validation/monitoring pro
gram must be undertaken. However, this validation 
effort will only identify uncertainties, not 
remove them. The expense of such a program can be 
quite high and does not necessarily guarantee a 
successful program. (Reduction in actual energy 
consumption) 

In the event that the current approach to imple
menting the BEPS Program is maintained, specific 
recommendations can be made in regard to the role 
of validation. These are dis~ussed in the paper. 
An alternative approach to the current implementa
tion plan is briefly mentioned and the impact on 
validation needs described. 

INTRODUCTION 

The Building Energy Performance Standards (BEPS) 
Program, nQw in the final stages of public review, 
is an attempt to curb the growing demand for 
energy in the operation of buildings. The pro
posed regulation's majo~ distinction is that it 
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Other 
Building 
Codes 

Systems 
Analysis 

T. M. Knasel 
Patrick Hughes 
Science Applications, Inc. 
8400 Westpark Drive 
Mclean, Virginia 22102 USA 

stipulates energy usage per square foot of the 
bu1ld1ng as the regulatory criteria in contrast 
to past building codes which focused on component 
se·l~ction or building design (such as specifying 
UA values, double pane windows, etc.). In theory, 
the·energy usage per square foot criteria should 
ensure the reduction of building energy consump
tion to the levels prescribed in the BEPS Program. 
However, in practice there is a process which 
takes place in the design and construction of a 
building which may lessen the likelihood of 
attaining t~e proposed levels of energy consump-
tion. · 

Figure 1 illustrates a serjes of events that take 
·place from the time of conceptual design to the 
time of energy consumption. Once a conceptual 
design is proposed, the A/E firm formulates a 
detailed design, applying whatever analysis is 
available and taking other building codes into 
consideration. The detailed design is required 
to show that this building meets the BEPS require
ments which call for the use of specified computer 
programs (initially acceptable programs plus pro
grams which are "qualified" at a later date). If 
this compliance is shown, and other codes are 
satisfactorily met, permission is given to con
struct the building. The responsibility of the 
BEPS Program essentially terminates at this point. 
However, note that the goal of the program--re
duced energy consumption--is still two steps away 
in our simplified schematic. 

Construction Occupancy 

Energy 
Consumption 

Figure 1. Sequence of Events Leading to Energy Consumption 
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The first of these steps is construction. When 
dealing with low energy buildings, the quality of 
construction and the use of proper materials be
comes of paramount importance. The second step i~ 
occupant behavior, which affects the calculation 
of energy consumption. For example, in a cooling 
dominated commercial building the solar heat gain 
and occupancy levels can play important roles in 
establishing the cooling requirements of the 
building. Venetian blinds may have been installed 
with the expectation of providing a very small 
shading coefficient during cooling hours and a 
larger shading coefficient during sunny heating 
hours. But the actual use of the blinds may be 
quite independent of such considerations. It may 
also be that the tenants occupy the building with 
considerably more equipment and/or biological 
energy inputs than assumed in the compliance 
analysis. 

Therefore it is clear that the objectives of the 
BEPS Program with respect to energy consumption 
at the design stage have significant obstacles to 
overcome before reaching their intended goals. 
The actual consumption may bear little resemblance 
to the original projections. 

The role of validation in the process described 
above is vital. Although the issue of validation 
is far too complex and expansive to discuss in 
great detail here, we will attempt to discuss it 
at the programmatic level to indicate required 
research areas and potential problem areas. It 
should be noted that there is currently no pro
vision for validation in the BEPS Program Plan. 

THE NEED FOR VALIDATION 

The heavy emphasis on the design stage in the pro
posed BEPS Program places a tremendous strain on 
the validation of all phases of the process 
described above. An analogous situation can be 
found in industrial controls. The BEPS methodology 
is analogous to an open loop control scheme where 
controls (decisions) are made and implemented with 
no feedback from the final result. This method 
works well for systems which are understood in 
detail and have little variation in performance. 
However, if the process is not well understood the 
results from control actions may vary significant-· 
ly from the desired results. When this is the 
case it is necessary to incorporate feedback into 
the control loop to minimize the effects of uncer
tainties and insure the atta1nment of t~e des1red 
results. This, of course, is typically more 
expensive than open loop control but often 
imper·ati ve. 

Here is where the role of validation enters the 
picture. If there is to be any confidence in the 
projected energy savings of the BEPS Program with
out formulating new regulations which rely more 
heavily on the measured performance output of the 
process, then aggressive validation projects must 
be pursued in the following areas: 

1. Systems analysis for compliance 
(Including qualification of alternativemethods) 
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2. Construction effects on Lhennal performance 

3. Occupancy effects on thermal performance 

SYSTEMS ANALYSIS 

The ability to accurately predict the thennal 
performance of a building is critical. The BEPS 
Program requires that the design of buildings meet 
certain energy/square foot objectives. But for 
this approach to have any credibility, the govern
ment must have a high level of confidence in the 
energy consumption predictions which are made to 
qualify a building design. Development of this 
high level of confidence is no easy task for 
several reasons: 

1. Because the programs are complex and often 
modular, they allow many building design 
analyses from the same computer program. This 
makes a validation of the computer program at 
the system level an overwhelming task. 

2. There may be a large degree of uncertainty 
associated with the inputs to the program, 
such a::; wcothct•, thcrmol propcrti cs of 
materials, heat transfer coefficients, user 
errors, engineering assumptions, etc. 

3. Available subsystem models do not always match 
with the design thereby requ1ring additional 
approximations. 

4. Deta1led and rel1able data is not available 
for many buildings. 

5. Construction and occupancy (to be discussed 
seParately) can significantly affect building 
thermal performance. 

6. Many computer programs will pr·obably be 
"qualified" as allowable analysis tools thus 
making a comprehensive validation study for 
each prohibitively expensive. Qualification 
will be discussed in a later section. 

It is easy to conclude that the validation of the 
systems analysis tools to be used in the BEPS Pro
gram is not only an important task but also an 
involved process. Furthermore, the validation of 
the analytical tools can only raise the level of 
confidence to a certain level because of inherent 
uncertainties associated with the proper use of 
the tools. A vdl i c.ldt i ort study camwt retuove 
uncertainties which are a resul~tochastic 
weather inputs, assumptions made for ease of 
analy5is or material parameter variations. Even 
more important is that validation of the tools 
does not deal with the problem of program 
manipulation to obtain desired results. Indeed, 
due to the complexity of the analysis there are 
usually a sufficient number of uncertain parame
ters which can be selected so as to produce a 
wide range of predicted energy consumption. It 
would certainly serve no meaningful purpose if 
the primary result of the BEPS Program becomes the 
birth of "creative" energy systems analysis. 



If validation of the analysis methods is to take 
place, several suggestions can be made: 

1. Emphasize subsystem and component validation 
rather than total system validation. The 
results from subsystem studies can be applied 
to many different sytems whereas the results 
from a system study may only be applicable to 
that particular system. 

2. The emphasis in any validation study should be 
on identification of which systems the computer 
program can be used to simulate rather than a 
statement of the program's "accuracy" or 
II V a 1 i d i ty • II 

3. In the process of qua 1 i fyi ng alternative 
analysis methods, the emphasis should again be 
placed on determining which systems the 
methods can be used to analyze. This may 
include·parameter ranges as well as generic 
system types. 

4. Whenever possible standardized algorithms 
should be required to reduce the amount of 
validation necessary and to avoid unnecessary 
variations in predictions. 

It should be noted that a verification project for 
DOE2 is currently underway at Los Alamos Scientific 
Laboratory (LASL) and represents a very important 
step toward any BEPS validation program. Results 
from the LASL work should be incorporated into 
the BEPS Validation Program Plan. 

CONSTRUCTION EFFECTS 

Many of the uncertainties discussed above are 
caused by uncontrolled input variations and neces
sary engineering approximations in the analysis 
phase of building design. However, as pointed out 
earlier, the analysis and qualification phase at 
present is the end of the BEPS concern even though 
it may not be synonymous with building energy 
consumption. When buildings employ conservation 
measures or passive and active solar systems, the 
ronstruction phase plays an iu1purtunt 1·ole in 
determining the actual energy consumption. Also, 
if material quality, installation procedures or 
finishing steps do not correspond to the expecta
tions included in the building analysis, the 
building's energy consumption may be substantially 
greater than the level used for qualification of · 
the design. Little is gained by such a situiltion 
both from a national energy standpoint ang frqm 
the standpoint of a building owner who probably 
paid a premium price for the building without 
receiving the expected operational benefit. 

A validation study to document the effects of con
struction quality on building thermal performance 
would help alleviate the potential problem of 
quality assurance. Monitoring of the construction 
phase (at least on a spot check basis} may be 
deemed necessary to insure quality control. This 
type of monitoring program can be extremely expen
sive but the need may be sufficient to justify it. 
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OCCUPANCY EFFECTS 

If we were to assume that the engineering assump
tions made in the analysis phase had negligible 
effect on the accuracy of the predictions and that 
the building was constructed exactly as designed, 
there would still be a significant hurdle to over
come before ~ttaining the energy goals. This 
final hurdle is the operation or occupancy effect 
on the thermal performance. When the building is 
designed, analyzed and qualified by BEPS there are 
many assumptions made concerning the occupancy of 
the building. Some of these areas are shown 
below: 

1. Occupancy level (people/ft2) 

2. Equipment use (BTU/hr/ft2) 

3. Use of voluntary shading devices 

4. Use of voluntary ventilation systems 

5. Indoor set temperatures if occupant controlled 

6. Hours of operation 

This partial list indicates that the occupant can 
have a significant effect on the demands from the 
HVAC system. However, the selection of values 
for many of these input parameters is rather arbi
trary and can be adjusted at the design stage to 
yield a w.ide range of energy loads. 

Again, keeping in mind that the goal of the BEPS 
Program is to reduce energy consumption, it is 
obvious that an extensive validation/monitoring 
program should be initiated to study and hopefully 
control the effects of occupancy on building 
performance. If this is not done, then the 
designer is free to eliminate or reduce conserva
tion measures by being extremely optimistic about 
occupant effects. Though this does not serve the 
objectives of the BEPS Program, it would be con
sidered legitimate under the current proposed 
legislation. 

Standard assumptions could be called for in the 
BEPS Program if more were known about occupancy 
effects and if less variability existed. However, 
this ~oes not appear to be a feasible approach at 
this time. If monitoring were attempted it might 
prqve extremely expensive and minimally productive. 

CONCLUSIONS 

The BEPS Program represents an attempt to reduce 
energy consumption in buildings. Without ques
tion, this is a necessary goal for the U.S. 
Government to pursue. It is not sufficient to 
allow only the cost of fuel to encourage the use 
of energy efficient designs since buildings built 
today affect the national energy situation for 
decades to come. It also seems appropriate to 
use energy per square foot as goals for enforcing 
new regulations. The format of the regulations, 
however, puts a tremendous burden on the 



validation and monitoring of three key areas: 
systems analysis, construction effects and occu
pancy effects. If the current approach to the 
BEPS Program is to be maintained, then the follow
ing should be initiated as soon as possible. 

1. All qualified analysis programs should be 
subjected to detailed validation studies to 
better understand the limits of use for each 
program. Note that this will identify the 
uncertainties, not remove them. 

2. The effects of construction practices on 
building performance should be studied. This 
would be followed by a monitoring program of 
construction sites (at least on a spot check 
basis). 

3. A .further study should be undertaken to under
stand the effects of occupancy practices on 
building performance. This should also be 
followed by a monitoring program.' 

Hopefully, these efforts would assist in the 
attainment of the BEPS goals. However, due to 
the emphasis the program places on analysis, its 
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primary accomplishment may be the creation of 
extremely imaginative system analysts rather than 
significantly affecting energy consumption. 

There does exist another option for the BEPS Pro
gram which will be mentioned here due to tts 
effect on the need for validation. If the BEPS 
Program focused on the end objective (actual 
energy consumption) the uncertainties of the 
earlier stages could be left to industry to deal 
with. For example, if the standards proposed 
were compared to utility bills (actual energy 
consumed) and fines levied if the standards were 
not met, then it would become the responsibility 
of the designer, builder, and building manager to 
ensure compliance with the regulation. The fines 
could be graduated, but stiff enough to encourage 
retrofits for poorly performing buildings. There 
are many pros and cor1s associ a ted with such an 
approach but the beneficial effect of lessening 
validation requirements are obvious and should 
not be underestimated when considering costs of 
imrlementnt.ion. 



THE DOE-2 VERIFICATION PROJECT: PHASE I RESULTS 

Stephen C. Diamond and Bruce D. Hunn 
Los Alamos Scientific Laboratory 

Los Alamos, NM 87545 

ABSTRACT 

·A computer program, designated DOE-2 (formerly 
DOE-1), has been developed to provide architect/ 
engineers with a public domain tool for fast and 
economic energy analysis of buildings. 

With funding from the US Department of Energy, the 
Los Alamos Scientific Laboratory (LASL) has devel
oped and implemented a program plan to verify 
DOE-2. Phase I of this plan is an analytical ver
ification of the DOE-2 program as a computational 
unit rather than as separate algorithms. 

Work on Phase I of the DOE-2 Verification Project 
is nearly complete. Results of the crosscheck 
with the American Society of Heating, Refriger
ating, and Air-Conditioning Engineers (ASHRAE) 
loads calculative procedures, as well as the 
results of a line-by-line check of program con
stants and flag-setting algorithms, are reported. 
Also presented are results of empirical tests of 
the full DOE-2 program, including comparisons with 
measured energy consumption, and preliminary 
results of a study of the user interpretation of 
input data on predicted results. 

INTRODUCTION 

The DOE-2 Verification Project began in 1978 with 
the preparation of a verification program plan [1] 
by LASL. This plan outlined the tasks to be com
pleted and identified relevant work being con
ducted outside the LASL project. The methodology 
adopted for implementing this project was then 
presented [2]. 

Most of the DOE-2 Verification Project Phase I 
tasks are complete and are being evaluated. This 
paper summarizes the results of the more important 
of these tasks. A comprehensive and detailed 
status report is being prepared. 

SUMMARY OF PHASE I RESULTS 

ASHRAE/DOE-2 LOADS Crosscheck 

This task, conducted by a consultant to LASL, 
involved the comparison of the DOE-2 LOADS program 
predictions with results of commonly used ·loads 
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calculative methods that are described in the l~7t 
and 1977 ASHRAE Handbooks of ·Funaamentals LJ,4J. 
The 1972 ASHRAE method uses weighting factors that 
are specified in the 1972 ASHRAE hanabook. un the 
other hand, the 1977 ASHRAE method uses Cooling 
Load Factors that are aerivea from the same 
weighting factors as are specified in the 197t 
handbook except that 1977 handbook weighting fac
tors are used for lights. The purpose of the tasK 
was to provide DOE-2 users with a reference po1nt 
for building loads calculations ana not to aeter
mine the accuracy of any of the methoas. 

Comparisons of the predictions of DOE-2 with those 
of the 1972 and 1977 ASHRAE methoas were maae tor 
peak and daily total cooling loads for a summer 
design day and for design lighting ana occupancy 
schedules [5]. Four cooling load components were 
considered separately: cooling loaas resultin~ 
from (1) heat gain through an opaque south-facing 
wall, (2) solar gain through a south-facing win
dow, (3) lights, and (4) occupants. Results of 
these comparisons are presented in Figs. 1 ana t 
and in· Table l. 

Figure 1 shows a comparison of DOE-2 predictions 
and those of the two ASHRAE methods for cool1ng 
loads resulting from heat gain through a 20-cm 
(8-in.) brick, south-facing wall. Although this 
figure shows that DOE-2 predicts a peak only about 
4% lower than the 1972 ASHRAE methoa, the loaas 
are not in phase. Agreement is better between the 
D0£-2.predictions and those of the 1977 methoa. 
However, this agreement is coincidental because 
both the 1972 and 1977 ASHRAE methoas are basea on 
the weighting factors presented in the 1972 hana
book, whereas DOE-2 uses weighting factors 
specified in the 1977 handbook. 

Figure 2 presents a similar comparison of pre
dicted cooling loads resulting from heat gain tram 
lights. The significant differences shown illus
trate that in this lighting case the 1972 ASHRAE 
method uses 1972 handbook weighting factors; the 
1977 ASHRAE method uses 1977 handbook weighting 
factors; and DOE-2 uses weighting factors from 
Ref. 6. 

Table 1 is a summary of results for the four loaa 
component comparisons. Although the aaily sums 
for each method are nearly the same, there are 



TABLE 1 

DOE-2 LOADS/ASHRAE COMPARISON 

Cooling Load 
Compone~ 

Relative Variation (%) 
DOE-2/ASHRAE 1972 DOE-2/ASHRAE 1977 

considerable differences in the predicted peak 
loads. DOE-2 predicts peak cooling loaas that 
differ by as much as 29% from those preaictea by 
the 1972 and 1977 ASHRAE methods. However, this 
does not mean that.DOE-2 is wrong; it means that 
DOE-2 uses more recent sets of weighting factors 
than do the ASHRAE methods. Peak ~Sum Peak ~_j_um-

South-facing -3.8 
wall (conduction) 

South-facing -14.9 
window (solar) 

Lights +29.0 

Occupants +4.5 

~ -.c. ...... 
z 4 
~ 
"'C 
10 
0 
_J 

10'2 
c: 
0 
0 
(.) 

+0.2 -2.0 

-0.2 -15.0 

-0.01 +20.0 

+0.2 -0.1 

-o- ASHRAE 1972 
--\/-- ASHRAE 1977 
eii(JII I 00!-! 

~ .. 

2 R 

-U.l 

+2.0 

+0.02 

-0.4 

Constants and Flay-Selting Checks 

An earlier version (DOE-1.4) of the DOE-2 computer 
program was checked on a line-by-line basis for 
two types of errors: those in assignea values of 
constants and those in flag-setting algorithms. 
The work was conducted by McDonnell Douglas Auto
mation Company (MCAUTO) under contract to LASL. 
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The check of all program constants revealed a 
total of 19 errors, of which only 6 were signifi
cant. All of these errors have been corrected. 

A majority of the 13 discrepancies found in the 
flag-setting algorithms were extraneous items 
inserted by·the programmers for future use that 
did not affect the computations. These discrep
ancies have all been eliminated in the current 
(DOE-2.0A) version of the program. 

PLANT Program Equipment Subroutine Check 

This work was also conducted by MCAUTO, who com
pared PLANT program equipment performance default 
values to manufacturers' performance data. Com
monly available published data, such as that con
tained in equipment brochures for system sizing, 
were used. Data from three different manufac
turers were used, when available, to compare with 
each component model. 

Figure 3 shows a comparison for the input versus 
output curve for a small boiler. Excellent ·agree
ment is shown between manufacturers' data and the 
DOE-1.4 simulation. Figure 4 shows the relation
ship between coefficient of performance (COP) and 
part-load ratio (PLR) for a reciprocating 
chiller. Note that significant differences are 
evident between both manufacturers' data and the 
program. This illustrates a point that is empha
sized in the verification program plan; namely, 
that to determine the required component model 
accuracy, it is necessary to obtain the actual 
performance variance within a generic class of 
components. In this particular case, the COP 
varies from one manufacturer to another by as much 
as 17% for the same PLR. Therefore, the model 
cannot be expected to predict the COP to within 
10% for this component. 

The majority of comparisons made indicated gooa 
agreement between manufacturers' aata ana the 
equipment model subroutines. The only moaels with 
poor agreement were for waste heat from aiesel
engine and gas-turbine generators. Lawrence 
Berkeley Laboratory (LBL) has correctea these 
inconsistencies in the current program version 
(DOE-2.0A). 

Monthly-Energy-Use Field Tests 

The purpose of this task is threefola: lll to 
test the DOE-2 program in an overall manner, l~l 
to compare DOE-2 monthly and annual energy con
sumption with measurea utility aata for existing 
buildings in an uncontrolled environment, ana (JJ 
to introduce the human factor into the testing of 
the DOE-2 program. 

A set of five contractor/test builaing pairs was 
selected by competitive bia to perform this task. 
In addition, two national laboratory/building 
pairs were involved. These seven pairs are 

• Single-floor office building/Control Data 
Corporation; 

• Multifloor office building/Galehouse ana 
Associates; 

• Retail store/New Mexico Energy Institute; 
• Restaurant/Gamze, Korobkin, and ca·loger; 
• Hospital/Sickle Division of CM, Incorporatea; 
• School/LBL; and 
• National Security and Resources Stuay Center 

(NSRSC)/LASL. 

Reference simulations. The seven participants 
simulated their.respective buildings using the 
DOE-2.0A program. These simulations were con
ducted using historical knowledge of the builaings 
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Fig. 3. DOE-2 PLANT Equipment Performance Default Curves Versus Manufacturers' Data--Small Boiler. 
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and their operation during the one-year test 
period. The-period of simulation, metered data, 
and weather data used were all for the same calen
dar period. DOE-2 energy consumption predictions 
were compared to metered data (monthly utility 
bills). 

A summary of reference-run results is shown in 
Table 2. Variation between predicted and measured 
values for gas or fuel-oil energy, electricity, 
total energy, and energy budgets is shown on an 
annual basis. The minimum deviation for gas/fuel
oil consumption was 1% for the restaurant, and the 
maximum was 19% for the retail store. The 
variation in prediction discrepancies for elec
tricity consumption was less, with minimums of <1% 
for the multifloor office building and the school,
and a maximum of 15% for the solar building 
(NSRSC). The prediction of annual total energy 
consumption (energy budget) varied the least, w1th 
a minimum of less than 1% for the restaurant and a 
maximum of 12% for the retail store and the solar 
building. 

Differences in computed-versus-measured energy use 
were significantly higher on a monthly basis, 
ranging up to 45%, than on an annual basis. 

User-effect simulations. Each of the builaings 
simulated in the reterence runs, with the excep
tion of the school building, was simulatea by each 
of the other private contractors (round robin) 
that did not do the reference run on that buila
ing. Each reference-run contractor prepareo a 
data package for his reference-run building for 
use in the user-effect test. This data package 
contained as-built engineering drawings, equipment 
specifications, operating schedules (for the year 
of simulation), and information regarding changes 
in the structure or schedules that have occurreo 
since construction. It did not contain historical 
operating information. 

The user-effect simulations have only recently 
been completed and have not been fully evaluatea. 
However, Figs. 5-7 represent preliminary results 
for gas consumption, electricity consurnption, ana 
total enetgy consumpt1on, respect1vely, for the 
restaurant {locatetl ·in Chicago, Illinois). Eac11 
figure contains plots of the monthly measured 
data, the OOE-2 reference run, ana the four user
effect DOE-2 runs. Three of the four user-effect 
runs for gas consumption (Fig. 5) compare wen 
with the reference run (within ±10%) for monthly 
values. The outlying set of values appears to be 

TABLE 2 

Single-floor office 
Multifloor office 
Retai 1 store 
Hest.;~urant 
Hospital 
School 
NSRSC (solar) 
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-1 
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SUMMARY OF REFERENCE RUNS RESULTS (ANNUAL) 
DOE-2 PREDICTIONS VERSUS MEASURED DATA 
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Energy Budget 
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Fig. 4. DOE-2 PLANT Equipment Performance Default Curves Versus Manufacturers' Data 
--Reciprocating Chiller. 

444 



a result of a disagreement in the interpretation 
of base loads. The scatter in the user effect for 
monthly electricity consumption, approximately 
±25% (Fig. 6), is greater than that for gas 
consumption. 

CONCLUSIONS 

Comparisons of DOE-2.0A. with 1972 and 1977 ASHRAE 
loads-calculative methods have shown the following: 

• Differences among the daily total loads pre
dicted by the methods are sma 11 ( <1%). 

D 

'·· D. 

k '0. 
·q 

!5 :0 
o-

• Differences of up to nearly 30% occur among 
the peak loads predicted by the methoos. 

These differences result from the use of different 
sets of weighting factors in the three methoas 
compared. Because predicted peak loads are wiaely 
used for equipment sizing, these differences shoula 
be quickly resolved. 

DOE-2.0 is free of errors in constants and flag
setting algorithms. 

Comparisons of DOE-2 PLANT equipment performance 
default values and manufacturers' data have 
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Fig. 6. DOE-2 Verification Project User-Effect Runs--Restaurant. 
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identified a few que~tionable default curves. 
These have been reviewed and corrected where 
appropriate in the DOE-2.0A program. 

The reference runs made on six commercial bui !d
ings of different types indicate good agreement 
with measured monthly and annual energy consump
tion data. Predictions for the six buildings dif
fered from measured annual -d~ta by 1-19% for gas/ 
fuel-oil consumption, by 1-15% for electricity 
consumption, and by 1-12% for total energy con
sumption. 

Preliminary data reported for one building (res
taurant) indicate a user-effect difference of 
approximately ±10% for gas consumption and approx
imately ±25% for electricity consumption, both on 
a monthly basis. 
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COMMIX-SA: VALIDATION, APPLICATION AND EXTENSION 

OF A SOLAR DESIGN TOOL 

E. I. H. Lin, K. V. Liu, and W. T. Sha 
Components Technology Division 

Argonne National Laboratory 

ABSTRACT 

Two validation cases, one concerning laminar 
pipe flow, and the other heat discharge from a 
stratified water tank, are presented to show the 
validity of calculations by the three-dimen
sional thermohydrodynamic computer code COMMIX
SA. The wide range of applicability of the code 
and its extensions in progress to model rock 
beds and salt-gradient solar ponds are also 
briefly discussed. 

INTRODUCTION 

COMMIX-SA[l] is a three-dimensional thermohydro
dynamic computer code developed for solar appli
cations in general, and for analysis of thermo
cline storage tanks in particular. The code 
solves the cylindrical-coordinate conservation 
equations of mass, momentum and energy as an 
initial-boundary-value problem, using a mo~ified 
ICE finite-difference technique[!]. As the use
fulness of any computer code rests on the vali
dity of its calculations, it is important that 
studies be made to verify the stability and 
accuracy of the code. Presented herein are two 
validation cases which serve to show that 
COMMIX-SA is indeed capable of producing results 
which are in good accord with known analytical 
and experimental work. Also discussed are the 
code's range of applicability and current work 
in extending it to model rock beds and salt-gra
dient solar ponds, which is expected to signifi
cantly add to the versatility of the solar 
design tool. 

VALIDATION 

Case 1. Laminar Pipe Flow 

Steady-state laminar flow in the entrance and 
developed regions of a pipe is an extensively 
studied subject in fluid mechanics. In the 
developed region, the axial velocity assumes the 
well-known Poiseuille profile 

w 

whP.rF~ w = lnr<'ll <'l"X"i<'ll velo(:i.ty; "'::~ve = ave~:<1ge 

axial velocity = Q/(wR 2 ); Q = volume rate of 
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flow through pipe; R 
radial cuurdlnate. 

radius of pipe; and, r 

For the entrance region, numerous theoretical 
calculations and experimental data exist in the 
literature[2]. Although no perfect agreement 
exists between any two sets of calculations (or 
experimental data), the correct trend appears to 
have been well established. This makes the 
laminar pipe flow problem a suitable tes't' case 
for validating COMMIX-SA. 

Although the problem is axisymmetric and hence 
in principle a two-dimensional analysis should 
suffice, three-dimensional analysis was 
performed in order to validate the 3-D capabi
lity and, in particular, to demonstrate the 
workability of the singularity treatment as 
implemented in COMMIX-SA[l]. The simulation 
concerned a vertical pipe of radius R = 0.05 m, 
with gravity acting in the -z (i.e., downward) 
direction. The mesh set-up was: t.r = 0.003, 
0.004, 0.005, 0.008, 3 * 0.01 (m); 66 = 12 * 
30°; and t.z = 0.3, 0.4, 0.5, 0.6, 0.8, 1.0, 7 * 
1.2 (m). 

At the pipe inlet, the velocity (w) was taken to 
be uniform and equal to 0.004 m/s. Isothermal 
analysis was performed, and the reference tem
perature was arbitrarily taken to be 57.2°C. 
The kinematic viscosity (v) of water at this 
temperature is 0. 503 x .10- 6 m2 Is. The Reynolds 
number ·(Re) is approximately equal to 795. No
slip boundary condition was employed at the pipe 
wall, and aw/ a z = 0 was imposed at the pipe 
outlet. 

Steady-state solution was obtained by going 
through a sequence of transient calculation 
using a uniform time step 6 t = 0. 5 sec. The 
initial conditions for the velocity components 
were: u = 0; v = 0; w = 0.004 m/s uniformly; and 
the initial pressure distribution accounted for 
the static head. 

A dimensionless axial distance 

z* z = _z_ 
'4~R~2--w~_,/-v DRe 

ave 

was used in presenting the results to facilitate 



CLOSED- FORM SOLUTION 

• COMMIX- SA 3-D CALCULATION 
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Fig. 1 Velocity Profiles in the Entrance and 
Fully Developed Regions of a Pipe_ 

comparison with previous calculations and exper
imental data by other investigators[2). In the 
above expression, z = axial coordinate; D dia
meter of pipe; v = kinematic viscosity; and Re = 
wave D/v is the Reynolds number. 

The calculated velocity profile in the developed 
region is shown in Fig. 1. Its agreement with 
the closed-form solution (i.e., the Poiseuille 
profile) is seen to be excellent. The develop
ment of the velocity profile within the entrance 
region as calculated by COMMIX-SA is also 
presented in Fig. 1. The gradual thickening of 
the viscous boundary layer within this region as 
the flow proceeds up the pipe is well 
illustrated. 

Figure 2 shows the ceriter-line (r/11.. = 0) velo
city as a function of axial position. Figure 3 
shows the velocity at r/R = 0.9 (near the pipe 
wall) again as a function of axial position. 
The COMMIX-SA calculations are clearly in very 
good agreement with the majority of previous 
theoretical and experimental investigations. 
The deviation of some previous results from the 
c.orrect trend has to do either with the parti
cular assumptions used in the analyses or with 
uncertain conditions involved in the experi
ments. They have been discussed by Campbell and 
Slattery[2). 

The Campbell-Slattery analysis[2) is believed to 
be one - of the best available. The COMMIX-SA 
results are hence compare_d in Fig. 4 with the 
Campbell-Slattery results for a number of r/R 
values; satisfactory agreement was achieved. It 
must be noted that the Campbell-Slattery analy
sis was based on a macroscopic momentum balance 
with viscous dissipation accounted for within 
the boundary layer; the essentially one-dimen-
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sional analysis still involved certain approxi
mations. The entrance length calculated by 
COMMIX-SA is seen . to be somewhat larger tha(l 
that by Campbell and Slattery, due to the rela
tively coarse llz mesh used in the simulation. 
In fact, the coarse llz mesh also caused the fine 
details near the inlet to be smeared out. This 
explanation by coarse llz mesh is justified 
because in an earlier COMMIX-SA calculation, 
even coarser llz mesh was used, and there much 
more smearing was observed. However, since 
these results are adequate for the purpose of 
validation, it is felt that further calculation 
with finer resolution is unnecessary. 

Case 2. Heat Discharge from a Stratified Water 
Tank 

Fe11 oato of ~~g11~-::ontroll6!r.l !Otr.;o.ti.t'i.r:<~Uon ex
pe.r:iments i.n thermal energy storage tanlts have 
been performed and documented to date. One such 
set which is suitable for vali~ation of COMMIX
!;A was performed .ar:: the U. s. Army Cuw;tcuctlon 
Engineering Research Laboratory (CERL), Cham
paign, Illinois[3,4). These experiments invol
ved heat charging or discharging from insulated 
cylindrical tanks at uniform initial tempera
tures, constant flow rates, constant inlet tem
peratures, and various inlet and outlet .port 
sizes. Vertical temperature profiles were 
determined in these experiments from tempera
tures measured along the centerlines of the · 
tanks. A heat discharge case, with its measured 
temperature profiles at different discharge 
tlmes[4), was chosen as a basis for comparison 
with the corresponding COMMIX-SA simulations. 
The particular insulated cylindrical tank was of 
diameter 0. 6 m and height 1. 22 m. The tank was 
initially filled with water at a uniform temper
ature of 49. 7"C. With quiescent initial flow 
conditions, discharge began when cold water at a 
temperature of 19.l°C was pumped into the tank 
from a single inlet (of diameter 0.019 m) 
located at 0.17 m above the bottom of the tank, 
while the tank water was drawn out via a single 
outlet (also of diameter 0.019 m) located at 
0.17 m below the top of the tank. Throughout 
the heat discharge event, the inlet flow rate 
was maintained at a constant 4. 92 x 10' ., m' /s 
(0.78 gpm), and the inlet water temperature 
stayed at 19.1"C. 

In the COMMIX-SA simulation, the finite
difference grid set-up was: llr = 6 * 0.06 (m); 
ll.8 = 2 * 15°, 5 * 30°, 2 * 15° (half cylinder 
was analyzed to take advantage of existing sym
metry); llz = 2 * 0.044, 2 * 0.038, 0.029, 3 * 
0.191, 0.029, 12 * 0.038, 0.057, 7 * 0.076 (m). 
The inlet and outlet velocities, assumed equal, 
were determined from the constant flow rate 4.92 
x 10- 5 m' /s (0. 78 gpm). No-slip and adiabatic 
boundary conditions were employed at the tank 
walls. It must be noted that, as in any compu
ter simulation, these specifications represent 
only a close approximation, and not an exact 
duplication, of the real situation. 

The predictions by COMMIX-SA for the tank tem
perature profiles, with different llz's, are pre-
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sented in Figs. 5, 6, and 7, for times 10, 20, 
and 30 min. from start of heat discharge, res
pectively. Also presented simultaneously in 
these figures are the U. S. Army CERL data for 
direct comparison. From these figures, it is 
clear that mesh sizes, particularly 6z, have an 
important influence on the accuracy of the pre
dictions. This is because discontinuities re
presented by the thermoclines are present in the 
tank temperature field. Although the 
discontinuities are rather mild, reasonably fine 
meshes are required to obtain a decent descrip
Llun of them. The thermoclines in this parti
cular case have thicknesses typically-in the 0.1 
m - 0.15 m range, and it was found necessary to 
have 6z < 1/3 of the thermocline thickness to 
attain a reasonable prediction. 

Refining 6z, however, increases the number of 
computational cells and necessitates a corres
po;ullul5 n«lu~.:Llon in the time steps (to maintain 
numerical stability), and hence increases compu
tation time. Moreover, there appears to be a 
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limit to what one can gain in terms of accuracy 
by ever decreasing 6z, as is evidenced by the 
small differences between the results for 6z = 
3.81 em and 6z = 1.91 em in Figs. 5 and 6. This 
latter observation is not totally unexpected, 
however, if one recalls that COMMIX-SA employs 
an upwind differencing scheme in treating the 
convective terms in the governing equations[l], 
and if one also notes that upwind differencing, 
while remarkably stable, is only of first order 
accuracy and engenders the so-called false dif
fusion effect. This artificial diffusion effect 
has been discussed in the literature [e.g., 5, 
6, 7], and although. several methods have been 
proposed to resolve the problem, none appears to 
have been totally satisfactory. 

In spite of the minor deficiencies, reasonable 
agreement appears to exist between the COMMIX-SA 
predictions and the U. S. Army CERL data. The 
discrepancies between the two are attributed 
chiefly to the upwind-related inaccuracy, as 
well as experimental uncertainties, which are: 
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(i) temperature measurement was accurate to 
+1.1•r.; and. (ii) the temperature-inversion 
bulges below the thermoclines as shown in Figs. 
S, 6, and 7 can not yet be validly explained[4]. 
While improvements regarding COMMIX-SA comuta
tional accuracy may be expected in the future, 
confidence is established with respect to the 
validity of COMMIX-SA calculations, from results 
presented above for the two validation cases. It 
is of interest to note that with false diffusion 
effect in mind, one can infer, for example, that 
the heat-discharge response calculations by 
COMMIX-SA as presented in Ref. [8] were probably 
conservative; in other words, the actual per
formance of the storage tanks discussed in Ref. 
[8] may very well be better than predicted. 

APPLICATION AND EXTENSION 

COMMIX-SA was originally developed to investi
gate three-dimensional fluid flow and heat 
transfer phenomena in thermocline storage tanks. 
However, because of the rigor and generality of 
the mathematical formulation, and of the flexi
bility of the code structure[ 1], the computer 
program can actually be used as an analytical 
and design tool for a wider class of problems 
that initially intended. The domain of its ap
plicability in fact extends beyond solar appli
cations to other technological fields where 
detailed information about the three-dimensional 
thermohydrodynamic behavior of fluid systems is 
required. Within the area of solar applica
tions, the utility of COMMIX-SA in analyzing 
behavior of liquid sensible-heat storage com
ponents, in identifying and evaluating improved 
storage designs, and in ranking the performance 
of various such devices, has been well demon
strated[8,9]. Useful extensions of COMMIX-SA to 
model rock beds and salt-gradient solar ponds 
have been under way at Argonne National Labora
tory. A porous-media model is currently being 
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developed withi.n tho COMMIX-SA fr,mPwnrk to 
address the flow-channeling, plenum-design, and 
internal-partitioning questions associated with 
both vertical and horizontal rock beds. As to 
salt ponds modeling, COMMIX-SA is being extended 
to include a double-diffusive convection model 
which is expected to facilitate investigation of 
pond behavior and stability characteristics. 
The objective of the former task is, of course, 
to better understand behavior of rock beds and 
to improve their designs and performances; 
whereas for the latter, the ultimate goal is to 
determine practical methods which will eusute 
stability and increase efficiency of salt
gradient solar ponds. 

CONCLUSION 

Two validation cases have been presented to show 
the validity of COMMIX-SA calculations. In the 
laminar pipe flow case, excellent agreement was 
obtained between the calculations ,_nil the 
closed-form solution as well as various experi
mental data available for the fully-developed 
and entrance regions. In the stratified-tank 
heat discharge case, reasonable agreement was 
also achieved between predictions of tank tem
perature profiles and the corresponding experi
mental results. Although the fnlsc diffucion 
effect associated with upwind differencing 
caused some smearing of thermocllues, Lite 
general validity of the calculations was not 
adversely affected. The wide applicability of 
COMMIX-SA and its current extensions to model 
rock beds and salt-gradient solar ponds have 
also been briefly discussed. 
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A COMPARATIVE ANALYSIS AND EVALUATION BY TEST 
OF SOLAR HEATING AND COOLING SYSTEM 

COMPUTER PROGRAMS 

ABSTRACT 

Richard L. Merriam 
Arthur D. Little, Inc. 
Acorn Park 
Cambridge, Massachusetts 02140 

An analysis, test and comparative evaluation of 
solar heating and cooling programs has been under
taken to establish their usefulness to problems of 
interest to electric utilities. From over 31 iden
tified available programs, eleven were selected ·for 
detailed analysis to establish their range of appli
cations and intended capabilities. Based on program 
ratings relative to specific categories of applica
tions, four programs were selected for testing. 
Test cases were defined for three building types: 
single family d;-:elling, light commercial building 
and a heavy commercial structure. Performance pre
dictions were carried out for conventional HVAC 
systems, passive solar design options, active solar 
options and variations of these to examine the sen
sitivity in predictions to various design assump
tions. The sensitivity analysis provided a means 
for assessing the probable accuracy of the programs 
relative to the applications explored. 

All programs were tested by a single individual to 
minimize user-related differences in the results. 
However, inherent differences in the programs' in
tended capabilities (features considered, etc.) pre
cluded exact comparisons since differing compromises 
specific to the individual programs were required to 
apply the programs to the defined test problems. 
Although good agreement was obtained between the 
predicted weekly or monthly loads, the hourly loads 
and demands were found to be significantly differ
ent. The programs were also found to differ sub
ctantially in tho requirements imposad on tha user 
and in the processing times. 

INTRODUCTION 

A large number of solar heating and cooling system 
simulation programs have become available in the 
past few yea.rs as a theoretical framework for the 
developing solar heating and cooling inductry. 
These programs often differ significantly in terms 
of their capabilities and intended applications. A 
study has been carried out for the Electric Power 
Research Institute to evaluate a few of the more 
promising programs to establish their usefulness to 
the various problems of utility interest (e.g., 
building energy analysis, system design, demand pat
tern and load forecasting, and rate design). 

The specific objectives of the work included: 
1) identification and characterization of the major 
building energy analysis programs with solar 
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capabilities; 2) in-depth analysis and rating of 
selected programs relative to categories of appli
cation; 3) testing of selected programs to uncover 
their strengths and weaknesses; and 4) evaluation 
of these programs from the electric utility per
spective. Over thirty available programs with so
lar system capabilities were identified and des
cribed in detail in a separate document [1]. Ele
ven programs were selected for analysis, carried 
out on the basis of the program documentation 
(AXCESS, BLAST, DEROB, EMPSS, EP, F-CHART, HISPER, 
SOLCOST, TRACE, TRNSYS, and WATSUN). The documen
tations were reviewed for the presence or absence 
of program features in fifty--one general categor
ies and were rated in four user-related areas. 
Weighting factors for the individual ratings (204 
in all per program) were developed for twelve com
binations of building type (residential, light com
mercial, heavy commercial) and generic systems 
(conventional, active solar, passive solar, lead 
managed). From the overall ratings four programs 
were selected for detailed testing: AXCESS, DEROB, 
EMPSS, and TRNSYS. These programs can simulate the 
performance of a broad range of solar systems and 
building types (Fig. 1). Two of these programs 
were developed specifically for use by electric 
utilities (AXCESS and EMPSS). 

Ax cess· DE ROB EMPSS• TRNSYS 

.t~·!!._ ___ • • !. - - -
Passive • • 

..BeJ.i9mti!!_. _ • • • • -
Comm.ercial • 
M~~~-· • --- --
Generalized • • • 

•oriented Towards Electric Utilities 

Fig. 1. Characteristics of Simulation Models 
Tested and Evaluated 

TESTING METHODOLOGY 

Benchmark test cases were developed for a single 
family residence, a light commercial building, and 
a heavy commercial building (Fig 2). The resi
dential building description was based on an actual 
test house located in Columbus, Ohio; the light 
commercial building was adapted from the California 
Certification Program, while the heavy commerical 



building test problem was patterned after a test 
case used in a recent ASHRAE test of manual methods 
of energy analysis. Attempts were made to describe 
realistic occupancy related factors and HVAC sys
tem designs without prior reference to the capabi
lities of the models being tested. 

Llgl'lt Hoavy 
Realdantlat Commerclal Commercial 

BUILDING OSU/EPRI ASHRAE Fundamental 20Story0fflce 
Test House Office Building Building {KASUDA) 

CONVENTIONAL HYAC EJectrlc Furnace Single Duel Terminal Re-heat 
Centn!IA/C 61Ktri<I<VII E!KlrloCIIIIo 
~ec:trlc Hoi Water Air Cooled Compressor Centrifugal Chiller 

!hn:h h.: Kul Wahn !las "UI WBIOf 

PASSIVF. OF.:SIGN Modify Conventional 

Fig. 2 Benchmark Test Cases 

All tests were performed by a single individual to 
minimize user related inconsistencies in the com
parisons. Initial tests were carried out for the 
single family residence with a conventional heating 
and cooling system. Parametric analyses of the in
fluence of building elements and control options 
were done to provide sensitivity analyses of the 
programs capabilities and to uncover reasons for 
differences in the programs predictions. Subsequent 
studies on the light commercial building focussed on 
the relative predictions of the models concerning 
the effects on overall energy use by incorporation 
of passive and active solar options. All tests were 
run using measured weather data for Columbus, Ohio. 
The approach to testing and results have been re
viewed with the program authors. 

RESULTS 

Calculated January heating loads are shown for three 
of the programs in Table 1 for various parametric 
studies for the conventional single family residence. 
Both TRNSYS and EMPSS yield similar predictions over 
the range of conditions studied; the AXCESS model 
was developed specifically for commercial building 
applications and contains important restrictions li
miting its applications to residential buildings 
(only one exposure per zone, fixed internal temper
ature). The effect of a night set back (2.2°C) is 
to reduce the heating load by about 4%. Table 2 
summarizes comparisons between DEROB and TRNSYS pre
dicted loads for one week in the heating season and 
one week in the cooling season. The predictions are 
in reasonable agreement when heat exchange between 
the basement and the conditioned space is neglected .. 
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Table 1. Single-Family (Columbus) January 
Heating Loads 

Factors Modeled Calculatod Loads (kWh) 

Solar Internal 
Attic Basement Loads Loads Setback AXCESS EMPSS TRNSYS 

X X X X X ~U85 3236 2922 

X X X X - 2555 2426 

X X X 2229 2114 t967 

X X 2294 2t90 2058 

X 2994 3038 3044 

X - 3182 3205 

2996 3275 330G - -

Table 2. Single-Family Loads: 
DEROB-TF~SYS CQmp~ri6Qn 

Factors Modeled Calculated Sensible 

Loads (kWh) 

Dates· Allie Basem9nt Windows OEROB" TRNSYS 

January 1·January 7 X X X 468 649 

X X 490 536 

X 428 435 

311 319 
t----- - r--- r--- ---r---

July 1-July 7 X X X 270 283 

X 270 337 

QH l!l!7 

Monthly HVAC !;y!;Lem energy ex!Jendltures for the 
conventional single family residence shmv good a
greement in the heating season with large differ
ences obtained in the cooling season (Fig. 3) The 
major difference between the EMPSS and TRNSYS pre
dictions is related to the latent heat remove!, 
which is underpredicted by the EMPSS model. Al
though close agreement between the monthly heating 
lnArlR hAR heen ohtAinerl, the prerlict~d hourly d~
mand patterns can be substantially different 
(Fig 4). Both the TRNSYS and EMPSS runs were made 
assuming about 366 kg/m2 floor area of internal 
thermal mass; however, the methods employed by the 
programs for treating the thermal mass are differ
ent (TRNSYS assumes the mass is in intimate contact 
with the conidtioned air whereas EMPSS assumes it 
is a separate node with a finite thermal coupling 
to the air). The DEROB run was made by represent
ing the interior partitions and the ceiling be
tween the first and second floors of the residence. 
Because of the finite rates of heat exchange be
tween the air and the interior partitions and 



ceiling, the apparent thermal mass was lower, lead
ing to a spreading of the net heating requirement 
over the day. 

Monthly HVAC 

Energy (kWh) 

Monthly HVAC 
Energy (kWh) 

3,000 
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~ I 
. I 
I I 

\ \ 
TRNSYS-\ \ 

\ \ 
.'i ......... 

Heating Energy 

Fig. 3. Annual HVAC Energy Expenditures: Single 
Family (No Attic or Basement) 

Fig. 4. Single Fami-ly (No Attic or Basement) 
January 7 Spac.e Heating Energy 
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A number of design trade-offs for the light commer
cial building were investigated including direct 
gain and trombe wall passive options (Table 3) and 
active solar options (Table 4). It was assumed 
that the building was occupied five days a week 
from 7 a.m. to 5 p.m. and that the heating thermo
stat was set down to 12.s•c (55°F) during the un
occupied hours. Since the current version of 
DEROB cannot accommodate an internal heat schedule 
that differs by day, an average day internal heat 
profile was used to preserve the monthly total 
heat input. 

Table 3. Light Commercial Building: 
Passive Options 

Predicted Heating 

Loads (kWh) 

Option DEROB TRNSYS 

Conventional 10,653 12.483 

Direct Gain 11,336 14,253 

Direct Gain/Insulation 9,970 11,342 

TrombeWall 10,070 11,042 

Trombe Wall/Insulation 9.~97 10,683 

Table 4. Light Commercial Building: 
Active Solar Options 

load (10'kWh) Collection Percont 
Efflcloncy Sol<lr(%) 

EMPSS TRNSYS EMPSS TRNSYS EMPSS TANSYS l Oola, lluuliu" NuuUUfJi I.U.I IJ.I ~y 38 ~9 28 

Solar Cooling (July) 4,8 6.5 22 18 61 31 

Stationary Collector With Solectlva Absorber 

The relative performance predictions by the two 
passive solar programs (DEROB and TRNSYS) ~or the 
effects of incorporating passive design fea~ur·es in 
the building are in general agreement. The direct 
gain options consisted of a double pane south fac
ing window occupying roughly 50% of the south waJl 
area and a double pane skylight occupying 25% of 
the roof area. The trombe wall occupied 64% of the 
south wall (the direct gain option was not includ
ed) with an insulation covering assumed present 
whenever the building was unoccupied (this latter 
assumption was easily modeled with TRNSYS but only 
roughly approximated by DEROB). The two a~tive 
solar systems simulated compriseJ a 18.6 m" 



(2,000 ft
2

) stationary selective surface absorber 
flat plate collector with 11,360 liters (3,000 
gal.) storage. Very close agreement between the 
predictions of the active solar system was achieved 
for the heating season. Predicted collection effi
ciencies in the cooling season differed somewhat; 
the percent solar figures for the cooling season 
are substantially different, largely due to the 
differirig total cooling loads predicted. 

Table 5 summarizes a comparison of the user relat
ed factors in terms of the total data inputs (re
flective of the level of effort to use the pro
grams) and the relative computing costs. 

Table 5. User-Related Program Comparisons 

Total Data Inputs 

Building AX CESS DEROB EMPSS TRNSYS 

Single Family 955 737' 334 906 

Light Commercial 610 211 299 1,007 -
Relative Computer Costs 

Building AX CESS DEROB EMPSS TRNSYS 

Single Family .66 11.0' .20 1 

Light Commercial .62 2.1 .26 1 

'5 volumes used to represent the single family residence. 

CONCLUSlONS 

The study was undertaken to investigate the appli
cability of the more promising computer models to a 
variety of buildings and generic systems. A number 
nf gPnPrill findings h<Ive emerged from the work: 
1) programs are best viewed as a means for estab
lishing the relative performance of system alter
natives rather than as predictive tools; ·2) in most 
s'ituations use of a program involves judgements and 
compromises resulting in predictions that are high
ly user dependent; 3) proper documentation and at
tention to user related ra~tors (such as complcx1ty 
in input data preparation, level of choices offered 
to the user, input-output formats, error checking, 
etc.) are as important as the technical capabili
ties of the program; 4) the most widely accep_!:ed 
programs are those that are offered by organizations 
that provide active support in program use (through 
training and availability to respond to user ques
tions); and 5) program "validation" is largely a
chieved through wide-spread use of a program and 
through the responsiveness of the program authors 
to problems uncovered. 

456 

REFERENCES 

1. S.J. Feldman and R.L. Merriam, "Building 
Energy Analysis Computer Programs with Solar 
Heating and Cooling Systems Capabilities", 
EPRI report ER-1146, August 1978. 



SOLCOST PROGRAM SENSITIVITY TO INPUT MODEL PARAMETERS 
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ABSTRACT 

The SOLCOST Program has been used for a great deal 
of design and analysis Hork for state of the art 
solar systems including service hot water and space 
heating systems. The program predicts the thermal 
performance of the proposed solar system and then 
prepares an economic analysis for the system from 
the thermal results and various economic input 
parameters. The National Bureau of Standards (NBS) 
has recently collected data for several representa
tive solar service hot water heating systems for 
comparing model predictions. The data sets have 
been some of the best collected and prepared data 
taken to date. As part of an ongoing validation 
effort for the SOLCOST Program, this data was com
pared with its thermal analysis predictions. How
ever, before the SOLCOST thermal output and the 
reduced data from the NBS could be compared, a 
sensitivity analysis was accomplished to determine 
what the program's uncertainty to various input 
parameters could be. This analysis produced the 
distribution of the output load fraction which 
could be compared statistically to the recorded 
data. The authors were not primarily concerned 
with comparing two numbers but were more inter
ested in the resulting distribution of the differ
ence of the predicted and observed load fractions. 

Assumptions were made as to.the distribution of the 
more sensitive input parameters such as the collec
tor efficiencies, load and the weather. Then sev
eral analyses were performed and the final distri
butions were calculated. For one system the 
expected (SOLCOST predicted) load fraction was about 
62 percent on a yearly basis but the sensitivity 
analysis indicated that a one standard deviation 
about the number would be about 5 to 6 percent of 
the expected prediction. 

The paper presents a short description of the 
SOLCOST Program and the NBS system which \~as used 
as a basis for comparison. The methodology includ
ing output distribution assumptions is presented 
along with results. 

INTRODUCTION AND DISCUSSION 

The SOLCOST Program [1] \~as developed by the Martin 
Marietta Corporation for the purpose of evaluating 
proposed solar thermal systems, including service 
hot water, space heating, space cooling and heat 
pump systems on an economic basls. The pL·ogcau• 
consists of thermal and economic analysis pack
ages. The thP.rmal analysis portion is based on 
daily simulations using real observed weather data 

457 

C. Edward Hancock 
Solar Environmental Engineering Co., Inc. 

2524 East Vine Drive 
Fort Collins, Colorado 80524 

averages for a month, including average m1n1mum, 
average maximum temperatures and the percent of 
sunshine or total horizontal radiation if avail
able. A simulation is done for a representative 
cloudy day and sunny day and then a weighted aver
age of the two results are taken producing the 
average expected load fraction and contributed 
solar energy for the month. The monthly values are 
tabulated and fuel rates are used to calculate 
expected energy costs for the solar system includ
ing auxiliary fuel. The economic analysis portion 
takes these energy costs for the solar system and 
its auxiliary source and compares them to a refer
ence system which need not use the same fuel. The 
system costs, mortgage information, escalation 
rates and individual's economic financial picture 
are all considered in calculating lifetime savings. 
The SOLCOST Program can optimize the solar svstem 
size or calculate values for user's specified col
lector area. There are companion papers at this 
committee meeting which further describe the capa
bilities of the SOLCOST Program. 

In 197~ the NBS configured six service hot water 
systems [2] with the primary purpose of collecting 
quality data for the purpose of comparing computer 
codes' thermal predictions against actual measured 
results. These six experimental test syster.1s pro
duced a great deal of high quality data making it 
possible to compare solar thermal predictions to 
real reduced data. One system was of primary 
interest (Fig. 1) because it was directly appli
cable to the SOLCOST performance model for a ser
vice hot water system. In cooperation with the 
NBS, Martin Marietta performed data comparisons for 
several months against the NBS' data with fairly 
good results. (See Table 1 [3]). This particular 
experiment gave a great deal of confidence in the 
SOLCOST Program's capabilities to adequately predict 
thermal performance and to esimtate the load frac
tion. However, it was desirable to proceed one 
step further and calculate the uncertainty inherent 
in the SOLCOST·Program's predictions due to uncer
tainty in estimating system parameter inputs. The 
classic approach to determining the confidence 
interval about the expected load fraction is to 
perform a sensitivity analysis. 

Analysis and Results 

In an effort to estimate a confidence interval 
within \~hich the SOLCOST predicted load fraction 
lie, u ocnoitivity anaiysio woo conducted where 
various input parameters \vere varied randomly and 



Fig. 1. NRS Double Tank Direct System 
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TABLE 1. SOLCOST COMPARISONS IHTH NBS TEST RESULTS 

T1-10 Tank Direct 

MOtl.th i'IBS iH!SUlu; 30tC03T 

7 .53 • 5/1 

8 .48 .52 

9 .49 .54 

10 • lt6 .43 

the final standard deviation values of the result
ing distributions were calculated.* The input para
meter variations are g1vefi ii"l Table 2. The stan
rlArrl rlP.viAtion divided by the mean values were 
determined purely by judgement and experience in 
the installation and analysis of services hot water 
solar systems. Later on in the paper, resulting 
deviation estimates will be presented as well as 
estimates where all of the cr/~ values were input 
and set equal to 10%. 

The sensitivity analysis tvas conducted in ttvo 
phases. In the first phase, each parameter listed 
in Table 2 was varied individually with all of the 

*~ormal probability distributions were assumed. 
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other parameters being left at their nominal 
values, and in the second phase all of the para
meters were varied simultaneously and randomly. 
All distributions were assumed to be normal with 
the exception of the collector parameters which 
were sampled from the beta distribution. However, 
a normal distribution was used as an alternative 
for the beta distribution and little difference 
was seen. 

Results of the basic sensitivity analysis are pre
sented in Table 3. This table lists the ratio o/~ 
(estimated standard deviation/estimated mean) for 
the predicted monthly and annual load fractions as 
input parameters are varied individually and all 
together. As an example of interpreting these 
results, if the expected July load frac~i~n as pr~ 
dieted by SOLCOST- is .~4 ('rable l) and O/!J is .09 
for simu~~aneous variation of all inputs (Table 3), 
thPn Arrnrrltne tn thP. asstlmptions stated above, 68 
percent nf All .Tnly load fractions for this system 
will fall in the range .49 to .59. That is, the 
standard deviation (a) of the predicted load frac
tion is estimated as (.09)(.54); .049 and, assum
ing normal distributions (there is no reason to 
believe a normal distribution should not be used) 
68 percent of all observations lie within ± .05 of 
thg qGtim~tprl PYpertPrl lnnrl frn~tinn. Fi~ure 2 
displays a cumulative chart of occurrence for the 
annual solar fraction with given input variations. 

TABLE 2. INPUT PARAMETERS lffiiCH HERE RANDOMLY 
VARIED 

Parameter 

Radiation 

Maximum ambient temperature 

Minimum ambient temperature 

Tafik insulation 

iransporL e££1c.:lem.:y 

Collector efficiency at 0 
Collector efficiency at 0.5 

Load 

InEut 

a/~ 

cr 

cr 

u/JJ. 

u/~ 

qJ~ 

cr/~ 

O/)J 

Variation 

- . 07 

3°F 

3°F 

.10 

- .U4 

.04 

.10 

.10 

Many individuals use the resulting predictions 
from thermal analysis programs such as SOLCOST, 
FCHART and RSVP as if they were inbedded in cement 
and were accurate to four or more decimal places. 
Considering the predictions of SOLCOST or any 
other program to ouch degrees of accuracy js possi
bly providing a disservice to the analyst and the 
expected owner of the solar system. Variation in 
input parameters can be caused both by the way the 
equipment is manufactured and installed. It is 
unrealistic to expect the input parameters to the 
SOLCOST Program to be accurate to a very high 
degree. Computer modeling errors also exist. 
Consequently, it is important to understand and 
to estimate what the uncertainty is. The uncer
tainty caused by the weather is also displayed in 
this table and the resulting variation could be 
interpreted as microclimate variations, for example: 



.54 .56 .58 .60 
. (,;~ 

.64 .66 .68 .70 

Transport eff. 

Eff. at .0 

Eff. at· .5 

T T . max, m1n 

Radiation 

Load 

Tank insul. 

All 

All, w/o load 

.54 .56 .58 .60 .62 .64 .66 .68 . 70 

Fig. 2. Annual Solar Fr1~tion, Sensitivity 

between suburbs, rural area and downtown areas of a 
metropolitan center. 

In an effort to determine which input parameters 
were more sensitive, the results were normalized 
in the sense that all of the standard deviations are 
equal to 10 percent of the desired input parameter 
value for input to the program. The resulting 
Qccurr•nc• frequently w~~ c~lcul~tgd ~nd tho gffi
ciency at 0 or commonly referred to as the FRTa 
product appeared to be the most sensitive parameter. 
These results are shown graphically in Fig. 3. 

It was desirable to determine what, if any, rela
tionship existed between the resulting standard 
deviation estimates when input parameters were 
varied singularly and ·the resultant standard devia
tion esimt<ttes 9-nc;l t:he :!.o<J.d fractions when all i.nputs 
were varied simultaneously. It was hoped that a 
resultant relationship would be visible for it would 
make estimation of net sensitivity calculatable tvith
out performing the entire experiment again. Table 4 
depicts the resultant sensitivity as calculated in 
two different ways. The first column reproduces the 
results shown in Table 3 when all input parameters 
were varied simultaneously. The second column is the 
sensitivity as calculated by taking the sum of the 
squares of the individuals standard deviation esti
matec for the individual input parameter variationa. 
The square root of· that sum was taken and finally 
divided by the nominal expected load fraction. This 
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second methodology would produce similar results if 
everything were normally distributed and the trans
formations linear in nature. There is no concrete 
evidence to indicate that there is any significant 
difference between the sensitivity calculated in 
the two different ways. This reduces to a great 
simplification, because, to analyze sensitivity, it 
does not become necessary to calculate the net sen
sitivity by simultaneous.Ly varying all of the input 
parameters and then by taking the sum of ·the square root 
as previously described, the new input sensitivity 
can be discerned quickly. This simplification also 
leads to an easy way to display sensitivity to input 
parameters on normal program output. This particular 
methodology has not been included in the SOLCOST 
Program, but is under consideration. 

Conclusions and Summary 

The sensitivity to many input parameters has been deter
mined for one particular sys tern as analyzed by the 
SOLCOST Program. Output variations and load fractions 
were determined for each month of the year and on an 
annual basis as could be possibly caused by uncer
tainty in input parameters. The output annual load 
fraction on a nominal basis was 62 percent. The sensi
tivity or the variation about this output value as 
caused by uncertainty in input parameters has a 
standard deviation of approximately 9 percent of the 
estimated mean value. In other words, there is a 95 
percent probability that the real annual load fraction 



.54 .56 .58 .60 2 .64 .66 .68 .70 
I I 

Transport eff. 

Eff. at .0 

Eff. at .5 

~adiation 

Load 
I 

Tank insul. 

.54 .56 .58 .60 .62 .64 .66 .68 .70 
Note: All inputs have a = ( .10) 1.1 

Fig. 3. Normalized Annual Soiar Fraction ~ensitivity 

TADLE J. RECULTINC SENSITIVITY 

JAN FEB MAR APR HAY JUN JUL AUG SEP Of:T N()V nr.r. ANNUAL 

Trans. eff. 

Efi .. 0 

F.ff •• 5 

T . 
ma.n;m1tt 

Radiation 

Load 

Tank insul. 

All varied 
simultaneously 

.02 

.01 

.02 

.01 

.13 

.04 

.02 

.14 

.04 .02 

.02 .02 

,01 .02 

.01 .02 

.D .10 

.OS .04 

.01 .02 

.17 .10 

. 03 .03 .03 

.02 .04 .0?. 

.02 .01 .01 

.02 .02 .01 

.11 .10 .u6 

.04 .04 .04 

.02 .01 .02 
---·· ... .... ----

.12 .11 .10 

.03 .02 .03 .01 .04 .03 .01 

.0.1 .02 .0!1 .03 .04 .OJ .03 
... ·- ... . .. 

.01 .01 .03 .01 .03 .01 .01 
·--

.01 .02 .03 .01 .03 .01 .01 
........ . ...... -·-·· 

.06 .09 .1() .on .15 .13 .03 

.OS .04 .OS .04 .03 .06 .01 _,._ 

. 02 .03 .02 .02 .02 .01 .02 

.09 .08 .11 .12 .16 .17 .06 
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TABLE 4 .t RESlfLTANT SENSITIVITY TO LOAD 
FRACTION CALClfLATED TWO WAYS 

~~~ (Inputs varied ~~~ (Calculated by * 
Month simultaneously) sum of sguares) 

Jan .14 .14 

Feb .17 .15 

Mar .10 .12 

Apr .12 .13 

May .11 .12 

Jun .10 .09 

Jul .09 .10 

Aug .08 .11 

Sep .11 .14 

Oct .12 .11 

Nov .16 .16 

Dec .17 .16 

Annual .06 .05 

lies between .56 and .68. Also, a test was con
ducted to see if the net sensitivity and the annual 
and monthly load fractions could be calculated by 
adding the sum of the individual variances and then 
taking the square root of this sum and dividing by 
the nominal load fraction to see if this is by 
chance equal to the result obtained when simulta
neously varying all input parameters. The results 
were quite encouraging and there is no reason to 
indicate that the resulting sensitivity is differ
ent as calculated by the two different methods. 
This is what would be expected if all input para
meters were normally distributed and the transfor
mation between input parameters and final load 
fraction were a linear process. It should be 
remembered, however, that this particular load 
fraction of 62 percent i~ not on either end of the 
scale, (near 0 percent or 100 percent). This par
ticular observation may not be true if the load 
fraction falls within the neighborhood of these 
boundary points. 

References 

l. SOLCOST, Solar Energy Design Program for Non
Thermal Specialists, User's Guide, Version 3.0, 
January 1980, The SOLCOST Service Center, 2524 
E. Vine Drive, Fort Collins, CO 80524 

2. Fanney, A. H., "Experimental Validation of Com
puter Programs for Solar Domestic Hot Hater 
HP.r~tine Sy!';tPm!';," July 1978, NBS, Washington, 
D.C. 20234. 

* a (resultant) = 
whe:e cri are individual standard deviations due 
to 1nput parameter variations 

t See also Table 3. 

461 

3. SOLCOST/NBS Comparisons, Interoffice memorandum 
from·R. Giellis to the NBS, April 16, 1979. 

4. Anand, D.K., et. al., "Validation Methodology 
for Solar Heating and Cooling Systems," Energy, 
The International Journal, Vol. 4, No. 4, 
August 1979. 





A COMPARISON OF THE PREDICTED PERFOffi1ANCE OF SEVERAL SOLAR SYSTEM 
SIMULATION CODES FOR AN INDUSTRIAL PROCESS HEATING SYSTEM 
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ABSTRACT 

Comparisona of several active solar energy system 
simulation codes in the solution of a series of solar 
industrial process heat (IPH) problems are described. 
A typical solar !PH system was defined in sufficient 
detail to allow the particpants to provide input to 
their codes. Several collector types and two different 
load temperature requirements were investigated. A 
variety of modeling problems and differences were found 
and are discussed. A sensitivity study was performed 
on stratified tank modeling assumptions. 

After a series of iterative problem redefinitions and 
recomparisons of results, excellent overall agreement 
of both long and short term results was achieved. In 
the process, errors and shortcomings were identified in 
each of the codes and confidence in their accuracy was 
improved. The critical importance of user error was 
noted. 

INTRODUCTION 

The DOE System Simulation and Economic Analysis (SSEA) 
working group has conducted a series of simulation 
comparison exercises involving DOE funded solar energy 
system simulation computer programs in several impor
tant solar applications. This paper reports on a 
recently concluded set of comparisons of the predicted 
performance of solar industrial process heating (!PH) 
systems. The simulation programs involved in the !PH 
comparison exercise included DOE-2 (from Lawrence 
Berkeley Laboratory and Los Alamos Scientific Labora
tory), TRNSYS (from the University of Wisconsin), and 
LASL (an internal Los Alamos program). All codes were 
run by personnel from the respective authoring labora
tory. In addition, TRNSYS was independently run by 
Altas Corporation. The SOLTES program recently devel
oped by Sandia Laboratory specifically for simulation 
of IPH systems was involved midway through the ex
ercise, but results were not obtained in time for 
inclusion in this paper. 

The purpose of this and the other SSEA simulation 
comparisons is to increase the utility of the codes by 
identifying and correcting errors, inconsistencies, and 
important holes in the capabilities. The "usP.r 
effects", caused by differing interpretations of system 
description data and program input data requirements, 
and mistakes in l11pul preparation, have been . essen-
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tially eliminated during this exercise. The input to 
the programs and the codes themselves were changed in a 
number of ways as results were obtained and compared 
for each revision of the problem statement. For this 
reason the final results reported here are not indica
tive of the agreement or accuracy likely .from a user 
having no independent method of verifying results. 

PROBLEM STATEMENT 

Although there are many similarities in the modeling of 
!PH systems to previous SSEA residential space and DHW 
systems, there are a number of important differences. 
The fact that IPI! systems are generally much larger 
does not in itself require different models or modeling 
techniques. However, since higher temperatures are 
involved, models of high performance tracking and or 
concentrating collectors are required, storage strati
fication is potentially more important, and heat losses 
from pipes and storage are more critical (particularly 
since they are often located outdoors). !PH load 
profiles, unlike space heating profiles, are generally 
independent of the weather and are very repetitive on a 
daily basis (though frequently zero on weekends). The 
problem statement was therefore designed to challenge 
the capabilities of the codes in these areas. 

The IPH system chosen for the exercise was similar in 
design and application to one installed by Acurex 
Corporation on a Campbell's Soup plant in Sacramento. 
A schematic of the systelJI i.s o;;hown in Figure 1. .It 
used approximately 700 m~ of high performance collec
tors, a 75 rr( vertical cylindrical storage tank, And a 
hot water load profile typical of a two-shift, five-day 
work week in a canning factory. 

~·i.gure 1 IPH System Schematic 



Table 1 Selected Long Term Results 

OPEN UlOP, 
I.OW TEMPERATURE LOAD 

1
HOR 

1
CIN 

1
ACPT QCOUT QSIN 

(MJ/m2) (C:J) (GJ) (GJ) (GJ) 

DOE-2 345 441 419 171 164 

TRNSYS (UW) 345 444 421 172 167 

TRNSYS (ALTA5) J4S 444 423 173 166 

I..J\SL 345 444 425 172 169 

DOE-2 876 652 590 241 234 

TRNSYS (UW) 875 645 584 241 234 

TRNSYS (ALTAS) 875 645 sea 242 234 

LASL 875 647 593 243 239 

DOE-2 7625 6980 6408 2622 2.535 

TRNSYS (UW) 7625 6987 6396 2626 2549 

H\1~~~.; (i•LTM\ 1C.~!:. WU'I •o-~a J~ IJ'' r!;.ajj 

LASL 7628 6980 6468 2639 2591 

The final problem statement specified General Electric 
evacuated tubular collectors with CPC reflectors and 
the associated collection subsystem, heat e~changer, 

plumbing, and control strategy reconunended in the 
General Electric applications manuals. On the load 
side of the stratified storage tank, hot water was 
drawn from the tank through a heater that boosted the 
load delivery temperature, if required, to maintain a 
minimum temperature required by the process. A m~ing 
valve downstream of the heater diluted the load de
livery water, if required, to maintain this tempera
ture. 

The prohl~;;m was run twice (with two different load tem
perature requirements). The first requirement was for 
the open loop, 80°C hot water delivery system actually 
used in the Campbell's plant shown schematically ~n 

Figure 2A. The second requirement was for a hypo
thetical closed loop process requiring 120°C water 
shown in Fieure ?R. In both cases, the total energy 
requirements and energy demand profiles were identical. 
~e nRily load consisted of a constant flow for the 
first 45 minutes of each hour from 0800 hours to 2400 
hours. This load was drawn every weekday of the year. 

SIMULATION RESUL'l'!::i 

The participants furnished both "long term" and "short 
tP.rm" siffil.!lation results. The long term results 
consisted of monthly and annual integraL~!) LuLal.s of 
selected performance measures for both the low tempera-

DHW DISTRIBUTION r ·p~e~ t l 
~-o~ I leooc 

~ I mL 
CHECK 
VALVE 

L 

Figure 2 

120°C I 
I ml2 I 
I I 
L ___, 

B 

COLD WATER 

~pp.:.:::.- .J 
A 
(A) Open Loop, Low Temperature Load 
(B) Closed Loop, High Temperature Load 

CWSED WOP, 
HIGH TF.MPERATURE LOAD 

QSOUT QLOAD SOEJ\R QCOUT QSIN QSOUT SOLAR 
FRACT. 

(GJ) (GJ) (GJ) (GJ) (GJ) 
FRACT. 

164 280 . sa 96 86 73 .25 

167 281 .sa 98 87 74 .24 

166 ~~.1 .SA 100 90 76 .25 

170 281 .60 90 84 72 .23 

235 268 .86 183 171 166 .60 

235 269 .86 179 168 163 .59 

234 269 .86 184 172 167 .60 

239 269 .88 174 167 16J .59 

2472 3183 . 764 1838 1700 1559 .472 

2485 3186 .768 1828 1693 1552 .465 

lllllJ 'In~ i IIi 1 r,rui 1 T,~, 1~00 rP-9 
2Sll' 3186 • /ij4 l/bl l~&~ 1~~~ .~(i(j 
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tute and high temperatur~ v~r::;iOtlS ol' the problsm. The 
short term results consisted of hourly integrated 
values of selected performance measures for the low 
temperature system only. Only the results for the 
final problem statement are presenten here. 

Long Term Results 

Shown in Table 1 is a comparison of the long term 
results for both the low temperature and the high 
temperature load systems for two months of the year and 
for the entire year. The ·performance factors are 
(lpfinPil AS fnllOWR: 

1HOR 
1CIN 
1ACPT 
Qt:'Ol.IT 
QSIN 
Q30UT 
QLOAD 
Solar Fract. 

Global horizontal insolation 
Insolation on collector surface 
Amount Of ICIN accepted by CPC 
Net energy gain of collectors 
Amount of QCOUT input to storage 
Useful Energy output from storage 
Total load energy requirement 
Fraction of QLOAD met by solar energy 

Agreement in the long term results is generally ex
cellent. Rarely do differences in any of the perfor
fl•<ul•~"' mM.'Illre~ flxcced 2 or ) poro~:mt. All solar 
fraction predictions are within .02 in every month for 
both the high temperature and low temperature systems. 

'l'noro D.rb' ollly '" .r ... w ,,·.t:"'"'wthy di ffr:rcncc;o evident in 
these results. One is the slight, seasonally dependent 
difference in tilted radiation (ICIN) between DOE-2 and 
the other codes, which suggests a small ::;y::;temat:lr. 
error in the insolation tilting algorithm in DOE-2. 
LASL shows consistently smaller pipe losses as evident 
in the differences between collector output (QCOUT) and 
storage input (QSIN). The largest disagreement is in 
the collector output (QCOUT) for the 'high temperature 
load. The inclusion of collector capacitance effects 
in the LASL model probably accounts for its lower per
formance prediction. The TRNSYS (Altas) results seem 
to be consistently higher than the others. Small 



differences in control system, heat exchanger, and 
piping loss modeling could be responsible. 'fhe effects 
of these differences are accentuated in situations when 
the radiation intensity is low and the load temperature 
requirement is high (as in January for the high 
temperature load). In such situations, the "critical" 
insolation level needed to provide useful energy gain 
is often very near the radiation available and net gain 
is highy sensitive to system parameters that define the 
"critical" insolation level. 

Short Term Hesults 

The short term results for the low temperature loa~ 

system are shown in the plots of Figures 3, 4 and 5. 
ThftSfl arfl hourly plnt-. nf i;.h~ oo:-ll~ator output onl)rGJ 
and the tank top and bottom node temperatures for the 
first three days of .Tanuary. 

The collector output <;Omparisons show near perfect 
agreement. The timing problems seen in previous 
exercises are not evident here. Small phase shifts in 
hourly results had been caused by small differences in 
the way the ~odP.s computed solar time from local 
standard time and the way in which time was aligned 
with hourly insolation data. These problems have 
finally been resolved in the current exercise because 
of two factors: 1) TMY data is already in solar time, 
so no transformation of time is required (provided 
solar time is used as the simulation time base), and 2) 
all participants have correctly lreated the radiation 
data as an integrated total over the hour and have 
hence aligned the data with the hour angle from the 
preceding half timestep. 

The excellent agreement in collected energy indicates 
that the CPC optics have been modeled in an equivalent 
manner and that no major differences exist anywhere 
else in the system, particularly on the collector side 
of the storage tank. 

The plots of the top and bottom nodes of the two-node 
tank models reveal some minor differences in the codes. 
On the whelP., T.ASJ., predicts a sl i.ghtly hi ghr., ileBT"'"' of 
stratification than the other codes. TRNSYS. (Altas) 
and DOE-2 show nearly perfect agreement throt~hout, 

while TRNSYS (UW) and LASL agree well during certain 
discharging periods (as in hour 30 and 55 in Figure 4). 
These differences are presumably due to small differ
ences in the way the mixing assumptions have been 
implemented in the code, as discussed below. 

DISCUSSION 

The final results do not reveal significant sources of 
difference since most of them were finally resolved. 
The following discussion therefore highlights some of 
the modeling problems and approaches encountered in the 
exercise. 

Insolation Data 

All previous SSEA comparison exercisP.s 1.1sed an hourly 
weather data base assembled several years ago for 
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comparisons within the International Energy Agency 
(IEA). This data contained no beam or diffuse break
down of the hourly total global horizontal insolation, 
necessitating that each code estimate it. Even though 
a common algorithm was specified for splitting total 
radiation into beam and diffuse components and for 
translating these components to tilted surfaces, the 
codes predicted somewhat different splits and hence 
different tilted surface insolation. This was due to 
several small differences in the calculation of solar 
time, in aligning the insolation data with solar time, 
in the treatment of beam radiation near sunrise and 
sunset, etc. Many of these problems were eliminated 
when the use of the 1yPical Meteorological Year (~IT) 

for Albuquerque was specified for the problem. The ~IT 
data includes both measured total global radiation and 
direct normal radiation as predicted by the "Aerospace 
Corpol:'ati nn" mdel. 

As evident from Table 1, the insolation calculated on 
the plane of the collectors (Qr.T.N) was nearly identical 
for each code when usi~ the TMY data. It was 
observed, however, that when the ~ direct radiation 
was compared to that predicted by three other beam
diffuse models available in TRNSYS (the Liu-Jordan, the 
old Bees method, and the Hottel-Bugler method) the ~ 
value was not generally in agreement.- Because of the 
highly random nature of the Aerospace direct normal 
radiation model, hour by hour correlation with other 
non-random methods cannot be expected. This is 
apparent from Figure 6, which shows the scatter of 
hourly insolation data from the Albuquerque TMY tape 
superimposed on the "Boes" correlation used in previous 
SSEA exercises. Although the splits of the monthly 
totals come out about the same for all models, any skew 
in beam-diffuse breakdown for a particular month or 
season can have a significant impact on the predicted 
performance of collectors which utilize predominantly 
b"'arn rFHii,.tion. 
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Working Fluid 

The euuel:l involved in this exercise ohure the 
assumption of constant working fluid properties. 
effect is not believed to be large for the 

basic 
The 

system· 
investigated but this has not been verified since all 
codes made the same assumption. 

Collectors 

Stationary and seasonally adjusted flat plate collec
tors, optimally tracking CPCs with flat plate receiv
ers, and stationary CPCs with evacuated tubular receiv
ers were investigated at various times in the compar
ison. Several collector modeling approaches ranging 
from detailed modeling of fundamental mechanisms to 
various adaptations of the Hottel-Whillier•Dliss model, 
to purely empirical representations, were considered 
and tested. Each approach can be impiemented in 
virtually any of the codes and should be selected after 
consideration of the purpose of the simulation and the 
amount Of H!or.t thf! user is willing to invest. 

In this, as in previous SSEA comparisons, excP.llent 
agreement was found between the flat plate collector 
models using different modeling approaches. This 
should be expected because of the widely known and 
accepted flat plate steady-state performance theory. 
The only factor that causes systematic differences in 
the results is the treatment of collector heat capac
itance. For typical flat plate collectors, consider
ation of collector thermal capacitance has been found 
to reduce the long term solar contribution in this 
exercise from about 1 to 3 "percent solar". 

An optimally tracking flat plate collector enhanced 
with moderately concentrating East-\4est oriented CPC 
rdlectors was inveatigatcd. Most participants ile
elopeu muueb by extending the flat plo.te collector 
theory to int:luue tile CK: optical I:!Jw.ly:;lu u!' Rubl and 
Winston. A steady state collector simulation compari
son test was conducted to identify sources of dif
ference in the models. Errors were resolved and 
agreement in long term system performance wall even
tually achieved. 

Since this collector model did not represent any 
existing practical collectors, the final problem state
ment specified a commmercially available CPC collector, 
the General Electnc 'l'C-1 00 evacuated Lubular· collec
tora in low concentration CPCs ori.entP.il North-South on 
a stationary South-facing bed. Since the detailed 
modeling of this array was deemed beyond the scope of 
this "sys tern performance" comparison, it was agreed to 
use a quadratic fit of thermal performance test data 
taken in accordance with ASHRAE 93-77. The use of two 
empirically del'i ve<l. 1nc1deuee augl8 modifiers was con·· 
sidered for the components of insolation in the verti
cal plane of, and in the plane perpendicular to, the 
CPC axis. It was decided, however, to model the beam 
and diffuse components of radiation accepted by the CPC 
as functions of solar position and then to apply the 
empirical efficiency equation to the radiation 
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accepted. This properly accounts for the angular 
acceptance of the CPC but ignores the angular 
depeDdency of the T~ of the receiver. 

The insolatio~ angular acceptance DDdel independently 
developed b,y several participants expresses the total 
radiation incident on a CPC receiver (IACPr) as a 
function of the til'.ed surface beam (IB), sky diffuse 
(ID), and ground reflected (pi.ror) components, and 

corresponding "view factors" FB' FD' and FG. 

For a CPC, radiation is accepted if the component of 
the angle of incidence measured in the plane of the 
perpendicUlar to the CPC axis (n) .is less than the ac
ceptance half angle (e). This is relatively ·straight
forward for.beam radiation since it is either all 
accepted or all rejected. 

F
8 

1 if n < e 

F
8 

o if n > e 

where n [ 
sin(~ 1' ) sinS l 

- t -1 . s c z . 
- an cosacose +sinasin8 cos(~-~.) . 

z . z s c 

for N-S axis CPCs 

and ~s azimuth of sun 

~c azimuth of collector surface 

e zenith angle z 

a collector slope· 

For sky and ground radiation, however, the exact 
expressions are rather complex. The approximations 
used b,y most participants for FD arufF~· were: 

FD ~ (1 + cos 8)/2C 
FG ~ (1 ·-·cos a)/2C 

'nl,ese .. are simply tlie view factors of a flat plate to 
·the sky and the ground respectively, divided by the CPC 
concentratiOn ratio, C. A forthcomi:Dg paper b,y J.C. 
Mitchell of the University of Wisconsin will present 
exact expressions for all of these view factors for the 
general case of arbitrary CPC orientation. 

Tank 

Thermal stratification in liquid solar energy storage 
tanks is a physically complicated mechanism but results 
suggest that the relatively simple nod~ mudels em
ployed by each of the codes are probably adequate. The 
tank DDdels employed b,y the various codes differ 
significantly only in two ways: the mixing assumptions 
(essentially "no mix" or "complete mix") and the number 
of isothermal layers modeled (from 2 to 5)~ 

The "no mix" assumption ia that liquid entering the 
tank-finds the tank·node that it is closest to in tem-. . 
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perature (and hence density) without DllXl.Dg with 8IlY 
intermediate nodes. _The entering liquid mixes with 
this node and displaces liquid toward the exit node, 
DDdifying the temperatures of all "downstream" nodes. 
The "complete mix" assumption is that liquid entering 
the· tank mixes completely with the ·node at which it 
enters, again displacing liquid into all nodes in the 
direction of the exit node. These. two assumptions 
represent limiting cases for a given number of nodes in 
stratified tanks. The "no mix" assumption overpredicts 
stratification and system performance, while the 
"complete mix" assumption underpredicts stratification 
and performance. 

A sensitivity study 1i'8S performed. on the mixing assU~~qr 
tiona and number of tank nodes using the LASL code and 
an earlier statement of the IPH probl:¢m with the open 
loop, low temperature load. In the low temperature 
load simulations, mains supply water at 10°C entered 
the bottom of the tank while high temperature collec
-tors delivered very hot water to the top. The tank had 
a height-to-diameter ratio of 1. 75. These factors were 
thought to contribute to very significant stratifica
tion and to accentuate differences in stratified tank 
models. The results, shown in Figure 7, reveal 
surprisingly little difference in annual system per
formance, however. Modeling two nodes instead of one 
accounts for most of the maximum effect attributable to 
stratification. The "no mix" assumption and the use of 
more nodes always result in better performance but 
little improvement ia seen for more than three nodes, 
especially in the "complete mix" case. This data does 
not prove which model best represents reality; that 
depends on the kinetic energy and geometry of the 
entering and exiting flowetreams. It seems likely, 
however, that the two-node ~no mix" or the three-node 
"complete mix" models are the most accurate for most 
solar storage tanks. For IPH systems employing faster 
tank cycling rates or lower supply and return tempera
ture differences, the effects of these assumptions will 
be even less significant than shown in ·Figure 7. For 
the final results of .Table 1 , the participants agreed 
to use two--node tank models. 

z 
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t; 
cr 
~ .68 
a: 
cr 
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g 

2 3. 4 !S 6 
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Figure. 7 Effect of Tank Modeling Assumptions 
on Annual S¥stem-Performance 



Industrial Process Load 

Modeling industrial process loads requires a means of 
specifying hourly profiles of energy or flowrate re
quirements for an entire year. Most industrial process 
loads are cyclical on a daily, weekly and. seasonal 
basis. As a result, a general means of specifying 
different schedules for weekdays, weekends and holi
days, for different times of the year is convenient. 
OOE-2 has the most· flexible and user-oriented 
capability in this regard. TRNSYS can handle 
"scheduling" fairly conveniently, by multiplying the 
outputs of several "cyclical forcing functions". 

The load profile specified in the problem statement was 
"on" for the first 45 minutes of each hour and "off" 
for the last 15 minutes. Since TRNSYS can take 15-
minute timestepa, the load was modeled just as de
scribed. The other codes rely on hourly timesteps and 
therefore represented the. load as a series of average 
hourly loads. For the systeDB investigated here, the 
approximation seemed to cause no significant bias in 
the predicted reaultu. 

The thermal loss coefficient and heat capacitance of 
intercomponent piping was specified. Because the pipes 
were bigger and longer ~ because they were located 
out of doors, they were more significant in this 

. problem than in previous·SSEA comparison exercises. A 
programming error was identified in the TRNSYS model as 
a result. In addition, some doubt was cast on the 
utility of the simple "lumped" or one-node pipe model 
employed in TRNSYS. Several of these could be used "in 
series" to model a long pipe· but this is a trick that a 
typical user would not employ. The "long term'~ effect 
of pipe capacitance and heat loss can be seen by 
comparing the differences between collector output 
(QCOUT) and storage ~put (QSIN) in Table 1. LASL 
predicts significantly less loss than the other codes 
but the overall effect on the system performance is 
still minimal. 

CONClUSIONS 

The predicted results of three solar system simulation 
codes have been successfully compared for a series of 
systeDB involving typical industrial heat applications 
of solar energy. After an iterative series of problem 
redefini tiona and recomparisons of results, agreement 
has progressed from the order r:it' ~10 percent to _:1 
percent. In the process, at least one outright error 
was found, CPC and tracking collector modeling capabil
ity was added to the codes, and different user ap
proaches to solving the problem were identified. 

The effects of thermal storage stratification modeling 
assumptions have· been examined. Two mixing assumptions 
commonly used in simulation models effectively bracket 
the range of stratification achieved _in real storage 
tanks and this range is less critical to long term 
performance than is often believed. 

468 

'fork on comparisons of these codes in the future should 
probably concentrate on comparing new and more sophis
ticated component models, since it has been shown that 
the mechanics of performing the system simulation are 
performed nearly the same by all codes. Significant 
differences caused by faulty modeling assumptions or 
coding errors are likely to exist in any new, non
trivial model. Software-software tests, particularly 
at the component level, are the most efficient and cost 
effective wav of locating and correcting them. 

Tracking, evacuated tube, and other high performance 
collector models should be systematically compared. 
The effects of capacitance in collectors, and plumbing 
could be more accurately modeled and compared. The 
importance of variable fluid properties should be · 
ascertained and models for two-phase flow in high 
temperature systeDB could be developed and compared in 
future exercises. 

The critical importance of uaer error has been noted. 
The agreement between the final results is. near the 
limit of oonvorseJ:lC4j of thP nnii1P.ri c:lil algori ~ em
ployed by the codes in most CliDee and hence is as good 
as can ever be expected from simulations. However, 
even though very experienced uaers were. involved in 
this exercise, each made at l~t one serious input 
error that would have gone unnoticed without the 
opportunity for comparison t~ the resui ts of the other 
participants • 

Future development work in public domain codes should 
recognize th~t, in practice, user error overwhelms the 
differences caused by modeling assumptions and solution 
algori thDB. There are countless ways to make errors in 
the preparation of input for even relatively simple 
systell.'6 in both TRNSYS and IX>E-2. The IX>E-2 user 
interface has been designed especially to minimize the 
>pportuni ty for error and is . certainly better t)lan 
rBNRYl:; jn thlit respect. 
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Second Annual 
Systems Simulation and 
Economic Analysis Conference 

January 22 

7:00 - 9:00 p.m. 

January 23 

7:00 - 8:00 a.m. 
8:30a.m. 
8:00a.m. 

January 23-25, 1980 
Bahia Hotel 
San Diego, California 

Agenda 

Registration 

Registration 
Registration moves to Mission Bay Lounge 
Opening Remarks- Or. Fred Morse- Department of 
Energy 

Concurrent Sessions: a 

8:40a.m. 

9:00a.m. 

9:20a.m. 

9:40a.m. 

!O:OOa.m. 

Seaalon Ia - Systems Simulation I Mission Room 
Dr: William Beckman, Chairperson -
University of Wisconsin 

System Analysis for Multizone Buildings 
J. Ottenstein, J.W. Mitchell and W.A. Beckman
University Qf Wisconsin 
SEAl D0E'2 Solar Simulator Study 
A. Eden...: Solar Energy Research Institute 

Systems Analysis of the Thermal Perf"rmance of 
Operating Systems 
D. S. Ward-Colorado State University 

Analysis of ConimUnity Solar Systems for 
Combined Space Heating and Domestic Hot 
.Water Using Annual Cycle Thermal Energy 
Storage 
F.C. Hooper, J.D. McClenahan, R.J.D. Cook
University of Toronto, 
F. Baylin and R. Monte-Solar Energy Research 
Institute 
Simulations and Experiments on the Arlington 
House System 
M.A. Daugherty and J.W. Mitchell-University of 
Wii~onsin 

10:2o-10:40 a.m. Break 

10:40 a.m. 

11:00 a.m. 

11:20a.m. 

11:40 a.m. 

12:00 Noon 

12:20- 1.:40 r m 

Seulon lla • Controls I Mission Room 
Dr. Mash uri L. Warren. Chairperson
Lawrence Berkeley Laboratory 

Control Strategies for Dual Tank Storage 
Systems: an Experimental Comparison 
R. Wolfson and H. Harvey-Middlebury College 
Enhancement of Performance of Active Solar 
Systems by Optimal Control and System 
Identification Techniques 
C: J3a~r. D. Pryor. C.B. Wino-Colorado Stato 
University 
Analytic Techniques for Development of .Control 
Strategies for Passive Solar Building 
M. Fichor. P. HorOO!fold, R. Fi~ehl·-· Drexel 
University 
Optimal Coritrol of Combined 
Phot~voltaic/Thermal Solar Heating and Cooling 
Systems 
E.O. Bazques, O.K. Anand, R.W. Allen-University 
of Maryland 
SOlar Flat Plate Collector Control SyStem 
SensitivitY Analysis 
P.R. Herczfeld, R. Fischl, S. Konyk-Orexel 
University 

.r.nnfP.rP.nr.e Luncheon 

Mezzanine 

Mezzanine 

Mission Bay Ballroom 
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Sesalon lb • Systems Economics I Bay Room 
Mr. Clair Ellis, Chairperson- Aerospace 
Corporation 

Energy Conservation and Passive Solar: Working 
Together 
J.D. Balcomb-Los Alamos Scientific Laboratory 
Selection of Economically Optimum Solar Energy 
Heating Systems by Analysis and Simulation 
R.C. Estes and W. Kahan-The Singer Company 

.Simulation and Cost Optimization of the Solar 
Assisted Annual Cycle Energy System (ACES) 
J. W. MacArthur and K. Nguyen -Energy 
Resources Center -Ho!'leywell 
An Optimization Technique for Minimizing the 
Cost of Sell-Powering Industrial HVAC Systems 
D. S. Cowen-Institute of Gas Technology 

The Application of Simulation Modeling to the 
Cost and Performance Ranking of Solar Ther~al 
Power Plants 
l .. A"Htnl;\e!"g-Jet ~ropuls.ivn L.aboratvry 

Session lib - validation t Bay Room 
Or. William Kennish. Chairperson-TPI Inc. 

Real-World Validation of SHAC Models 
L.S. Morrison-Solar Energy Research Institute 

Field Validation of the Oerob System: The Bruce 
Hunn Residence · 
F. Arumi' -Noe', 0.0 Northrup-University of Texas 

Validation of Solar System Simulation codes by 
the International Energy Agency 
T.L. LrieCfirilfr-AIICt~ Curvuraliur• 
J.C. Hedstrom-Los Alamos Scientific Laboratory 
Analysis of user Effects on the DOE-2 Solar 
Simulator 
J.L. Peterson. S.C. Diamond-Los Alamos 
Scientific Laboratory 

The Sea-Lab Passive Test Building Project 
J.R. Clinton-Solar Energy Analysis Laboratory 
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1:40 p.m. 

2:00p.m. 

2:20p.m. 

2:40p.m. 

3:00p.m. 

3:20p.m. 

4:00.- 4:45p.m. 
6:00 -7:00p.m. 

January 24 

8:00a.m. 

Session lila - System a Simulation II Mission Room 
Or. DanS. Ward, Chairperson-Colorado State 
University 

Feasibility Evaluation for Solar Industrial Process 
Heat Applications 
S.A. Stadjuhar-Solar Energy Research Institute 

Computer-Aided Solar Thermal Systems Analyses 
for Industrial Process Heat (IPH) Applicationss 
S. Sundaram, C.F. Roos, B.G. Eldridge
Jacobs-Del Solar Systems, Inc. 
A Micro-Computer Code for Direct-Coupled 
Photovoltaic Pumping System Simulation 
B.A. Blevins, A.B. Rogers-New Mexico Solar 

'Energy Institute 
Flat-Plate Photovoltaic Array Simulation and 
Design Analysis 
R.W. Weaver-Jet Propulsion Laboratory 
Method for Predicting long-Term Average 
Performance of Photovoltaic Systems 
Y. Gupta, S. Young-Science Applications. Inc. 
Performance Studie& or comornea 
Photovoltaic/Thermal Solar HeB.ting and Cooling 
Sy!ihmw 
~1 R, V~nkate•waran, O.K. Anand-University of 
Maryland 

Informal Discussions 
Cocktail Party - Cash Bar 

Opening Remarks - Dr. Roger Bezdek -
Oepanment of Eneryy 

Concurrent Sessions: a 

8:30a.m. 

8:50a.m. 

9:10a.m. 

0;11) Q..rn 

9:50a.m. 

Session IVa - Control• II Mission Room 
Or. Byron Winn, Chairperson-Solar Environmental 
Engineering Corp. 

Implementation of an Optimal Controller of the 
Second Kind 
B. Winn, C.B. Wino-Colorado State University 

The Comparison of Proportional and On/Off 
C":nller.tnr Looo Control Str~teQies Using a 
Dynamic Collector Model 
S.R. Schiller, M.L. Warren-Lawrence Berkeley 
Laboratory, O.M. Auslander-University of 
California/Berkeley 
Optimal Identification or Parameters in Passive 
Solar Bl•lktino~ 
~. Pryor, r;, ~?I?', r; R Winn=r.ntnrar1n StAIA 
Uf'liver!ity 
r:nntrnl Sy•l•m AnAivRifi fnr Off-Pegk Auxili~rv 
Heating of Passive Solar Systems 
H.S. Murray. J.O. Balcomb-Los Alamus 
Scientific Laboratory 
J.L. Melsa-Notre Dame University 
Experimental Test Facility for Evaluation of 
Controls and Control Strategies 
M.L. Warrt::!n, S.R. Schiller, M. Wahlig-Lowrcncc 
Berkeley Laboratory 

10:10- 10:40 a.rn. Rreak 

10:40 a.m. 

11'1_01.; m 

11:20 a.m. 

11:40a.m. 

12:00 Noon 

12:20- 1:40 p.m. 

Seeelon Va - Systems Simulation Ill Mission Room 
nr .lamAR Aaughn, Chair~r$Qf!-I.Jniv~r~ity nf 
California - Davis 

Simulation and Design Methods for a Solar 
Central Receiver Hybrid Power System 
M.D. Walzei-Univtnsity uf Houston 

PIALOR-1. A Ovl~i Th~rm~l Gptom Gimulolion 
J.G. Finegold, F.A. Herlevich-$olar Energy 
Research Institute 

Performance of Distributed Active Solar Power 
Systems 
P.A. Curto. W.E. Jacobsen, A.S. Cherdak-MITRE 
Output Power of Wind Machines 
W.R. Powell-Applied Physics Laboratory, Johns 
Hockins Univer$ity 

Solar District Heating Model for an Azimuth
Tracking Floating Concentrator on a Seasonai
Heat·Storage Reservoir 
C. B. Cluff, A.B. Kinney-University of Arizona, 
Water Resources Research Center 

Lunch Break 
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Session lllb - Systems Economics II Bay Room 
Or. J. Douglas Balcomb, Chairperson-
Los Alamos Scientific Laboratory 

Economics of Solar Domestic Hut Water' Heaters 
in California 
M.F. Young, J.W. Baughn-University of 
California, Davis 
A comparative Analysis of Six Generic Solar 
Domestic Hot Water Systems 
A.B. Farrington-Soler Energy Research Institute 

Comparison of Solar Power Systems: Thermal 
and Electric. 
J.J. tannucci-Sandia Laboratories, Livermore CA. 

Inflation and Taxes in Benefit-Cost Analysis. 
J.C. Ellis-The Aerospace Corporation 

Solar Assisted Heat Pump Swimming Pool 
Synergistics for Domestic Heating 
T.R. Galloway-Lawrence Livermore Laboratories 
EERI; On-Line ModAI'i Ubrar}.t a net 
Solar Models Data Base 
N. BirkenHeuer, K. Kramer-Solar Energy 
Ro~earcn 1nst1turu 

Bay Room 

Mission Bay Ballroom 

b 
Session IVb - Systems Economics Ill Bay ROOm 
Dr. Ashley Emery, Chairperson-University of 
Washington· 

The Effects of Ownership Options. Government 
Policies. and Operational Alternatives on the 
Economic Viability to Specific Investors of · 
Investment in Small Power Systems 
J.V.V. Kasper-University of California, L.A. 
A.B. Davis-Jet Propulsion Laboratory 

SOLSTOR Results for a Photovoltaic/Bauery 
System with Time·of-Day Pricing and Sellback 
t:l.l .... L.asKey, u.L. GasRI:!y-!cun.lla Lai.Ju•atulle~ 

Economic Worth of On-Site Solar Electric 
Generation t\) ~entral Utility Stations 

~~~~~~!aA=PI~c~i~~:' ~~~.Merrill, S. Young-

Economies of Scale in the Acquisition of Solar 
tMf~Y 
C.Diok, C. Grobonstoin-E)IJCOn Enterprises, Inc. 

The Thermal and Economic Implications of the 
Cily of Seatlle Energy Code 
A.F. Emery, D. A. Heerw~g~n. C .J KiprAnhan
University of Washington 

Session VB - Component Simulation Modele Bay Room 
Dr. John Andrews. Chairperson-Brookhaven 
N3110M31 LHUUfHIUry 

Transient Modeling of Lithium Bromide Water 
Absorption Machines and Their Validation 
A.B. Abarcar. O.K. Anand I R.W. Allen-University 
of Maryland 
Solar "ArP.ar1hnw'' Simulation ll~ino n.A.T.A.'s 
I BBA t:ooe 
B. Maeda-Oavis Alternative Technology 
Associates 
TRNSYS Simulation ot Chemical Heat Pumps for 
Solar Hoa.ting, Cooling and Storage 
P. 0'0. Offenhartz-EIC Corporation 
A Comparison of Two Techniques for the 
Simulation of PV Systems 
L.l. Bucciarelli, B.L. Grossman-MIT Lincoln 
Laoorarory 
Modeling and Economic Analysis of Air Leaks in 
a Solar Air Heating System 
J.G. Shingleton. D.E. Cassei,-Mueller 
Associates. Inc., M.E. McCabe-National Bureau 
of Standards 



1:40 p.m. 

2:00p.m. 

2:20p.m. 

2:40p.m. 

3:00p.m. 

3:20p.m. 

4:00- 5:30p.m. 

January 25 

8:00a.m. 

Session VIa - Simplified Analyses Mission Room 
Mr. Thomas Freeman, Chairperson-
Alias Corporation 

Calculation and Optimization of Solar Energy 
Collectors tor Process Heat 
P. Bendt, A. Rabi-Solar Energy Research 
Institute 

FChart Version 4.0: The University of Wisconsin 
Solar Energy Design Program 
J.C. Mitchell-University of Wisconsin 
A Simplified Thermal Performance SimulatiOn 
and Economic Analysis Methodology for Design 
of Passive Solar Homes 
L. lcerman. K. Myers, A. Swift-Washington 
University 

·Long Term Solar Cooling Systems Performance 
Predictions Via a Simplified Design Method 
O.K. Anand, R.B. Abarcar, R.W. Allen-University 
of Maryland 

A Model for Performance and Economic Analysis 
of Active and Passive Solar Energy Systems 
B. Karpay, J: Kurtz-Booz·AIIen & Hamilton Inc. 

Solcost': A Solar Energy Design Program 
D.E. Hull, R.T. Giellis-Martin Marietta AerospacP. 

Informal Discussion 

Opening Remarks - Department of Energy 

Concurrent Sessions a 
Session VIla • Cltmate Analysis Mission Room 
Or. Robert Busch, Chairperson -
Bickle/CM Corporation 

8:30a.m. . Regional Differences in Solar Radiation 
Availability 
R.J. Bahm-University of New Mexico 

8:50a.m. A Comparative Study of the TRY and TMY 
Meteorological Data 
J.V. Anderson, D. Madison-Solar Energy 
Research Institute 

9:10a.m. An "MAT Method" of Calcuiating Radiant Heat 
Transfer 
J. Cerroii-UCSD Energy Center 

9:30 a.m. The New SEAl Data Base for Validating Passive 
System Computer Models 
A.D. Busch-Bickle/CM Corporation 

9:50a.m. Standard Assumptions and Methods for Solar 
Heating and Cooling Systems Analysis 
C. Leboeuf-Soler Energy Research Institute 

10:10- 10:40 a.m. Break 

_10:40 a.m. 

11:00a.m. 

11:20a.m. 

11:40 a.m. 

12:00 Noon 

12:20 p.m. 

12:40 p.m. 

1:00 p.m. 

Seaalon VIlla • s·yaterna Economlca IV Mission Room 
Or. William Duff, Chairperson-
Colorado State University 

Economic Analysis of Conductor·lnsulator· 
Semiconductor (CIS) Solar Cells 
A. Singh, W.G. Ouff, ... I. B. Ouiuw, f'oJ.L. Weaver
Colorado State University 
Feasibility Study for Anaerobic Digestion of 
Agricultural Crop Residues 
E. Ashare, MG. Buivid, E.H. Wilson 
Dynatech RID Company 
Thermal and Cost Goals lor Passive Solar 
Designs 
F. Roach, S. Noll-los Alamos Scientific Labs 
S. Ben·Oavid, C Kirschner-University of 
New Mexico 
Solar Technology Market Penetration Analysis: 
An Approach 
e.G, Silverman. P. FontainA-SAnta FG Co!'poration 
Technical and Economic Feasibility of SOlar .. 
Ponds in large·Scale Agricultural Applications 
E.I.H. Lin, W.T. Sha,-Argonne National 
Laboratory. S.L .. Snn-llniver-.ity of lllinoic, 
Urbana 
Solpond ·A Simulation Program for Salinity 
Gradient Solar Ponds 
J. Henderson, C. Leboeuf-Solar Energy 
Research Institute 

Closing Remarks 

Adjournment 
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Session Vlb- Building Load Models Bay Room 
Or. Jane Pejsa. Chairperson-
Honeywell Corporation 

A Simplified Solar Heating System Performance 
Estimator for Residential Applications 
J.H. Pejsa-Honeywell. Inc. 

On Extracting Useful Building Performance 
Characteristics Without Simulation 
A.V. Sebald-University of California, San Diego 
Comparison of Building Thermal Analysis Methods 
K. Harrington, R.T. Lydon-ARGA Associates 

Predicting the Time Response of a Building 
Under Heat Input Conditions for Active Solar 
Heating Systems 
M.l. Warren, A.F. Sakkal, S.R. Schiller-Lawrence 
Berkeley L.Sboratory 
Simulation and Performance of Double Envelope 
Houses in Cold Climates 
B. Maeda-Oavis Alternative Technology 
Associates 

Simulation of Passive/Hybrid Solar Homes with a 
I.Jsar·Accessible Computer-Based Design Tool 
0. Straub, 0. Smith, M. Browne-Ecotope Group 

Mission Bay Ballroom 

b 
Session Vllb - Systems Simulation IV Bay Room 
Mr. Anthony Eden, Chairperson-
Solar Energy Research Institute 

Optimizatiori of Solar Assisted Heat Pump 
Systems Via a Simple Analytic Approach 
J.W. Andrews-Brookhaven National Laboratory 
Sensitivity Analysis of Solar Assisted· Heat Pump 
Sy~tAm~. 
P.J. Hughes. J.H. Morehouse-Science 
Applications. Inc .• T.D. Swanson-Mueller 
Associates, Inc .• W.J. Kennish-TPI. Inc. 
Performance Design Correlation Study of Solar 
Assisted Heat Pump System Installed in Maryland 
R.E. Dame-Mega Engineering. 
Results of Systems Simulation and Economic 
Analysis of Solar·Powered Turbocompressor 
Heat Pump 
G. Melikian, B.W. Rhodes, T.N. Oboe-United 
Technologies ·' 
Application of Data from the National Solar Data 
Netw.ork (NSON) to Simulation Studies 
L. Ooak, A. Waterman-Automation Industries, Inc., 
Vitro Laboratories 

Seoslon Vlllb - Validation II Bay Room 
Ms. Louise Morrison, Chairperson -
Solar Energy Research Institute 

Validation and the Building Energy Performance 
Standards (BEPS) Program 
W. 1-tennish-TPI, Inc, T.M. Knasel=-!4.:hmcH 
Applications, Inc. 
The DOE·2 Verification Project: Phase I Results 
S.C. Diamond, B.D. Hunn- los Alamos Scientific 
Laboratory 

/ 

COMMIX ·SA: Validation, Application and 
Extension of a Solar Design Tool 
E.I.H. lin, K.V. liu. W. T. Sha-Argonne National 
Laboratory 

A Comparative Analysis and Evaluation by Test of. 
Solar Heating and Cooling Computer Models 
A.b. Morriom Arthur D. littlo, Inc. 
Solcost Program Sensitivity to Input Model 
Parameters 
L.J. Lantz, E. Hancock-Solar Environmental 
Cngineerin~ Cu. 

A Comparison of the Predicted Performance of 
Several Solar System Simulation Codes for an 
IndUstrial Process Heating System 
T.l. Freeman-Aitas Corporation 

Mission Bay Ballroom 



January 23, 1980 

9:00 a.m. 

10:00 a.m. 

11:40 a.m. 

11:40 a.m. 

CANCELED PRESENTATIONS 

Selection of Economically Optimum Solar Energy 
Heating Systems by Analysis and Simulation 

R. C. Estes and W. Kahan 
The Singer Company 

The Application of Simulation Modeling to the Cost and 
Performance Ranking of Solar Thermal Power Plants 

L. Rosenberg 
Jet Propulsion Laboratory 

Optimal Control of Combined Photovoltaic/Thermal Solar 
Heating and Cooling Systems 

E. 0. Bazques, D. K. Anand, R. W. Allen 
University of Maryland 

Analysis of User Effects on the DOE-2 Solar Simulator 
J. L. Peterson, S. C. Diamond 
Los Alamos Scientific Laboratory 

2:20 p.m. A Micro-Computer Code for Direct-Coupled Photovoltaic 
Pumping System Simulation 

Januarx 24, 1980 

1 :40 p.m. 

January 25, 1980 

9:10 a.m. 

Lli!nuary 23, 1980 

B. A. Blevins, R. B. Rogers 
New Mexico Solar Energy Institute 

Calculation and Optimization of Solar Energy Collectors 
for Process Heat 

P. Bendt, A, R~hl 

Solar Energy Researl:h Institute 

Performance Design Correlation Study of Solar AssisLeu 
Heat Pump System Installed in Maryland 

R. E. Dame 
Mega Engineering 

CHANGES IN PRESENTATIONS 

Session IIIb - Systems Economics II Bay Room 

3:00 p.m. Solar Assisted Heat Pump Swimming Pool Synergistics 
for Domestic Heating 

T. R. Ga 11 away 
Lawrence Livermore Laboratories 

WILL BE PRESENTING IN SESSION VIlb - 9:'10 a.m. - January 25, 1980. 

3:20 p.m. Solar Models Data Base 
Kate Kramer 
Solar Energy Research Institute 

WILL BE PRESENTING AT Session IIIb - Systems Economics II at 3:00 p.m. 
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GRAPHICAL CUt-lATE DISPLAYS 

by 
Raymond J. Bahm 

Bickle/CM. 
2403 San Mateo NE 

Suite S-8 
Albuquerque, New Mexico 87110 

(505) 884-5838 

INTRODUCTION 

The 3-dimensional displays in this report provide 
a simple, rapid method of characterizing the climate 
at a location. These displays provide qualitative 
information on the performance-which might be ex
pected from particular types of solar space heating 
systems and can be used to aid in preliminary 
decisions of solar space heating systems and other 
mechanical and architectural designs. 

SOLTEMP DISPLAYS 

The solar and temperature climate at a particular 
location can be characterized by mapping the com
bination of solar radiation availability and mean 
daily temperatures onto a single-three-dimensional· 
graph. The lower axis is mean daily temperature, 
degrees F. The axis on the left in ·the figure 
represents tile daily total solar radiation availa
bility as a percent of extraterrestrial (ETR) solar 
radiation. The vertical. axis shows the rP.lat.ive 
frequency of occurrence of the combined solar· 
availability and mean daily temperature. This is 
called the Sol-Temp Data Space. 

Warm days are represented to the left of the ~raphs, 
and cold days Lu Llie r1yht. :::.uriny days are at the. 
upper portion of the graphs and cloudy days on the 
lower portion. 

OPERATION OF SOLAR SPACE HEATING SYSTEMS 

The operation of a typical-active solar heatinq 
:;y3tem can I.Je characterized on the Sol-Temp Space 
by referring to the figure below. The area to the 
left of the heavier line represP.nt.c; rl.:tys when the 
solar system is not used (average daily temperature 
is above 65°F; no heating is required). The area 
to the upper right of the space, above line A, 
represents days when the solar system has full out
put capabilities because there is plenty of 
available solar radiation. Days when the solar 
system doesn't collect any energy, because there 
is not sufficient available energy to overr.omp 
collector and other system losses, are represented 
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to the lower right of the space, below line B. 
Thus, B represents a lower threshold for active 
system operation. The area between lines A and 
B represents days when the syst.P.m performance is 
a strong function of the various system design 
parameters--storage size, collector area, outdoor 
temperature, etc. In this region the system per
formance should be very sensitive to the availabili
ty of solar radiation. The actual positions of 
lines A and B will be a function of the system 
parameters. For typical active systems, A is at 
1bout 60 percent ETR ~nd B at about 25 percent ETk. 

·Passive solar space heating systems can have a 
.variety of characteristics, and cannot be character
ized as easily as active systems. Passive systems 
are.often described as collecting energy even at 
very low levels of radia.tion--about 5% of ETR. It 
may, therefore, be worth considering passive designs 
in climates like those of the Northeastern U.S. 

A COMPARISON OF FOUR CITIES 

Specific climatic characteristics of four cities 
are compared in the following displays. In addition 
to the Sol-Temp displays three other examples of 
displays arc shown. 

Each display type was prepared to answer specific 
questions. A large vnriety of display types are 
possible. At this point only a fP.w of these 



possible displays have been prepared. 

This set of displays is part of a program to 
develop graphical tools which can aid ·the architect, 
engineer and other designers in making preliminary 
design decisions. 

The first step in our program is to formulate those 
questions about climate which require answers 
early in the design process. We invite you to 
help with this step by identifying typical design
er's needs. The next step is to prepare displays 
which attempt to pro vi de answers to these questions.· 
The third step is to actually use the displays 
generated during the design process, thereby _ 
evaluating their effectiveness. We believe this 
is the most important step in developing useful 
design tools. The last step is to prepare a.ncl 
effectively disseminate these displays for use 
by thP clPs i ~m community. 

llATA S.Q!.!R.CES 

The data for these displays were taken from the 
SOLMET data tapes available from the U.S. Department 
nf CommP.rce. National Oceanic and Atmospheric · 
Administration, Environmenta·l Uata ana Inforllldlion 
Se•vice,'National Climatic Center, Asheville, NC. 

0 

0 

0 

0 

0 

ATLANIA 

RADIATION VS TEMPERATURE ANALYSIS 

Cuul = Clear C.ond1t1om; 60% o;of 11.-nt.ing Sca~on 

ActiVe Solar System Not Useful for 30% of 
Heating Season 

Coldest Weather Occurs with Clearest Conditions 

Passive System Designed to Capture Maximum 
Diffuse Radiation May be Useful When Active 
Systems Are Not. 

"Valley" in Center of Plot Implies Active 
Systems Either "On" or "Off" 
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o Hassive Systems Designed to Capture Maximl!m 
Diffuse Radiation Prone to Overheating if Vents 
Not Provided. 

o Climate Seems to Have Two Winter States. Very 
Sunny or Overcast. 

0 

0 

0 

CHATTANOOGA 

. RADIATION VS TEMPERATURE ANALYSIS 

Cold - Clear Conditions 50% of Heating Season 

Ac:t1ve Solar· Systems Not Useful 30% of Heating 
Season 

Passive Greenhouse Systems May be Useful when 
Active Systems are not if the Passive Systems 
are .Designed to Capture Maximum Qiffuse Radiation. 

u "Valley" 1n Center of Plot Implies Active Systems 
Either "On" or "Off". 

0 

0 

Passive Systems Without "Venting" Capabilities 
Prone to Overheating If Designed to Capture 
Maximum Diffuse Recliation. 

Dlve1·~ it.y of Peal<~ Indicates B MnclP.riltely 
Diverse Climate. 



\ 
I 

0 

BOSTON 

RADIATION VS TEMPERATURE ANALYSIS 

Large Percentage of Heating Season Occurs Below 
20% ETR. Thus Active Systems Not Useable During 
These Periods. 

o Center of Plot Quite "Hilly" Indicating System 
Performance Very Sensitive to Design Parameters 
Storage Size, Collector Area, Controls, etc. 

o Coldest Days, i.e., Below 20°F Mean Daily 
Temperature, Occur When Sunniest i.e., 60% ETR 
or Greater 

0 

0 

0 

0 

Large Amounts of Diffuse Radiation During Colder 
Periods Favor Passive Systems Designed to 
Maximize Collection of Diffuse Radiation. 

Vents Should be Provided for Passive Systems 
which Maximize Collection of Diffuse Radiation 
to Prevent Overheating During Sunny Days. 

Large Diversity of Peaks Indicates Very Diverse 
Climate. 

Large Portion of Winter Has Heavy Overcast. 
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HOUSTON 

RADIATION VS TEMPERATURE ANALYSIS 

o Cool - Clear Conditions 50% of Heating Season 

o Active Solar Systems Not Useful 15% of Heating 
Season 

0 

0 

"Valley" in Center of Plot Implies Active 
Systems Either "On" or "Off" 

Climate Seems to Have Two Winter States, Sunny 
or Moderately Overcast, but Rarely Heavy 
Overcast. 

o Climate is Not Very Diverse With Much of Time 
Requiring Cooling 

0 Passive Systems Which Capture Maximum Diffuse 
Radiation Require Venting to Prevent Overheating. 
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