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Nonlinear Evolution of Drift Instabilities in the Presence of Collisions

Plasma Physics Laboratory, Princeton University
Princeton, New Jersey 08544

ABSTRACT

Nonlinear evolution of drift instabilities in the presence of electron-ion collisions in a shear-free slab has been studied by using gyrokinetic particle simulation techniques as well as by solving, both numerically and analytically, model mode-coupling equations. The purpose of the investigation is to determine the mechanisms responsible for the nonlinear saturation of the instability and for the ensuing steady-state transport. Such an insight is very valuable for understanding drift wave problems in more complicated geometries. The results indicate that the electron E x B convection is the dominant mechanism for saturation. It is also found that the saturation amplitude and the associated quasilinear diffusion are greatly enhanced over their collisionless values as a result of weak collisions. In the highly collisional (fluid) limit, there is an upper bound for saturation with \( \epsilon \phi / T_e \simeq (\omega_l / \Omega_i) / (k_{\perp} \rho_s)^2 \). The associated quasilinear diffusion, which increases with collisionality, takes the form of \( D_{qi} \simeq \gamma_i / k_{\perp}^2 \), where \( \omega_l \) and \( \gamma_i \) are the linear frequency and growth rate, respectively. In the steady state, the diffusion process becomes stochastic in nature. The relevant mechanisms here are related to the velocity-space nonlinearities and
background fluctuations. The magnitude of the diffusion at this stage can be comparable to that of quasilinear diffusion in the presence of collisions, and it remains finite even in the collisionless limit.
I. Introduction

It is widely believed that drift-wave-related, small-scale, low-frequency fluctuations are the primary cause for the rapid cross-field transport observed in tokamaks.\(^1\,^2\) In recent years, substantial progress on the theoretical front has been made in understanding the characteristics of these fluctuations and their relation to confinement.\(^2\) One of the most important advances has been the identification of the nonlinear \(\mathbf{E} \times \mathbf{B}\) convection of the ions as the key ingredient for the inverse energy cascade process which leads to broadly peaked frequency and wave number spectra in steady-state turbulence.\(^3\) This work has prompted a number of authors to address the issues of saturation and diffusion based on a fluid ion model for the instability in which the driving and damping mechanisms of the electrons have been incorporated in an \textit{ad hoc} manner.\(^4\,^5\) Pursuing further along this line of research, Hasegawa and Wakatani\(^6\) have used a set of self-consistent fluid equations to study dissipative drift instabilities, while Waltz\(^7\) has extended the approach to include additional physical effects pertinent to tokamaks. Terry and Diamond\(^8\) have also studied the problems of collisional drift waves related to the edge turbulence in tokamaks using a combination of fluid and kinetic (ion Compton scattering) descriptions for the instability. So far, these attempts have helped us to gain considerable insight into the physical processes involved in microturbulence. However, there are several important questions with regard to the basic assumptions made in the aforementioned model equations which remain unanswered. First of all, is it indeed valid to exclude other nonlinear terms from the formalism except for those due to the \(\mathbf{E} \times \mathbf{B}\) convection? Moreover, are the physical processes and the parametric dependences at the saturation of the instability different from those in the steady state? Since most of the present-day tokamaks are operating at the collisionless to marginally collisional limit, it also brings up the question of whether it is appropriate to describe
microinstabilities in the edge region using fluid equations. These are basic issues which should be resolved before embarking upon the next phase of the research in nonlinear microturbulence.

In the present paper, we intend to provide some of the answers by using gyrokinetic particle simulation techniques as well as by solving, both numerically and analytically, the model mode-coupling equations for the investigation of the nonlinear evolution of drift instabilities in the presence of electron-ion collisions in a shear-free slab. There are several distinct advantages for adopting such an approach. The gyrophase-averaged Vlasov and Poisson equations used in this study contain all the nonlinearities relevant for describing low frequency phenomena; we can solve these equations in their entirety via particle simulation without making prior judgments concerning the relative importance of each of the nonlinear terms. In addition, by concentrating on a simple slab model, we can readily identify various nonlinear mechanisms responsible for saturation and transport in the simulation by comparing the results with the solutions from the model mode-coupling equations. Finally, unlike fluid codes, the versatility of a particle code enables us to investigate the instabilities in various collisionalities and gives us the necessary information for comparison with the experimental trends observed in the tokamak edge region, where the plasma is marginally collisional and drift instabilities are thought to be active.

The application of particle simulation to the study of drift waves has a long history. Due to the existence of high-frequency space-charge waves, the conventional codes, limited by large noise level as well as by small time steps and small grid sizes, are rather cumbersome for simulating low frequency phenomena with the characteristic length of the order of $\rho_s$, i.e., the ion gyroradius measured at the electron temperature. The development of a gyrokinetic simulation scheme en-
ables us to mitigate these difficulties.\textsuperscript{15,16} The gyrokinetic formalism also makes it possible to separate formally the spatial scales for the background inhomogeneity from those associated with the perturbations.\textsuperscript{15} Thus, we can study steady-state problems in the simulation without the dominating quasilinear profile modification processes.\textsuperscript{14} This new aspect of the simulation accurately reflects the realistic experimental situation, where the density and temperature gradients, which drive this class of instabilities, tend to persist as quasi-static profiles due to the continuous replenishment of the plasma.

A two-dimensional (or pseudo-3D) gyrokinetic code has been used previously to investigate collisionless drift instabilities in a shearless slab.\textsuperscript{17} It was found that the nonlinear $E \times B$ convection for the electrons gave rise to the saturation of the instability and that the electron velocity-space nonlinearities were related to the steady-state particle flux. These potentially important nonlinear mechanisms have generally been ignored in the confinement studies for tokamaks. The recent progress made in modelling microinstabilities in the edge region\textsuperscript{6,6} affords us an opportunity to assess the relevancy of these nonlinear interactions when the collisions are present. Thus, this paper may be considered as an extension of the work presented in Ref. 17.

In the present study, collisional effects were accounted for in the simulation utilizing the Lorentz collision model.\textsuperscript{18} A one-dimensional diffusion model\textsuperscript{19} was used for the mode-coupling calculations. The results have indicated that the $E \times B$ convection of the electrons, which generates the nonlinear zero-frequency density response and, in turn, nullifies the phase difference between the linear density and potential fluctuations, is still the dominant mechanism for saturation regardless of collisions. [The fluid aspect of this nonlinearity has been discussed in Refs. 20 and 21, and its kinetic collisionless version has also been presented in Ref. 22.] It was also found that the saturation amplitude and the associated quasilinear diffusion were greatly en-
hanced over their collisionless values as a result of weak collisions. This is somewhat unexpected since the linear properties of these instabilities have not been affected by the collisions in any significant manner. In the highly collisional (fluid) limit, there is an upper bound for the saturation with $\frac{e\phi}{T_e} \simeq \left( \frac{\omega_l}{\Omega_i} \right) \left( \frac{k_p \rho_s}{c} \right)^2$, where $\omega_l$ is the collision-independent linear mode frequency, $\rho_s \equiv \frac{C_s}{\Omega_i}$, $\Omega_i \equiv \frac{eB}{m_i c}$ and $C_s \equiv \left( \frac{T_e}{m_i} \right)^{\frac{1}{2}}$. This upper bound may be easily approached with a moderate collision rate. The associated quasilinear diffusion takes the well-known form of $D_{ql} \simeq \frac{\gamma_l}{k_p^2}$, where $\gamma_l$ is the linear growth rate and is linearly proportional to the collision rate. In the steady state, the diffusion process becomes stochastic in nature. The relevant mechanisms responsible for the outward particle flux are related to the velocity-space nonlinearities and the background fluctuations. The magnitude of the diffusion at this stage is again dependent on the collision rate and can be comparable to the corresponding quasilinear values when collisions are relatively strong, and it remains finite even in the absence of collisions. These are very interesting results since the electron dissipation seems to play a more vital role in the nonlinear stage of the instability than what is commonly believed. Most significantly, our results are consistent with the trend observed in the actual experiments which indicate that in the edge region, the fluctuation amplitude is rather insensitive to collisions whereas diffusion increases with density (i.e., sensitive to collisions). We will elaborate on these points later.

The paper is organized as follows: the basic gyrokinetic formalism for studying drift instabilities in the presence of electron-ion collisions is given in Sec. II. Section III presents the gyrokinetic particle simulation results, and Sec. IV describes the analytical and numerical calculations for the model mode-coupling equations. In Sec. V, a brief discussion and some concluding remarks are given.
II. Gyrokinetic Formalism and Simulation Techniques

The gyrophase-averaged Vlasov and Poisson equations used in the present investigation have been derived earlier\(^9,10\) based on the well-known gyrokinetic ordering. The ordering assumes that \(\omega/\Omega, \rho/L, k_{\|}/k_{\perp}\) and \(e\phi/T\) are of order \(\epsilon\), where \(\omega\) is the frequency of interest, \(\Omega\) is the gyrofrequency, \(\rho\) is the gyroradius, \(L\) is the equilibrium scale length, \(k_{\|}\) and \(k_{\perp}\) are the perturbed wave numbers parallel and perpendicular to the magnetic field, respectively; \(e\phi/T\) is the electrostatic potential normalized to the average plasma temperature, and \(\epsilon\) is a smallness parameter.

The gyrophase-averaging procedure eliminates the fast gyromotion and, in turn, the gyrophase-dependent quantities from the system. Furthermore, to facilitate the steady-state simulation, the scale lengths for the background inhomogeneities can be separated from those associated with the perturbations by applying the multiple scale expansion scheme on the spatial derivative term in the reduced Vlasov equation.

The resulting gyrokinetic Vlasov equation in slab geometry valid to order \(\epsilon^2\) can be written in terms of guiding-center variables \((R, \mu, v_{\|})\) as\(^9,10,15\)

\[
\frac{\partial F}{\partial t} + v_{\|} \mathbf{b} \cdot \frac{\partial F}{\partial R} - \frac{q}{m\Omega} \frac{\partial \Psi}{\partial \mathbf{R}} \times \mathbf{b} \cdot \left( \frac{\partial F}{\partial \mathbf{R}} - \mathbf{b} \frac{\partial F}{\partial v_{\|}} \right) - \frac{q}{m} \frac{\partial \Psi}{\partial \mathbf{R}} \cdot \mathbf{b} \frac{\partial F}{\partial v_{\|}} = C(F),
\]

where

\[
\Psi(R) \equiv \tilde{\phi}(R) - \frac{q}{2T} \left( \frac{v_{\|}}{\Omega} \right)^2 \left| \frac{\partial \phi(R)}{\partial R_{\perp}} \right|^2,
\]

\(F \equiv F(R, \mu, v_{\|}, t)\) is the gyrophase-independent distribution function containing spatial perturbations only, \(\mathbf{b} \equiv -\nabla \ln n(rR)\) is the parameter for the background density gradient and is constant in time, \(C(F)\) is the collision operator, \(\mu \equiv v^2/2, \Omega \equiv qB/mc, \mathbf{b} \equiv \mathbf{B}/B, \mathbf{B}\) is the external magnetic field, \(v_{\|} \equiv (T/m)^{1/2}\), \(\phi(R)\) and \(\tilde{\phi}(R)\) are the electrostatic potentials at the guiding center, and \(q\) is the signed charge. Moreover, the guiding-center position variable \(R\) is related to the parti-
particle position variable $x$ through $R = x - \rho$, where $\rho = \mathbf{v}_\perp \times \mathbf{B}/\Omega$ is the particle gyroradius. Equation (1) is valid for both the electrons and the ions. However, for the electrons, the finite gyroradius effects are negligible and Eq. (1) reduces to the usual drift-kinetic equation for $\rho \to 0$. The effects of electron-ion collisions can be represented by the gyrophase-averaged Lorentz collision operator including only pitch-angle scattering in the velocity-space for the electrons, 23,24

$$C(F_e) = \frac{\nu_{ei}}{2 \sin \theta} \left[ \sin \theta \left( \frac{\partial F_e}{\partial \theta} \right) \right], \quad (3)$$

where $\nu_{ei} \equiv 4 \pi n_e \bar{v}_e^2 \ln \Lambda / m_e^2 v_e^2$ is the collision frequency and $\theta \equiv \cos^{-1} v_{\parallel} / (v_{\parallel}^2 + v_{\perp}^2)^{\frac{1}{2}}$. Equation (3) conserves both number density and particle energy.

The gyrokinetic Poisson equation in particle coordinates takes the form 9,10

$$\nabla^2 \phi - \frac{T\phi - \tilde{\phi}}{\lambda_D^2} + \left( \frac{\rho - \rho_i}{\lambda_D} \right)^2 \nabla_\perp \left[ \frac{(n_i - n_e)}{n_e} \nabla_\perp \phi \right] = -4 \pi e (n_i - n_e), \quad (4)$$

where the electrostatic potentials $\phi$ and $\tilde{\phi}$, as well as the number densities, $\pi_i, n_i$, and $n_e$, are functions of $x, \nabla \equiv \partial / \partial x, \lambda_D^2 \equiv T_e / 4 \pi n_e e^2, \tau \equiv T_e / T_i, \rho \equiv \sqrt{\rho_i \rho_e} \equiv (T_i / m_i)^{\frac{1}{2}} / \Omega_i$, and subscripts $e$ and $i$ denote species. The relationships between the distribution function, the potentials and the number densities in Eqs. (1), (2), and (4) are as follows. In terms of Fourier transforms with

$$\phi(x) = \sum_k \phi(k) \exp(ik \cdot x)$$

and

$$F(R) = \sum_k F(k) \exp(ik \cdot R),$$

the coordinate-transformed quantities can be expressed as

$$\tilde{\phi}(R) = \sum_k \phi(k) J_0 \left( \frac{k \cdot \nu_\perp}{\Omega} \right) \exp(ik \cdot R), \quad (5)$$

$$\pi(x) = \sum_k \int F(k) J_0 \left( \frac{k \cdot \nu_\perp}{\Omega} \right) \exp(ik \cdot x) d\mu dv_\parallel, \quad (6)$$

$$\tilde{\phi}(x) = \sum_k \phi(k) \Gamma_0(b) \exp(ik \cdot x), \quad (7)$$

$$\Gamma_0(b) = \int_0^1 f_0(b \mu) d\mu$$

The gyrokinetic Poisson equation in particle coordinates takes the form 9,10
where the ordinary Bessel function $J_\alpha \equiv \langle \exp(ik \cdot \rho) \rangle_\rho$ is the result of the gyrophase averaging process, $\Gamma_e(b) \equiv L_e(b) \exp(-b)$ comes from the second gyrophase averaging with respect to the Maxwellian background, $b \equiv k^2 \rho_i^2$, $L_e$ is the modified Bessel function, $\tilde{\phi}(\mathbf{r})$ and $\tilde{n}(\mathbf{x})$ correspond, respectively, to $\tilde{\phi}(\mathbf{R})$ and $\tilde{n}(\mathbf{x})$ with $J_0 = 1$, and $n_0 \equiv \langle n(\mathbf{x}) \rangle_x$ is the spatially averaged number density. In Eq. (4), $\rho_e = 0$ is assumed, and the additional terms on the left-hand side of the equation are the contributions from the ion polarization density response. For $b \ll 1$, the lowest order term becomes $(\rho_e/\lambda_D)^2 \nabla^2 \phi$. Since $\rho_e \gg \lambda_D$ for the usual tokamak plasmas, the Debye shielding term of $\nabla^2 \phi$ is much smaller by comparison and, therefore, can be ignored in Eq. (4). Finally, in Eqs. (2) and (4) we have kept only the leading terms from the small gyroradius expansion for $\tilde{\nu}(\varepsilon^2)$ quantities.

Equations (1) and (4) have been solved numerically in the present investigation using particle simulation techniques as described in Ref. 15. The techniques are similar to the standard particle pushing schemes. The only complication comes from the term associated with the background inhomogeneity $\mathbf{B}$ in Eq. (1) which gives rise to a new equation of motion for the particles. The advantage of isolating $\mathbf{B}$ and keeping it constant in time is to enable us to carry out simulations for steady-state turbulence without the interference of quasilinear profile modification. In order to save computational time, an efficient numerical scheme to expedite the coordinate transformation of Eqs. (5) and (6) has also been devised.

The Lorentz operator, Eq. (3), has been evaluated with the help of the numerical scheme presented in Ref. 18. At each time step, the scattering angle in the velocity space for the $j$-th electron against the stationary ion background is given by

$$\Delta \theta_j = [-2\nu_e \Delta t \ln(1 - r_j)]^{1/2},$$

where $\Delta t$ is the time step for the simulation and $r$ is a random number between
The new velocities then become
\begin{align}
v_{i\parallel} & = v_{i\parallel}[1 - (\Delta \theta_j)^2]^{1/2} - v_{\perp}(\Delta \theta_j) \sin \varphi_j, \\
v_{i\perp} & = [v_{i\parallel}^2 + v_{\perp}^2 - v_{i\parallel}^2]^{1/2},
\end{align}
where \( \varphi \) is a random number between \((0, 2\pi)\). There are more efficient numerical methods to evaluate the Lorentz operator. However, we prefer the present scheme because of its accuracy.

### III. Gyrokinetic Particle Simulation Results

Before we present the simulation results, let us discuss briefly the effect of collisions on the linear stability of drift waves in a shearless slab using the simple number-conserving BGK operator,
\begin{equation}
C(f_e) = -\nu_e (f_e - F_{Me} \int f_e d\mu dv_{\parallel}),
\end{equation}
where \( F_e = F_{Me} = f_e \). The linear dispersion relation can be easily derived from Eqs. (1) and (4) and it takes the familiar form of
\begin{equation}
\frac{1 + (1 - \omega_e/\bar{\omega})X_e}{1 + iX_e \nu_e/\bar{\omega}} + \tau + (\tau + \frac{\omega_e}{\omega}) \Gamma_o X_e = 0,
\end{equation}
where \( \omega_e \) is the normal mode frequency, \( \Omega_e \equiv k_y \rho_i \Omega_i \) is the diamagnetic drift frequency, \( \bar{\omega} \equiv \omega + iv_e e^{-i\Delta \theta_j} \), \( X_e \equiv \xi_e Z(\xi_e) \), \( \xi_e \equiv \bar{\omega}/\sqrt{2}k_{\parallel} v_{Te}, X_i \equiv \xi_i Z(\xi_i) \), \( \xi_i \equiv \omega/\sqrt{2}k_{\parallel} v_{Te}, \tau \equiv T_e/T_i, \Gamma_o \equiv I_o(b) \exp(-b), \) and \( b \equiv (k_x^2 + k_y^2) \rho_i^2 \). For \( \nu_e = 0 \), Eq. (12) reduces to the usual collisionless result. In this limit, for \( |\xi_e| \ll 1, |\xi_i| \gg 1, \) and \( \Gamma \approx 1 - b \), the linear mode frequency and growth rate are given by
\begin{equation}
\frac{\omega}{\omega_e} = \frac{1 - \frac{b}{1 + \tau b}},
\end{equation}
and
\[
\frac{\gamma}{\omega_i} = \frac{1}{1 + \tau b V} \sqrt{\frac{\pi \omega_* - \omega_i}{2}} \frac{k_{\parallel} v_{ce}}{v_{Te}},
\]
respectively. On the other hand, in the strongly collisional limit, where \( \nu_{ei}/k_{\parallel} v_{ce} \gg 1 \), hence, \( |\xi_*| \gg 1 \), solutions from Eq. (12) indicate that the linear mode frequency remains unaffected by collisions, i.e., it is still given by Eq. (13), and the growth rate is increased to

\[
\frac{\gamma}{\omega_i} = \frac{\nu_{ei} \omega_* - \omega_i}{1 + \tau b k_{\parallel} v_{ce} k_{\parallel} v_{ce}}.
\]

From Eqs. (13)-(15), one can see that the linear properties for weakly collisional as well as marginally collisional \( (\nu_{ei}/k_{\parallel} v_{ce} \simeq 1) \) drift waves do not deviate significantly from their collisionless values. The maximum growth rate for both limits occurs at \( \tau b \simeq 2\tau/(3 + \tau) \). It should be pointed out here that the Lorentz collision operator, Eq. (3), also gives the same frequency and growth rate for collision-dominated drift waves as those obtained from the BGK operator, Eq. (11). This can be easily understood by keeping in mind that the electrons are treated as a cold fluid in this limit and that both operators are number conserving and yield the same velocity moment.

\[
\int v_{\parallel} C(f_e) d\mu dv_{\parallel} = -\nu_{ei} \int v_{\parallel} f_e d\mu dv_{\parallel}.
\]

Consequently, they lead to the same dispersion relation. The linear properties described here are important for determining the proper parameters for the simulation.

The simulation has been carried out with a two-dimensional \((x, y, v_\parallel, v_\perp)\) gyrokinetic code in slab geometry. The constant zeroth-order density inhomogeneity is in the \( x \) direction, i.e., \( \xi = \kappa x \), and the external magnetic field, \( \mathbf{B} = B_0(\mathbf{\hat{z}} + \theta_B \mathbf{\hat{y}}) \), is in the \( y-z \) plane, where \( \theta_B \) is a small constant. Since this is a shear-free system, we can assume that both the particles and the waves are periodic in both the \( x \) and \( y \) directions. In terms of grid size \( \Delta \) and ion cyclotron frequency \( \Omega_i \), the simulation parameters are: \( L_x \times L_y = 32\Delta \times 32\Delta, n_o = 16/\Delta^2, m_i/m_e = 1837, T_e/T_i = 4, \) particle size/\( \Delta = 2, \theta_B = k_{\parallel}/k_{\perp} = (0.002, 0.01), \rho_s/\Delta = 4.286, \kappa \rho_s = 0.214, (k_x \rho_s, k_y \rho_s) = \)
\( (0.842m, 0.842n), \omega_e/\Omega_i = 0.18n, \) where \((m, n) = 0, \pm 1, \pm 2, \ldots, \nu_e/\Omega_i = (0, 0.001, 0.01), \Omega_i \Delta t = 1.09, \) and \( \Delta t \) is the time step used in the code. The electrostatic potentials for \( k_x = 0 \) modes have been set to zero, i.e., \( \phi(m = 0, n \neq 0) = 0, \) so as to eliminate the one-dimensional (local) modes from the simulation and to satisfy the requirement of \( |k_x| \gg |\kappa| \) imposed by the multiple spatial scale expansion. In order to simplify the nonlinear physics involved, some of the ambipolar potentials, \( \phi(m \neq 0, n = 0), \) have been selectively suppressed in the code as well. We will explain this later.

In the collisionless limit, numerical solutions of the dispersion relation, Eq. (12), indicate that only a handful of the modes in the system are unstable, and the most unstable \( (m = 1, n = \pm 1) \) modes have \( \omega/\Omega_i = \pm 0.06 + 0.01i \) for \( \theta_B = 0.01 \) and \( \omega/\Omega_i = \pm 0.034 + 0.027i \) for \( \theta_B = 0.002. \) [Eqs. (13) and (14), which give slightly different values for these modes, concur with the fact that they are indeed the most unstable ones.] Thus, the longest wavelength modes in the system also have the largest growth rates. This particular choice of parameters is intended to avoid the inverse energy cascade so that the resulting steady-state fluctuation spectrum can be nearly coherent. The purpose here is to facilitate the analytical understanding of the simulation results. For the collision rates used in the simulation, we do not expect the linear properties of the instability to deviate much from their collisionless counterparts. However, as we will discuss later, the nonlinear behavior of the instability depends critically on the collisionality, even for \( \nu_e/kTv \ll 1. \) The simulation results for the two cases of \( \theta_B \) are as follows.

### A. Case 1: \( \theta_B = 0.01 \)

The collisionless limit of this case has been studied in Ref. 17. It was a rather weak instability, where the saturation amplitude for the most unstable modes in the
system, i.e., \((m = 1, n = \pm 1)\) and their complex conjugates, did not go much beyond the numerical noise level of \(e\phi/T_e \approx 0.65\%\). However, with the introduction of collisions, the saturation amplitude greatly increases. The time evolution of \(\phi(1, 1)\) for \(\nu_{ei}/\Omega_i = 0.01\) is shown in Fig. 1, where the instability clearly exhibits two distinct stages of development, i.e., the linear growth stage and the nonlinear oscillations associated with saturation. The measured linear mode frequency and growth rate are \(\omega_l/\Omega_i = 0.06\) and \(\eta_l/\Omega_i = 0.013\), respectively, and the mode frequency after the saturation is about 0.05. All of these numbers are very close to the collisionless linear values quoted earlier. The saturation occurs at \(e\phi/T_e \approx 10\%\) and, in the steady state of the evolution, the average amplitude stays around 8\%. In Fig. 1, we have also indicated the average saturation amplitude for \(\nu_{ei}/\Omega_i = 0.0\) and 0.001. They are 0.8\% and 3\%, respectively. Thus, as we can see, relatively weak collisions \((\nu_{ei}/\Omega_i = 0.003, 0.03)\) have an enormous impact on the nonlinear behavior of the instability. In fact, as we will demonstrate later, the nonlinear evolution for \(\nu_{ei}/\Omega_i = 0.01\) closely resembles to that of the dissipative (collision-dominated) drift instabilities. In addition to \(\phi(1, 1)\) modes, \(\phi(1, -1)\) modes have also been observed to grow from the discrete particle noise to a similar level of saturation (at somewhat different times) with the similar characteristics. [A detailed discussion has been given in Ref. 17.] As for the accompanying density fluctuations, the dominant modes are \((1, \pm 1), (2, 0)\), and \((0, 2)\). The fluctuation amplitudes in the steady state are \(\delta n_e(1, 1)/n_e \approx 7\%\) and \(\delta n_i(1, 1)/n_i \approx 15\%\) for \(\nu_{ei}/\Omega_i = 0.01\). The \((2,0)\) and \((0,2)\) modes are generated by the nonlinear effects and are responsible for saturation and transport, on which we will elaborate. In the simulation, we have also included \(\phi(2, 0)\) modes, which gave us better energy conservation. However, their absence did not alter the gross behavior of the instability. All the other modes of the system are much smaller in amplitude and remained at or slightly above the noise level throughout the simulation.
As indicated in Ref. 17, the determination of anomalous particle diffusion due to drift instabilities has been greatly facilitated because of the use of multiple spatial scale expansion in the simulation. Since the background inhomogeneity is constant as a function of time, the entire simulation volume can be viewed as a small segment of the density profile. As such, diffusion coefficients calculated from the global averages of the simulation are also the local values for the much larger system. Thus, following the arguments made in Ref. 17, one can then evaluate the local diffusion coefficient by

\[
D = \frac{\langle \Gamma_{ex} \rangle}{\kappa^2}
\]

where \( \kappa \) is the inverse density scale length,

\[
\langle \Gamma_{ex} \rangle = \frac{1}{N} \sum_{j=1}^{N} \frac{v_{ex}(x_j)}{N}
\]

is the spatially averaged electron particle flux in the inhomogeneous (x) direction, \( x_j \) is the position of the j-th particle, \( v_{ex} \equiv -(c/B)(\partial \phi/\partial y) \) is the particle \( E \times B \) drift, and \( N \) is the total number of electrons in the simulation. Because of the periodic boundary conditions imposed for the waves, the particle diffusion in our system is ambipolar, i.e., \( \langle \Gamma_{ex} \rangle = \langle \Gamma_{ix} \rangle \), which can be verified by using Eqs. (1), (2), and (4), and by keeping in mind that \( v_{ix} \equiv -(c/B)(\partial \phi/\partial R) \times \hat{b} \cdot \hat{x} \).

The diffusion coefficient \( D \) (in units of \( \rho_i^2 \Omega_i \)) as a function of time due to the instability for \( \nu_{ei}/\Omega_i = 0.01 \) is shown in Fig. 2, where a bandpass filter of the width of \( \omega \) has been applied. The first peak at \( \Omega_i t = 550 \), which coincides with the saturation of the instability, gives the quasilinear diffusion coefficient, \( D_{ql} = 0.0077 \). After a rather prolonged period of relaxation, it settles to a lower steady-state value of \( D = 0.0038 \). It is interesting to observe here that there seems to be a correlation between the oscillations of \( D \) and \( |e\phi/T_i|^2 \) in Fig. 1. Figure 2 also includes the steady-state coefficients of \( D = 0.0002 \) and 0.001 for \( \nu_{ei}/\Omega_i = 0 \) and 0.001, respectively. Again, the dramatic increase in particle diffusion due to
collisions is evident. However, these numbers are significantly smaller than the Bohm coefficient, which is 0.0625 in our units.

B. Case 2: $\theta_B = 0.002$

This case in its collisionless limit has also been investigated in Ref. 17. It was a much stronger instability, in which the dominant potentials are the $(1, \pm 1)$ modes and the dominant density fluctuations are the $(1, \pm 1), (2, 0)$, and $(0, 2)$ modes. As reported earlier, the instability reached an amplitude of $\varepsilon \phi / T_e = 8\%$ at saturation before settling to the steady-state value of 4.4%. Here, we have found that, although collisions also increase the saturation amplitude, they do not have the same impact as in the previous case. Figure 3 shows the time evolution of $\phi(1,1)$ for $\nu_{ei}/\Omega_i = 0.001$. The measured linear mode frequency and growth rate follow closely the theoretically predicted collisionless values. In the steady state, the mode frequency increases slightly to $\omega/\Omega_i = 0.04$. The results in Fig. 3 also indicate that the potential attains a maximum amplitude of $\varepsilon \phi / T_e = 9\%$ at saturation and then reduces to 6% in the steady state. For $\nu_{ei}/\Omega_i = 0.01$, the saturation amplitude and the steady-state amplitude are 12% and 11%, respectively. The corresponding density fluctuations are $\delta n_e(1,1)/n_o \simeq 20\%$ and $\delta n_i(1,1)/n_o \simeq 30\%$. The amplitude of the potential in the steady state and that of the collisionless case are also indicated in Fig. 3. As in Case 1, we have also included the $\phi(2,0)$ mode in the simulation for the purpose of satisfying better energy conservation. It has no significant effect on saturation and transport.

The particle diffusion for $\nu_{ei}/\Omega_i = 0.001$ is shown in Fig. 4, where a bandpass filter of the width $\omega$ has been applied. The quasilinear peak occurs at $\Omega_i t = 200$ with $D_{\omega} = 0.025$ (the unfiltered value is 0.035), and, after a long relaxation period, the steady-state diffusion coefficient achieves $D = 0.01$. The corresponding values
for $\nu_{ei}/\Omega_i = 0$ and 0.01 are given in Fig. 4 as well. They are $D = 0.0025$ and 0.025, respectively. (The steady-state value for the collisionless case is lower than the one quoted in Ref. 17, in which the average was taken for the time period of $\Omega_i t = 250 - 650$.) As we can see, collisions again have an enormous effect on the particle transport. Even for the modest collision rates used here ($\nu_{ei}/k_i v_{te} = 0, 0.014, 0.14$), there is an order of magnitude difference in diffusion, and the largest $D$ is comparable to the Bohm value. Another important aspect of the simulation is that particle diffusion remains finite even in the absence of collisions. This brings up the question of intrinsic (numerical) collision in the simulation. Its magnitude can be heuristically determined from the estimates for unmagnetized plasmas as follows. Since $\omega_H \approx (k_i/k) \sqrt{m_i/m_e} \Omega_i$ plays the role of $\omega_{pe}$ in the gyrokinetic plasma, the numerical relaxation (collision) time can be written as $\omega_H \tau_c \approx 2 \pi N_o$, where $N_o$ is the number of particles in one wavelength, $2\pi/k$, for the two-dimensional waves in the simulation. For the $(1, \pm 1)$ modes, $\Omega_i \tau_c$ is about three orders of magnitude larger than our simulation time. This estimate is consistent with our experience with the code. Thus, the simulation plasma is indeed intrinsically collisionless.

In the next two sections, we will present the interpretation of the simulation results and their relationship with the data from actual experiments. In our opinion, it is vitally important to understand such behavior before proceeding to investigate microinstability problems in more complicated geometries.

IV. Mode-Coupling Calculations

The purpose of the following analytic and numerical analyses of model mode-coupling equations is to understand the results described in Sec. III concerning the nonlinear behavior of drift instabilities in the presence of collisions, and, in particular, to identify the mechanisms responsible for the observed saturation and
diffusion. The reduced mode-coupling equations in k-space are obtained from the
gyrokinetic Vlasov and Poisson equations, Eqs. (1) and (4), by keeping only the
modes which are dominant in the simulation. To further simplify the calculation,
we also assume that the distribution function $F(R, \mu, v_\parallel, t)$ remains Maxwellian in
$v_\perp$ at all times. This is certainly not exactly true for our simulation, where $F$
deviates from Maxwellian for the electrons through pitch angle scattering, and for
the ions, the nonlinear interactions associated with $\rho_i \neq 0$, thus, $J_o \neq 0$ modify $F$.
Nevertheless, the approach adopted here will enable us to ascertain the validity of
such an approximation as well as the effect of the non-Maxwellian feature in $F$ on
saturation and transport by comparing the simulation and mode-coupling results.

To obtain model mode-coupling equations in ($k, v_\parallel, t$) space from Eqs. (1) to (7)
we assume $F = n_o(1/v_{te}^2)\exp(-\mu/v_{te}^2)(F_M + f)$ and perform the integration in $\mu$
space on Eqs. (1) and (3), where $F_M$ is the zeroth-order Maxwellian distribution in
$v_\parallel$, i.e., $F_M \equiv (1/\sqrt{2\pi v_{te}})\exp(-v_{te}^2/2v_{te}^2)$. As in Ref. 17, the resulting gyrokinetic
Vlasov and Poisson equations in $k$ space are then expressed in units of $\Omega_i^{-1}, \rho_s, e/T_e$
and $n_o$ for time, length, potential and number density, respectively. In terms of the
dominant $(1, \pm 1), (2, 0)$, and $(0, 2)$ modes, denoted by $\pm, 0$ and $2$, respectively, we
arrive at

$$\frac{\partial f_{+}^e}{\partial t} + ik_\parallel v_\parallel f_{+}^e + i(\omega_e - k_\parallel v_\parallel)\phi_{+} F_M^e$$
$$+ [k_\perp^2 + i2v_{te}^2k_\parallel \frac{\partial}{\partial v_\parallel}](\phi_{+} f_{-}^e - \phi_{-} f_{+}^e) = C(f_{+}^e), \quad (19)$$

$$\frac{\partial f_{-}^e}{\partial t} - ik_\parallel v_\parallel f_{-}^e - i(\omega_e - k_\parallel v_\parallel)\phi_{-} F_M^e$$
$$- [k_\perp^2 + i2v_{te}^2k_\parallel \frac{\partial}{\partial v_\parallel}](\phi_{-} f_{+}^e - \phi_{+} f_{-}^e) = C(f_{-}^e), \quad (20)$$

$$\frac{\partial f_{o}^e}{\partial t} + [k_\perp^2 + i2v_{te}^2k_\parallel \frac{\partial}{\partial v_\parallel}](\phi_{o} f_{-}^e - \phi_{-} f_{+}^e) = C(f_{o}^e), \quad (21)$$
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\[ \frac{\partial f^e_z}{\partial t} + 2i k^e_{\parallel} v^e_{\parallel} f^e_z + k^e_{\parallel} (\phi^e_{+} f^e_{+} - \phi^e_{-} f^e_{-}) \]
\[ + i v^e_{\parallel} k^e_{\parallel} \frac{\partial}{\partial v^e_{\parallel}} (\phi^e_{+} f^e_{+} + \phi^e_{-} f^e_{-}) = C(f^e_z), \]
\[ (22) \]

for the electrons, where \( k^e_{\parallel} \equiv \tau \equiv k^e_{z} + k^e_{y} = 2k^e_{z}k^e_{y} \). \( k^e_{z} \) and \( k^e_{y} \) are the wave numbers for the (1,1) mode, \( \omega_{s} \equiv k^e_{y} c^e_{s}, v^e_{\parallel} \equiv m_{e}^e / m_{e}^e \), and
\[ C(f^e) \equiv \nu_{ei} \frac{\partial}{\partial v^e_{\parallel}}[v^e_{\parallel} \frac{\partial f^e}{\partial v^e_{\parallel}} + v_{\parallel} f^e] \]
\[ (23) \]
is the one-dimensional diffusion model collision operator.\(^{19}\) Equation (23), which is a reduced form of Eq. (3) for the case when the particle distribution is Maxwellian in \( v_{\perp} \), conserves number density, but not energy, and yields the same velocity moment as Eq. (16). The mode-coupling equations for the ions can be obtained by making the following replacements in Eqs. (19)-(22): \( f^i \rightarrow f^i, v^i_{\parallel} \rightarrow -1, \nu_{ei} \rightarrow 0, \) and \( \pm i (\omega_{s} - k_{||} v_{||}) \phi_{\pm} F_{M}^{e} \rightarrow \pm i (\omega_{s} + \tau k_{||} v_{||}) \phi_{\pm} F_{M}^{e} (1 - b) \). All the potentials in Eqs. (21) and (22) should also be modified by a factor of \((1-b)\). The resulting Poisson equations for \( k^e_{\parallel} \lambda^e_{||} \ll 1 \) and \( b \ll 1 \) become
\[ k^e_{\parallel} \phi_{\pm} \equiv n^e_{\pm} - n^e_{\pm}, \]
\[ (24) \]
\[ n^e_{\pm} = n^e_{\pm}, \]
\[ (25) \]
where
\[ n = \int f \, dv^e_{\parallel} \]
\[ (26) \]
and the \( \phi(e^{2}) \) terms in Eq. (25) are ignored. In accordance with our simulation model, we have set \( \phi_{\phi} = \phi_{\pm} = 0 \) in the formulation. As a result, there is a problem of redundancy concerning Eq. (25), which we will discuss. This system of equations describes a general case of four-mode coupling.

The energy balance of the system is
\[ k^e_{\parallel} \frac{d}{dt}(|\phi_{+}|^2 + |\phi_{-}|^2) = 2k_{||} Im(\phi^e_{-} \int v_{||} f^e_{-} \, dv_{||} - \phi^e_{+} \int v_{||} f^e_{+} \, dv_{||}), \]
\[ (27) \]
where the current contribution from the ions is neglected. This result leads to
\[
\frac{d}{dt} \left[ k_1^2 (|\phi_-|^2 + |\phi_+|^2) + \frac{1}{2v_{te}^2} \int v_{||}^2 f_{\infty}^* dv_{||} \right] = -\frac{\nu_{ei}}{v_{te}^2} \int v_{||}^2 f_{\infty}^* dv_{||},
\]
(28)
where \( f_{\infty}^* \) is the perturbed distribution for \( k = 0 \). Thus, the energy for our simplified system is not conserved because of the particular collision model we have chosen. However, this is not really a cause for concern. Since \( f_{\infty}^* \) is expected to have minimal effect on the nonlinear behavior of the instability, it is not included in Eqs. (19)-(22). Therefore, Eq. (27) is sufficient for our purpose.

For analytic and numerical reasons, it is sometimes advantageous for us to solve the mode-coupling equations in the Fourier-transformed velocity space. Letting
\[
f^*(q) = \int_{-\infty}^{\infty} f^*(v_||) \exp[iqv_\perp] dv_||,
\]
Eqs. (19)-(22) then become
\[
\frac{\partial}{\partial t} + (k_\perp + qv_{ei}) \frac{\partial}{\partial q} + q^2 v_{te}^2 \nu_{ei}^2 \int F^*_{k}(q) + [i\omega^* + k_\parallel qv_{te}^2] \phi_+ \overline{F^*_{k}} \\
+ [k_\perp^2 + k_\parallel qv_{te}^2] \phi_- \overline{F^*_{k}} = 0,
\]
(30)
\[
\frac{\partial}{\partial t} - (k_\perp - qv_{ei}) \frac{\partial}{\partial q} + q^2 v_{te}^2 \nu_{ei}^2 \int F^*_{k}(q) + [i\omega^* + k_\parallel qv_{te}^2] \phi_- \overline{F^*_{k}} \\
- [k_\perp^2 + k_\parallel qv_{te}^2] \phi_+ \overline{F^*_{k}} = 0,
\]
(31)
\[
\frac{\partial}{\partial t} + qv_{ei} \frac{\partial}{\partial q} + q^2 v_{te}^2 \nu_{ei}^2 \int \overline{F^*_{k}}(q) + [k_\perp^2 + k_\parallel qv_{te}^2] \phi_+ \overline{F^*_{k}} - \phi_- \overline{F^*_{k}} = 0,
\]
(32)
\[
\frac{\partial}{\partial t} + (2k_\perp + qv_{ei}) \frac{\partial}{\partial q} + q^2 v_{te}^2 \nu_{ei}^2 \int \overline{F^*_{k}}(q) \\
+ k_\perp^2 \phi_- \overline{F^*_{k}} + \phi_+ \overline{F^*_{k}} = 0,
\]
(33)
where \( \overline{F^*_{k}} \equiv \exp[-q^2 v_{te}^2/2] \). To obtain the ion mode-coupling equations, one simply uses the following replacements: \( f^* \rightarrow \overline{f^*}, v_{te}^2 \rightarrow -1, \nu_{ei} \rightarrow 0, \) and \( \pm[i\omega^* \rightarrow \pm[i\omega_{i-} \rightarrow 0] \).
where \( F'_{M} = \exp[-q^{2}u_{c}^{2}/2] \) and \( v_{c}^{2} \equiv 1/\tau \).

The number densities in Eqs. (24) and (25) are now given by

\[
n = \bar{f}(q = 0).
\]

(34)

When the kinetic effects are not deemed important, we can use an equivalent set of fluid equations which can be obtained by taking the appropriate moments of Eqs. (19)-(22) and their ion counterparts. The same set of mode-coupling equations can also be obtained from the fluid equations in Appendix A (except for some minor differences because \( b = 0 \) is assumed for all the nonlinear terms). These two sets of equations (kinetic and fluid) are the basis for our analytic and numerical mode-coupling calculations.

In order to understand the quasilinear evolution of the instability and to identify the saturation mechanism, the mode-coupling equations are first solved analytically using a perturbative approach. The equations are manipulated into a more tractable form by exploiting the fact that the nonlinear velocity-space terms are higher order in \( \varepsilon \) and, therefore, can be ignored. Furthermore, as shown in Ref. 17, we can assume that the \((1,1)\) and \((1,-1)\) modes track each other (i.e., \( \phi_{+} = \phi_{-}^{*} \) and \( f_{+} = f_{-}^{*} \)). When this is true, the \((0,2)\) terms vanish and the reduced system describes a three-mode coupling process. Likewise, since the quasilinear evolution of the drift waves is dominated by the electron dynamics, only the linear density response of the fluid ions is considered. These simplifications allow us to focus on the evolution of the \((1,\pm1)\) modes while including the effects of the \((2,0)\) mode as a perturbation. The validity of the perturbative approach as well as the consequences of these approximations will be examined later by numerical solutions of the mode-coupling equations.

As a starting point for the perturbative analysis, let us briefly describe the collisionless case.\(^{17,22}\) The \( \mathbf{E} \times \mathbf{B} \) convection (\( k_{i}^{2}/2f_{i}^{\phi} \phi_{+} \) term) in Eq. (19) is the
nonlinear perturbation, where \( f_0^* \) is evaluated by Eq. (21). Using \( \partial / \partial t = -i \omega \) in the mode-coupling equations, a nonlinear dispersion relation may be derived.\(^17\) In the linear limit, it yields the usual linear growth rate and frequency given by Eqs. (13) and (14). Nonlinearly, the real frequency of the wave is not altered, and saturation occurs when the nonlinear growth vanishes. The saturation amplitude is

\[
| \phi_+ |_{s0} = \frac{\gamma_0}{k_\perp^2},
\tag{35}
\]

and the quasilinear diffusion coefficient, using Eq. (17), for which

\[
\langle \Gamma_{ex} \rangle = \sum_k k_y Im(\phi_k n_k^*),
\]

becomes

\[
D_{qlo} = \frac{2(1 + k_\perp^2)^2}{1 - b} \frac{\gamma_0}{\omega_*} \frac{\gamma_0}{k_\perp^2}.
\tag{36}
\]

The physical interpretation of the saturation is straightforward. In k and \( \omega \) space, the nonlinear \( E \times B \) convection of resonant electrons eliminates the phase difference between \( n_+^* \) and \( \phi_+ \) thereby shutting off the growth.\(^17\) By constructing the Hamiltonian of the particles in the wave frame in x and t space,\(^21\)

\[
H = k_x k_y \phi \cos X \cos Y + (k_\parallel v_\parallel - \omega)X,
\tag{37}
\]

\[
X = k_x z, \quad Y = k_y y + k_\parallel z - \omega t,
\tag{38}
\]

one can view the saturation as the \( E \times B \) trapping of resonant electrons. For nonresonant particles, the \((k_\parallel v_\parallel - \omega)\) term of the Hamiltonian dominates and the phase space paths are merely straight lines. Resonant particles \((k_\parallel v_\parallel - \omega \approx 0)\), being stationary in the wave frame, freely interact with the wave and contribute to the instability when \( \phi = 0 \). However, as the amplitude of the wave increases, the resonant particles start to move relative to the wave. Eventually, they all follow nearly circular trajectories in the phase space thereby becoming \( E \times B \) trapped.
When this happens, the driving mechanism of wave-particle resonance is totally inhibited and saturation occurs.

Let us now consider the weakly collisional case where $|\nu_{ei}/k_i v_{ei}| \ll 1$. For this case, it is convenient to use the Fourier-transformed Eqs. (30) and (32), for the electrons, in which nonlinear terms associated with $k_\parallel q e v$ are ignored, and $\phi_+ = \phi_+ f_+ (q) = \tilde{f}_+ (q)$ and $\tilde{f}_\parallel (q) = 0$. Furthermore, we neglect the collisional effects in Eq. (32). As before, with $\partial/\partial t = -i\omega$, the formal solution for $f_+^e$ assuming $k_\parallel + \nu_{ei} q \neq 0$ is

$$\tilde{f}_+^e (q) = -\exp\left[-\int_{-\infty}^{\infty} \alpha(q_0) dq_0 \right] \exp\left[\int_{-\infty}^{q} \alpha(q_0) dq_0 \right]$$

$$\alpha(q) = \frac{\nu_{ei} q^2 v_e^2}{k_\parallel + \nu_{ei} q}$$

$$\beta(q) = i \omega + k_\parallel q v_e^2 \phi_+ F_M + \frac{k_\perp^2}{k_\parallel + \nu_{ei} q} \phi_+ \tilde{f}_0$$

Linearly, for small $\nu_{ei}$, i.e., $|\nu_{ei} q/k_\parallel| \ll 1, |\omega_i/k_\parallel v_{ei}| \ll 1$ and $\gamma_i \ll \omega_i$, we obtain

$$\tilde{f}_+^e (q) = \phi_+ (\tilde{F}_M - i \alpha \exp \frac{i q \omega_i}{k_\parallel})$$

where $\alpha \equiv \sqrt{\pi/2} (\omega_+ - \omega_i)/k_\parallel v_e$. Thus, the collision frequency does not contribute to the linear stage of the drift wave in the presence of weak collisions. By evaluating Eq. (42) at $q = 0$ together with the linear ion density response,

$$\frac{\partial n_+^i}{\partial t} + i \omega_+ \phi_+ (1 - b) = 0$$

and Eq. (24), one derives the same expressions for $\omega_i$ and $\gamma_i$ as the collisionless case [Eqs. (13) and (14)].

Although the collisions do not greatly affect the linear stage of the instability, they can nevertheless substantially alter the nonlinear evolution of the electron density response as given by

$$n_+^e = \tilde{f}_+ (q = 0) = \phi_+ (1 - i \alpha) - \phi_+ \int_{-\infty}^{q} \frac{k_\perp^2 \tilde{f}_0}{k_\parallel} \exp \left[-i \frac{\omega q}{k_\parallel} + \frac{\nu_{ei} q^2 v_e^2}{3 k_\parallel} \right] dq.$$
For $f_\Omega$, let us use the quasilinear expression obtained by substituting Eq. (42) into Eq. (32),

$$f_\Omega(q) = -i \frac{k_1^2}{\gamma} |\phi_+|^2 \alpha \exp\left[\frac{q\omega t}{k_1}\right].$$

(45)

Along with Eqs. (24) and (43), the nonlinear dispersion relation becomes

$$1 + k_1^2 - \frac{\omega_s^2}{\omega}(1 - b) - i\alpha\left(1 - \frac{k_1^4}{\gamma^2} |\phi_+|^2 I\right) = 0$$

(46)

with

$$I = \int_0^\infty \exp\left[-x - \frac{\nu_{ei}k_1^2v_{te}^2}{3\gamma^3}\right]dx.$$  

(47)

As $\nu_{ei} \rightarrow 0, I \rightarrow 1$, and the collisionless results are recovered. However, for a nonvanishing $\nu_{ei}$, the second term in the exponent of Eq. (47) dominates, for which

$$I \simeq \frac{\Gamma(1/3)}{3^{3/2}} \frac{\gamma}{(\nu_{ei}k_1^2v_{te}^2)^{1/3}} < 1.$$  

(48)

Accordingly, the nonlinear growth rate, saturation amplitude, and diffusion coefficient are

$$\gamma_{nl} = \gamma(1 - \frac{k_1^4}{\gamma^2} |\phi_+|^2 I),$$

(49)

$$|\phi_+|^s = \frac{|\phi_+|_{so}}{\sqrt{I}} \simeq 0.88|\phi_+|_{so}\left(\frac{\nu_{ei}k_1^2v_{te}^2}{\gamma^3}\right)^{1/3},$$

(50)

$$D_{nl} = \frac{D_{so}}{I} \simeq 0.78D_{so}\left(\frac{\nu_{ei}k_1^2v_{te}^2}{\gamma^3}\right)^{1/3},$$

(51)

where $|\phi_+|_{so}$ and $D_{so}$ are the collisionless saturation amplitude and diffusion coefficient given by Eqs. (35) and (36), respectively. Thus the saturation amplitude and resulting quasilinear diffusion may be greatly enhanced above the collisionless values even in the presence of weak collisions.

The physical interpretation of the saturation is similar to the collisionless case. In $k$ and $\omega$-space, the $E \times B$ convection of resonant electrons eliminates the
phase difference between $\phi_+$ and $n_+^e$. The notion of 'resonant particles' is still valid because we are presently considering weak collisions. In x and t space, as with the collisionless case, the $E \times B$ trapping of resonant electrons inhibits further growth of the wave. However, since collisions impair the saturation mechanism by scattering trapped particles onto nontrapping phase space trajectories, a stronger $E \times B$ trapping is required to overcome the destabilizing effects of the collisions. Hence, the saturation amplitude should increase with collisions.

For the highly collisional (fluid) limit, one could use either the kinetic equations given by Eqs. (19) and (21) for the electrons or the fluid equations from Appendix A with the ordering of $\nu_e \gg k_|| v_{te} \gg \omega_t \sim \omega_e \gg \eta_1$ and $k_||^2 v_{te}^2 \gg \nu_e \omega_t$. We shall first use the former approach. By ignoring the nonlinear velocity-space terms and letting $\phi_- = \phi_+$, the expression for the electron distribution function becomes

$$f_+^e = \frac{(k_|| v_{te} - \omega_e)\phi_+ F_M^e - \zeta f_+^e + i k_||^2 \phi_+ f_0^e}{(k_|| v_{te} - \omega - i \nu_e)}$$

where

$$\zeta = i \nu_e v_{te}^2 \frac{\partial}{\partial v_{te}} + v_{te} \frac{\partial}{\partial v_{te}} - 2]$$

Expanding the resonant denominator in the limit of $(\omega + i \nu_e)/k_|| v_{te} \gg 1$, we obtain the electron density response as

$$n_+^e = \phi_+(1 - i \alpha_e - \frac{k_||^2 \nu_e}{k_||^2 v_{te}^2} n_0^e),$$

where $\alpha_e \equiv \nu_e (\omega_e - \omega_t)/(k_|| v_{te})^2$. In the derivation of Eq. (54), $\int_{-\infty}^{\infty} dv_{te} f_+^e v_{te} \sim 0$ and $\int_{-\infty}^{\infty} dv_{te}^2 f_+^e v_{te}^2 \sim n_+^e v_{te}^2$ are assumed. The nonlinear correction term may be calculated by employing the same type of perturbative approach as in the low collision limit. Substituting the linear $f_+^e (= f_-^e)$ and $\phi_+(= \phi_-)$ in Eq. (21), and ignoring the contribution from the velocity-space nonlinearities, we have

$$n_0^e = -i \alpha_e \frac{k_||^2}{\gamma_1} |\phi_+|^2.$$
From Eqs. (24), (43), (54), and (55), the nonlinear dispersion relation can be written as
\[
1 + k_\perp^2 - \frac{\omega^2}{\omega^2(1-b)} - i\alpha c \left[ 1 - \frac{k_\perp^2 |\phi_+|^2 \nu_{ei}}{\gamma_i k_\parallel^2 \nu_{ei}^2} \right] = 0. \tag{56}
\]
Linearly, it gives the results of Eqs. (13) and (15) for frequency and growth rate. As before, the nonlinear electron response has negligible effect on the real frequency. However, the nonlinear growth rate becomes
\[
\gamma_{nl} = \gamma_i \left( 1 - \frac{k_\perp^2 |\phi_+|^2 \nu_{ei}}{\gamma_i k_\parallel^2 \nu_{ei}^2} \right), \tag{57}
\]
which, in turn, gives the saturation amplitude and quasilinear diffusion coefficient as
\[
|\phi_+|_s = \sqrt{\frac{(b + k_\perp^2)}{(1 + k_\perp^2)(1-b) k_\parallel^2}} \frac{\omega_i}{\gamma_i k_\parallel^2 \nu_{ei}^2}, \tag{58}
\]
and
\[
D_{ql} = \frac{2(b + k_\perp^2)}{1 + k_\perp^2} \left( \frac{\gamma_i}{k_\parallel^2 \nu_{ei}^2} \right), \tag{59}
\]
respectively. Unlike the low collision limit where the saturation amplitude is strongly sensitive to \(\nu_{ei}\), the saturation amplitude in the highly collisional limit is independent of collision frequency. On the other hand, the quasilinear diffusion coefficient is proportional to the linear growth rate and, thus, increases with \(\nu_{ei}\).

Nonlinear saturation of collisional drift instabilities can also be studied using a set of fluid equations for the electrons (Appendix A). They are
\[
\frac{\partial n_+^e}{\partial t} + ik_\parallel u_{\parallel+}^e + i\omega_c \phi_+ + k_\perp^2 \phi_+ n_+^e = 0, \tag{60}
\]
\[
\frac{\partial n_0}{\partial t} = 2ik_\perp^2 \Im(\phi_+^* n_+^e), \tag{61}
\]
\[
\frac{\partial u_{\parallel+}^e}{\partial t} + ik_\parallel \nu_{ei}^2 (n_+^e - \phi_+) = -\nu_{ei} u_{\parallel+}^e. \tag{62}
\]
Letting \(\partial/\partial t = -i\omega\) in Eq. (60) and neglecting the \(\partial/\partial t\) term in Eq. (62), we can easily recover the nonlinear dispersion relation given by Eq. (55).
As with the low collisional limit in \((k, \omega)\) space, Eqs. (54) and (55) demonstrate that the \(E \times B\) convection term shuts off the growth of the instability by nullifying the phase difference between the density and potential response. However, the simple resonant particle saturation mechanism in \((x,t)\) space previously discussed is not applicable in the fluid limit.

In order to confirm the above quasilinear analysis, the three-mode coupling version of Eqs. (30) and (32) for both the electrons and ions including only the \(E \times B\) electron nonlinearity and linear ion response have been numerically integrated using the scheme presented in Appendix B along with Eqs. (24) and (34). The numerical parameters are \(\Delta q = \pi/5v_t, \pm q_{max} = \pm 64\Delta q, \) and \(\Delta t = 1.0.\) Figures 5 and 6 show the evolution of \(e\phi(1,1)/T_e \equiv \phi_+\) for collision rates of \(\nu_{ei}/\Omega_i = (0.0, 0.001, 0.01, 0.1)\) for \(\theta_B = 0.01\) and \(0.002, \) respectively. The measured properties are \(\omega/\Omega_i = 0.046 + i(0.009 \sim 0.011)\) for \(\theta_B = 0.01\) and \(\omega/\Omega_i = (0.04 \sim 0.042) + i0.02\) for \(\theta_B = 0.002.\) They do not deviate significantly from their respective collisionless values. As predicted, collisions do not significantly affect the linear growth rate for \(0 \leq \nu_{ei}/kT_e \simeq 1.\) However, in both cases, the saturation amplitude is greatly enhanced by collisions and appears to be rapidly approaching an upper bound as a function of \(\nu_{ei}.\) This trend agrees with our predictions given by Eq. (50). Most interestingly, the upper bound values coincide with the estimates of Eq. (58).

The agreement between the numerical diffusion coefficient taken at its maximum value just before the saturation and the corresponding \(D_{q1}\)'s obtained from Eqs. (51) and (59) is not quite as good for some of the cases. The difference can be as high as a factor of \(2 \sim 3.\) This is due to the fact that quasilinear diffusion is really a rough estimate based purely on linear behavior and does not take into account the nonlinear changes before saturation. Nevertheless, the trend from both calculations remains the same, i.e., diffusion increases with \(\nu_{ei}.\) Thus, the quasilinear analysis is
indeed adequate here.

Let us compare the three-mode coupling results with those from particle simulation presented in Sec. III. As we can see, the saturation amplitudes indicated in Fig. 1 for \( \nu_{ei}/\Omega_i = (0, 0.001) \) and \( \theta_B = 0.01 \) agree well with their corresponding values in Fig. 5. We can then conclude that nonlinear \( \mathbf{E} \times \mathbf{B} \) convection for the electrons is indeed the dominant saturation mechanism for these two cases. However, the saturation levels for the other cases in Figs. 1 and 3 are considerably higher than those shown in Figs. 5 and 6, indicating that the three-mode coupling model is not entirely valid. The quasilinear estimates for diffusion based on three-mode coupling are also consistently lower than the simulation results. Worse yet, the model predicts zero diffusion after saturation, since there is no longer a phase difference between density and potential. On the other hand, simulation results in Figs. 2 and 4 show nonvanishing steady-state diffusion long after saturation.

In order to understand these differences, we next analyzed the four-mode coupling system described by Eqs. (30) to (34) for both the electrons and ions together with Eqs. (24) and (25), using the numerical scheme given in Appendix B. To resolve the issue of redundancy, we have discarded the dynamic equation for \( \tilde{f}_0(q = 0) \) in the calculation. For the initial condition, we let \( \phi_+ = \phi_- \) at \( t=0 \). Figure 6 shows the results for \( \nu_{ei}/\Omega_i = 0.001 \) and \( \theta_B = 0.002 \), which indicates that \( \omega/\Omega_i = 0.034 + i0.023, \ D_{q_\|} \approx 0.02, \) and \( e\phi_+/T_e \approx 6\% \) in the steady state. These numbers are in excellent agreement with the simulation results given in Figs. 3 and 4. Further investigation involving the use of fluid ions \( (k_\| = 0 \) and \( k_\| \neq 0 \) has enabled us to identify the dominant nonlinear mechanisms. They are the \( \mathbf{E} \times \mathbf{B} \) convection for both species and the velocity-space effects for the electrons. However, most alarmingly, the four-wave coupling calculation again yields no steady-state diffusion as shown in Fig. 7, i.e., the time-averaged \( D \) is zero, whereas Fig. 4 gives \( D = 0.01 \).
Thus, the actual mechanism responsible for the nonvanishing steady-state diffusion lies elsewhere.

One possibility is that, instead of the one-dimensional diffusion model, Eq. (23), an energy-conserving collision operator should be used in the mode-coupling calculations. Since the numerical scheme for solving the Lorentz collision operator, Eq. (3), is rather involved, we have chosen to verify this point by modifying the collision process in the simulation itself. By only using Eq. (9) for the scattering of the electrons in the code while keeping $v_{\perp j}$ unchanged, one can argue that the scheme, in fact, simulates Eq. (23). However, when this is done, the simulation actually yields a somewhat larger diffusion coefficient in the steady state. Another possible mechanism for the particle flux in the steady state involves the non-Maxwellian feature in $v_{\perp}$ for the ions due to the finite gyroradius effects which have not been included in the mode-coupling calculation. When these effects are likewise eliminated from the particle simulation code by setting $\rho_\perp = 0$, there is only a slight drop in the particle flux for $\theta_B = 0.01$ and no change at all for $\theta_B = 0.002$.

By eliminating all these possibilities, we conclude that the primary candidate giving rise to the observed steady-state diffusion in the simulation is the interaction between the background fluctuations, which have not been taken into account in the mode-coupling equations, and the dominant $\phi_+$ and $\phi_-$ waves. This interaction causes the stochastic $\mathbf{E} \times \mathbf{B}$ particle transport similar to the scenario described by Horton, and can be understood by using the Hamiltonian of Eq. (37). Without any outside perturbations, particles in this system traverse the bounded contours of constant $H$ and, as a result, there is no net particle transport. However, by adding small amplitude secondary waves to the system, particle motion near the unstable fixed points can become stochastic and results in cross-field diffusion when the isolated surfaces are destroyed. Since, in the simulation, $\phi_+$ and $\phi_-$ undergo
continuous exchange of energy in the steady state due to the electron velocity-space nonlinearities, and since collisions also play an important role here, the analysis given in Ref. 28, based on a Hamiltonian of the form similar to Eq. (37), cannot be used to compare with our results quantitatively. Nevertheless, it provides us with the important insights into the origin of anomalous transport in the simulation. Further investigation of the stochastic behavior of test particles using the wave forms given by our simulation will be very helpful in understanding this process.

V. Discussion and Conclusion

The results presented in Secs. III and IV enable us to determine the relevant mechanisms responsible for the nonlinear evolution of drift instabilities in the presence of electron-ion collisions. While some of the nonlinearities, such as ion $E \times B$ convection, 3-8 electron $E \times B$ convection 17, 20-22 and stochastic diffusion, 28 have received considerable attention in recent years, the role of electron velocity-space nonlinearity has never been explored. The latter represents another channel for energy exchange between different modes and has significant impact on the nonlinear evolution in our simulation. By comparing the simulation results with those from mode-coupling calculations, we can also conclude that a reliable predictive model can be obtained only if one takes into account all these nonlinearities in a self-consistent manner. Such a model is, of course, not yet available, and its development is beyond the scope of the present paper.

Despite the lack of an accurate predictive model, we can still compare our results with the trends observed in the actual experiments. 11-13 Probe measurements at the tokamak edge, (where the plasma is marginally collisional) have shown that the fluctuation levels for density and potential are rather insensitive to collisions, and particle diffusion appears to increase with local number density. In these re-
spects, our simulation results are consistent with the experimental observations. For example, the saturation amplitude in the simulation is found to be greatly increased by weak collisions and, according to the three-mode coupling model, there is an upper bound for saturation as given by Eq. (58), which is independent of \( \nu_{ei} \). Thus,

\[
\frac{e \phi}{T_e} \sim \frac{\omega_i}{\Omega_i} \sim \frac{\omega_e}{\Omega_i} \propto \frac{f_s}{L_n} \tag{63}
\]

for \( k_{\perp} \alpha_s \approx 1 \) where \( L_n \equiv 1/|\mathbf{k}| \). Such a scaling is common for many experiments. The simulation results have also indicated that particle diffusion is greatly enhanced by collisions. Since \( \nu_{ei} \propto n_e T_e^{-3/2} \), particle diffusion in the simulation indeed increases with number density. Interestingly, quasilinear diffusion from the three-mode model, Eq. (59), also gives the same trend, i.e.,

\[
D_{qL} \sim \frac{\gamma_i}{k^2_{\perp}} \propto nT^{-\frac{1}{2}}B^{-2}. \tag{64}
\]

[Note that the scaling agrees with the Connor-Taylor constraint] In fact, these quasilinear estimates compare favorably with the simulation results when collisions are relatively strong. For example, Figs. 2 and 4 give \( D = 0.004 \) and 0.025, respectively, for \( \nu_{ei}/\Omega_i = 0.01 \) and \( \theta_B = 0.01 \) and 0.002, whereas Eq. (59) gives \( D = 0.011 \) and 0.028 for the same parameters. This is rather surprising, since there is little reason based on our analysis that the two should be related. However, Horton has argued that such a correlation between stochastic diffusion and quasilinear diffusion indeed exists if there are many small amplitude waves present in the system. This is certainly the case for our simulation.

Let us now compare our results with those from recent theoretical calculations. It can be shown easily that our simulation model in its fluid limit reduces to the one used by Hasegawa and Wakatani. Because of the way in which the \( k \)-space is truncated, the important \(( \pm 2, 0)\) density fluctuations have been eliminated in their calculation. As a result, the two models predict totally different saturation
mechanisms. Moreover, the calculation in Ref. 6 has indicated that the steady-state particle flux is linearly proportional to ion viscosity. Thus, the particle flux vanishes when ion viscosity is absent. Again, this contradicts our simulation results, in which nonvanishing steady-state diffusion exists despite the lack of ion dissipation in the simulation plasma. This difference has been investigated by constructing conservation laws using the nonlinear gyrokinetic equations. The results will be reported elsewhere.

A direct comparison of our results with the calculation by Terry and Diamond\(^8\) is not feasible because of the basic difference in geometry (slab vs. toroidal) and, to a certain extent, in philosophy as well. More specifically, in their analysis, the ion energy sink was determined beforehand as the dominant saturation mechanism, whereas there is no prejudgment as to the relative importance of the nonlinearities included in our model. Besides, we have concentrated on nearly coherent phenomena, while their concerns were the fully developed turbulence. However, in spite of these differences, the scaling laws of Eqs. (63) and (64), based on rather simple-minded arguments, are surprisingly similar to the ones obtained from the model in Ref. 8. The underlying reason for such a similarity has yet to be understood.

Probably, a full-blown three-dimensional toroidal simulation has to be used to settle the issue.

In conclusion, we have demonstrated in the present paper the usefulness of gyrokinetic particle simulation as a computational tool for studying low-frequency microinstabilities. These studies have provided us with some highly interesting insights regarding the nonlinear behavior of drift instabilities in the presence of collisions. Based on these results, we have been able to make meaningful correlations with the existing experimental measurements and theoretical calculations. Hopefully, our work here will stimulate further theoretical effort in understanding
the origin and the scaling of anomalous transport. On the computational front, the next logical step is the development of the three-dimensional toroidal capability. In view of the widespread belief that the tokamak edge is of vital importance to the global confinement, such a code should prove to be extremely useful for exploring and understanding the edge physics.
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Appendix A. Fluid Equations

A set of fluid equations associated with the gyrokinetic Vlasov-Poisson system, Eqs. (1)-(7), can be obtained by assuming that $k^2 \lambda_D^2 \ll 1, b \ll 1$, and $F = n_\alpha(F_M + f)$, where $F_M$ is the spatially homogeneous Maxwellian background and is independent of time. Upon taking the appropriate velocity moments, we arrive at

\[
\frac{dn^e}{dt} + \frac{\partial u^e}{\partial x} + \kappa \frac{\partial \phi}{\partial y} = 0, \tag{A1}
\]

\[
\frac{du^e}{dt} + \frac{m_i}{m_e} \frac{\partial}{\partial x} [n^e - \phi] = -\nu_e u^e, \tag{A2}
\]

\[
\frac{dn^1}{dt} + \frac{\partial u^1}{\partial x} + \kappa (1 + \frac{\nabla^2}{\tau}) \frac{\partial \phi}{\partial y} = 0, \tag{A3}
\]

\[
\frac{du^1}{dt} + \frac{\partial}{\partial x} \left[ \frac{n^1}{\tau} - \phi \right] = 0, \tag{A4}
\]

and

\[
\nabla^2 \phi = -(n^1 - n^e), \tag{A5}
\]

where

\[
\frac{d}{dt} \equiv \frac{\partial}{\partial t} - \frac{\partial \phi}{\partial x} \times \vec{b} \cdot \frac{\partial}{\partial x}. \tag{A6}
\]

In deriving Eqs. (A1)-(A6), we keep only the nonlinearities arising from $E \times B$ convection, for which $b = 0$ is assumed. The contributions from the $\partial (\epsilon^2)$ terms in Eqs. (2) and (4) are also ignored. By letting $du^e_y/dt = 0$ in Eq. (A2) and $\partial u^1_y/\partial x = 0$ in Eq. (A3), and neglecting Eq. (A4) altogether, we recover the equations used in Ref. 6.
Appendix B. Integration Scheme

The mode-coupling equations for the electrons, Eqs. (30)-(33), and the corresponding ion equations can be solved numerically using the method of characteristics. These equations assume a general characteristic form of

\[ \frac{df}{dt} + G(q)f = H(q), \]  
\[ \frac{dq}{dt} = K(q), \]

where \( G(q) \equiv \alpha q^2 \nu_e, \) \( K(q) \equiv \beta k_{\parallel} + q \nu_{e\parallel}, \) and \( \alpha \) and \( \beta \) are constants. For

\[ f = \mathcal{J} \exp[\int G(t')dt'], \]

Eq. (B1) becomes

\[ \frac{df}{dt} = H(t) \exp[\int G(t')dt']. \]

Thus, Eq. (B2) can be evaluated by the numerical scheme,

\[ f(t + \Delta t) = f(t) + H(t + \frac{\Delta t}{2}) \Delta t \exp[-G(t + \frac{\Delta t}{2}) \Delta t], \]

where \( \Delta t \) is the time step. For Eq. (B2), the solution is

\[ q(t + \Delta t) = q(t) \exp(\nu_e \Delta t) + \frac{\beta k_{\parallel}}{\nu_e} [\exp(\nu_e \Delta T) - 1] \]

\[ \approx q(t) \exp(\nu_e \Delta t) + \beta k_{\parallel} \Delta t, \]

for \( \nu_e \Delta t \ll 1 \). There are undoubtedly better numerical methods for solving Eq. (B4). We choose this particular scheme because of its simplicity. To achieve the desired accuracy, a seven-point Lagrangian interpolation scheme has been used in the computation.
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Figures

FIG. 1. Particle simulation results for the evolution of the $\phi(1,1)$ mode for various collision rates and $\theta_B = 0.01$.

FIG. 2. Particle simulation results for particle diffusion for various collision rates and $\theta_B = 0.01$.

FIG. 3. Particle simulation results for the evolution of the $\phi(1,1)$ mode for various collision rates and $\theta_B = 0.002$.

FIG. 4. Particle simulation results for particle diffusion for various collision rates and $\theta_B = 0.002$.

FIG. 5. Solutions of three-mode coupling equations for $\theta_B = 0.01$.

FIG. 6. Solutions of three-mode coupling equations for $\theta_B = 0.002$.

FIG. 7. Time evolution for the potential and particle diffusion from four-mode coupling calculations for $\nu_0/\Omega_i = 0.001$ and $\theta_B = 0.002$. 
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