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FOREWORD 

This report reflects work done primarily by Commonwealth 

Associates Inc. under U.S. Department of Energy (DOE) contract 

EB-78-C-01-6664·. Under this technical support service contract, 

Commonwealth is to provide technical power system engineering and 

operations expertise to the Economic Regulatory Administration's 

Division of Power Supply and Reiiability. 

During April and May of 1979, Lhere were two separ~te 

major outages involving the underground facilities of the Boston 

Edison Company. These outages were reported to the Department of 

Energy as required. Prior to these service interruptions, Boston 

Edison had experienced similar outages in October 197J and 

February 1978. 

Public media reports indicated that these outages had 

caused a significant amount of public inconvenience. The frequency 

of their occurrence and the public inconvenience was· of concern 

from an electric power supply and reliability viewpoint.. On this 

basis, the Division of Power Supply and Reliability contacted the 

Massachusetts Department of Public Utili ties (PPU)· to determine 

their concerns about these outages. As a result of this communica

tion, it was decided that a joint investigation.would be initiated 

to independently ascertain the base causes of these outages and 

to determine if there were lessons to be learned f·rom these inci

dents that may have broad applicability. A meeting·of the 
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Department of Energy staff, the Massachusetts Department of Public 

Utilities staff and the Boston Edison Company to discuss this in-

vestigation was held . .'.on June 26, 1979, in Boston, Massachusetts. 

A Federal Register announcement of this investigation was .issuP.n 

on August 2, 1979. 

During June, 1979, the Boston Edison Company experienced 

three outages which were primarily the result of underground cable 

failures. Based on these more recent incidents, it was dP.~i~~d 

by the DOE and ~he Massachusetts DPU that the investigaLlun should 

in~lude the three June, 1979, incidentR ~nd the 1977 and 1978 uut-

ages were eliminated from the investigation. In addition to deter

mining the causes of the outages, it was decided to have the 

consultant do an in-depth review of the restoration procedures 

and processes employed by the Boston Edison Company. 

The report is the result of the contractor's efforts. 
' 

The DOE staff reviewed a draft of th~ report and !Jeveral cha.nges 

were made. On receipt of the contractor's final document, it was 

forwanled to the Boston Edison Company for review. The utility 

replied by letter dated April 9, 1980, and expressed sharp concern 

regarding the contractor's introduction and summary to the report. 

(This letter is printed as Appendix H to the report.) ·All 

factual errors listed in the Boston Edison letter have been cor-

rected. The contractor's introduction and summary sections have 

been replaced by this foreword. The conclusions and a recommenda-

tions section were prepared by the staff of the Division of Power 

:. 
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Supply and Reliability from the contractor's work and other 

knowledge of electric power supply systems. Thus, spme of the 

Boston Edison comments do not apply to the report as printed. 

The five separate incidents investigated by the 

contractor are identified by the following subtitles: 

• Back Bay Area Interruption (14 kV and 208·V 

cable ~ailures, April~·l-4, 1979) 

• Brighton Area Interruption (14 kV cable failure 
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and subsequent substation damage, May 21-22, 1979) 

• Chelsea/East Boston Area Interruption (25 kV cable 

failure, June 2, 1979) 

• Town of Wellesley Partial Interruption (14 kV 

cable failures, June 18-23, 1979) 

• Roslindale Area Interruption ( 14 kV cable failu.res, 

June 23-26, 1979) 

The Boston Edison Company operates 7,416 miles of . . ~ 

distribution system conductor, contained in 1,119 miles of conduit 

bank. Oil-impregnated paper insulated, lead sheathed cable is 

used almost exclusively. For many years. this type cable has 

been the most reliable obtainable. However, it is absolutely 

dependent on the integrity of the lead sheath, and any crack or 

wear area that admits moisture results in certain failure. 
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In some areas, such as the Back_ Bay area of downtown 

Boston, a secondary network system is employed, whereby multiple 

primary circuits (14 kV) supply a large number of transformers 

which in turn supply a network of secondary conductor~ (208/120 V) . 

Customer connections are made directly to the secondary network. 

This type of system is designed to have the·highest attainable 

continuity of ~ervice to the cu~tomer. However, a companion 

feature of this system is that a disturbance that is largP. Pno~gh 

to L:duse an interruption o.:1u3es dll ot the customers on the net-

.work to be isolated from electric service. Bogton Edison operates 

five separate secondary network systems~in downtown Boston. 

In other areas a multiple-radial. system ·is used, whereby 

several primary circuits (14 or 25 kV) receive power from a sub

station with each supplying customer load through many transformers 

and independent secondary systems. The total capacity is gre•te~ 

than the total peak load, so that service may·be quickly restored 

to all r.u_stomcrs by appropriate manual or automatic switching in 

case one or more of th,e pr.imar,y circuits is removed from service 

for any reason. 

The objective of this report is to investigate the 

causes of the five outages listed above and to de·termine measures 

~hat will prevent or make less probable future occurrences of 

similar outages. A part of this_determination is a synopsis of 

four other major metropolitan electric utilities' experiences in 

operating underground systems. The utilities surveyed were: 
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• ··Commonwealth Edison Company, Chicago 

• Consolidated Edison Company, New York 

• The Detroit Edison .company, Detroit 

• Philadelphia Electric Company, Philadelphia 

All of.these companies operate major urban underground distribution 

systems. All have ·secondary networks and multiple-feeder network 

systems similar in many ways to those of Boston Edison. There are 

differences in some aspects o£ design, equipmen~, maintenance and 

testing. among all the companies. Evaluation of these different 

practices as applied to the Boston:Edison sit'uation is an objective 

of this report. 

This report is divided into five major sections and 

seven appendices. Section I is the Foreword,· and Section II is 

an Executive Summary which contains certain DOE staff r,ecommenda;_. 

tions. Section III, Analysis of Electric Supply Outages, is .a 

detailed evaluation of each of the five incidents. Included in 

each discussion are background information, description of the 

incident, causes and contributing factors, restoration measures,: 

and mitigative measures. Sections IV and V summarize Mitigative 

and Restoration Measures, respectively. 

These sections ·have be·en· include~ to summarize .and to 

serve as quick reference to·the mitigative and restoration measures 

discussed.in the body and appendices of this report. 

Appendix A is a synopsis of the experiences of the 

four other utilities interviewed. Appendix B summar~zes Boston 



Edison's Trouble Information Management System. Appendix C 

contains Operations and Maintenance expense data drawn from 

public information reported on FPC Form 1 and compiled in 

"Statistics of Privately-Owned Utilities in thP. TTnited St.:ttes" 

by FPC and later by DOE/EIA. 

Appendix D contains data re~arding unn~r1round c.:tble 

I opcrnt.ion, wl th failures classified by cause. Boston Edison 

experience i~ alao compared Lu nqtional avera~P.s. The coot of 

6 

service restoration and an estimate of the impact of lost revenue 

is conLdined in Appendix E. 

Several types of distribution systems are described 

in broad terms in Appendix F. The systems included are radial,· 

radial-multiple supply, primary network, secondary network, and 

spot network. 

A glossary, containing some of the technical terms useq 

in this report, is included as Appendix G. 

Appendix H constitutes the comments of Boston Edison 

on the contractor's report. 
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EXECUTIVE SUMMARY AND RECOMMENDATIONS 

This Power System Interruption Investigative Report 

provides factual data regarding five electric power supply inter

ruptions that occurred in the Boston Metropolitan area during 

the April to June, 1979 period. These outages resulted in over 

566,000 customer outage hours. The U. S. Department of Energy 

(DOE) and the Massachusetts Department of Public Utilities (MDPU) 

jointly initiated this investigation in June of 1979. Commonwealth 

Associates Inc. of Jackson, Michigan was retained by the DOE to 

do the primary investigative work. 

Common to all of these outages was the failure of an 

underground cable as the initiating event, followed by multiple 

equipment failures. There was signifi.cant variation in the 

voltage ratings and types of cables which failed. The investi

gation was unable to delineate a single specific Boston Edison 

design or operating practice that could be cited as the cause of 

the. outages. Detailed attention was .given to the maintenance 

programs of the Boston Edison Company and comparisons were made 

with other utilities operating large underground electric power 

network distribution systems. It was evident that the expenditure 

of funds for maintenance by the Boston Edison Company were slightly 

less than the apparent average. However, it must be recognized 

that the actual maintenance crews have difficulty in uniformly 

classifying which .Part of their work is maintenance and which 

part is capital improvements. The differences were~not enough 

to support a conclusion of inadequate maintenance. 
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Underground electric power ri~t~ork~distribution systems 

primarily exist in high population density urban areas. They 

are usually old, having been first installed in the 1930's and 

1940's. These systems were usually expanded as the downtown areas 

developed until the late 1950's and early 1960's when many down~ 

town areas were initiating urban renewal programs. When this. 

occurred, the new electrical loads were often too large for the 

existing networks and special service feeders or spot networks 

~uuld be developed more economically than expanding the main net

work. Thus, there has been only minimal load qrowth on the main 

networks and only minimal capital improvement investments were 

made. The Boston Edison system is typical in this regard. 

While revci:~wing the consultant'~ input, it becomes very 

evident that the design and operation of an underground n:etwork 

is controlled by many factors o~her than good uLillty engineering 

practices. There is a significant· amount of congestion in the 

area below the streets. Electric power facilities must compete 

with water lines, sewer facilitiP.S 1 subway lines, Qnd telephone 

cables for the limited space available under the streets. Boston 

Edison's Back Bay netw0i:k is divided into a.,north and south 

section by the Massachusetts Turnpike which. is a depressed, 

almost tunnel-like road through the downtown area •. This factor 

has made it almost impossible for Boston.Edison to have an adequate 

number of links between these two network sections. The lack of 

these ties was a significant factor 'in the extent of the Back Bay 

outage. 
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Due to the limited space available, the Boston Edison 

Company has placed· ten or more circuits in some manholes and duct 

banks. This factor was extremely significant in the extent of 

the outages. 

The Back Bay outage was initiated by the failure of a 

direct current circuit. This direct current system supplies 

slightly over 1650 customers and yet it requires 210 miles of 

underground qable. Boston Edison has not offered direct current 

service to new customers for many years, however, a major effort 

and .sizeable expenditures are required to eliminate this type of 

service. It is evident that the customers currently receiving 

this direct current service are not paying its total costs, 

especially if outage costs are considered. 

Oper~tion of an electric utility distribution system 

involves the proper functioning of many equipment items as well 

as many humans performing their tasks correctly. The Brighton 

outage was the result of an incorrect relay setting -· a human 

error. Roslindale's outages were caused by equipment failures. 

The Chelsea/East Boston interruption occurred on.Saturday when 
. 

a failure· occurred while other maintenance work was in progress. 

This is a combination human error/equipment failure,~: 

The management .of the Boston Edison· Company cooperated 

fully in.our investigative efforts and had made their own investi-

gation prior to the start of the government work. It was evident 

, ······· 
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from our investigation that Boston Edison had properly analyzed 

each situation and had initiated many actions to prevent re-

.occurrence and/or to mitigate any public health and safety 

concern or other public discomfort. It was noted that the 

utili~y has an onyoihg positive relationship with the local 
I 

government, fire and police organizations. The Fire Department 

recognized the manhole fires af;> elPrtrio.J.l iu ua'tUre and used 

appropriate extinguishing means. The police role is extremely 

importan~ during a mdjO.:t power Ol1~i'l'J'i. Nol uuly do they have 

their normal public heAlth and safety roles, they mus~ handle 

oigniflcant traffic congAstion withuut automatic signals and 

work areas for utility forces must be cleared. Boston Edison's 

prior planning coordination with these city agencies was 

impressive. The utility did not have ·a restoration plan for a 

major network outage when these incidents occurred·. Despite 

thls deficiency, it mobilized its work forces and the service 

restorations were handled expeditiously. Warm food was delivered 

to CLews at their work locations, thereby expediting the repair~ 

RECOf.-INENDA'l' IONS 

After reviewing the contractor's investigative report, 
. I . 

we believe the Boston Edison Company should consider the following 

actions: 

• Develop and implement, in coordination with the 

Massachusetts Department of Public Utilities, a 

plan to eliminat~ the direct currerit cable network. 
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Consider providing this service on a customer

by-customer basis where required by means of 

rectifier on the customer's premise. 

• Complete its restoration plan for major network 

outages. Ensure that plans are maintained on a 

current basis. 

• Regroup primary feeder cables wherever possible 

to minimize the number of circuits in manholes, 

and to separate feeders to high load density areas. 

• Develop a program to detect incipient cable faults. 

• Evaluate the separation of the north and south 

sections of Back Bay network into separate net

works; as a minimum, install the necessary 

facilities to make it possible to re-energize 

one section without interfering with the other. 

• In Roslindale, re-evaluate the cathodic protection 

scheme. 

These recommendations are primarily directed to the 

Boston Edison Company; however, other electric utilities, es

pecially those with major underground networks, should review 

them for applicability to their systems. The presence of a 
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recommendation is not intended to imply that Boston Edison ha.s 

not taken positive corrective action since the subject inter

ruptions occurred. In fact, the DOE staff is aware of many 

actions taken by Boston Edison to hopefully prevent a re-occurrence, 

to mitigate the societal impacts of a futur~ outage, and to 

expedite the restoration . 
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ANALYSIS OF ELECTRIC SUPPLY OUTAGES 

The Boston Edison Company supplies electricity at retail 

to an area of approximately 590 square miles within 30 miles of 

Boston, encompassing the City of Boston and 39 surrounding cities 

and towns. The population of this territory is approximately 

1,600,000. Boston Edison also supplies electricity to other 

utilities and mun·icipal electric departments for resale. About 

80 percent of the company's revenues are derived from retail 

electric sales, 12 percent from wholesale electric sales, and 

8 percent from other sources. The area served by Boston Edison 

is shown by Exhibit 1. 

The Boston Edison system peak load was 2,031 MW which 

occurred on August 17, 1978. The annual load factor was 57.7 

percent. The growth in sales over the past 6 years has averaged 

about 3 percent per year with total energy sales reaching 

11,627,000 MWH in.l978. The percent sales by customer class were: 

48% - Commercial 

27% - Residential 

19% - Industrial 

6% - Other 

100% - Total 

The Boston Edison underground transmission and 

distribution supply system contains about 7,500 miles of cable, 

classified as followi: 
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87 miles - transmission (115-345 kV) 

2,138 miles - distribution primary (6.9-25 kV) 

4,981 miles - ac distribution secondary (120-480 V) 

210 miles - de distribution secondary (250 V) ·.· 

7,4lb miles - total 

A two-square mile area in downtown Boston is served 

by five 208Y/120 V ac secondary networks, a single 240/120 V 

de network, and a number of 480Y/277 V spot networks. The 1978 

peak load on the networks was approximately 360 MW, including 

less than 3 MW of de load. 

In a three-month span in early 1979, the Boston Edison 

Company experienced five separate incidents that resulted in 

service interruptions to a total of approximately 80,000 

customers. All five incidents, characterized by multiple equip~ 

ment and/or cable failures that eventually resulted in the 

service interruptions, were initiated by underground r.able f~ults. 

A description o~each incident, causes and contributing factors, 

restoration measures, and mitigative measures are presented in 

the following sections. A list of the five incidents is pro-

vided below, and the approximate geographical location of each 

is shown on Exhibit 2. The dates listed indicate the approxi-. 

mate period of abnormal .system operation and should not be 

interpreted as the duration of the outage. 



EXHIBIT 1 

Hopkinton 

e 0 TOWN SERVED AT RETAIL 

~ lOIN SERVED IN BULK 

F}U TOWN SERVED BY OTHERS 

SCALE Ill H I L ES -------
0 1 2 6 8 BOSTON EDISON COMPANY SERVICE TERRITORY 



15 

• Back Bay Area Interruption, April l-4 

• Brighton Area Interruption, May 21-22 

• Chelsea/East Boston Area Interruption, June 2 

• Town of Wellesley Abnormal System Conditions, 

June 18-23 

• Roslindale Area Interruption, June 23-26. 

The outage duration and number of customers involved 

can be combined to derive a reasonably accurate estimate of the 

outage magnitude in terms of domestic customer-hours. The 

following table shows the derivation: 

Back Bay Network: 

Beacon St. Sta. 

South Grid 

North Grid 

Total, Back Bay 

Brighton 

Chelsea/East Boston 

Wellesley 

Roslindale 

Total, All Incidents 

Outage Duration 
Hr-Min. 

0-35 

4-42 

38-1 0 

4-22 (avg) 

l-22 (avg) 

32-12 

3-48 (avg) 

Customers 
Out 

1,500 

5,000 

6,000 

50 16 0 0 

25,000 

1,000 

6,200 

Outage 
Cust.-Hrs. 

900 

23,500 

229,000 

253,400 

220,600 

36,200 

32,200 

23,600 

566,000 



EXHIBIT 2 

Hopkinton 

c:J TOWN SERVED AT RETAIL rz::J TOWN SERVED BY OTHERS 

~ TOWN SERVED IN BULK K\\:/::"J OUTAGE LOCATIONS 
SCALE IN MILES ---- -

0 1 2 6 8 GENERAL LOCATION OF OUTAGES 
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· BACK BAY AREA INTERRUPTION, APRIL l-4, 1979 

The Back Bay Network is one of five ac secondary 

networks in the two-square mile area of downtown Boston. This 

network is roughly bounded by Storrow Drive on the north, 

Clarendon Street on the east, the New Haven Railroad on the 

south, and the Fenway on the west. The Massachusetts Turnpike 

splits this network into two lightly interconnected north and 

south secondary grids. The Prudential Complex is located near 

the center of the network and is supplied by several spot net

works. The John Hancock Tower and several hotels are also 

supplied by spot networks. See Exhibit 3 for geographic locations. 

Scotia Street Station 492, a 115-14 kV bulk power station 

built in 1973, is the source for the Back Bay Network and Beacon 

Street Station 49. Station 492 includes two 115-14-14 kV, 

75/100/125 MVA transformers supplying four metal - clad 14 kV 

bus sections. (See Exhibit 4.) Each bus section consists of 

one bus tie breaker, one transformer secondary breaker, one 

metering and control cubicle, and six line feeder positions. 

The present arrangement consists of sixteen 14 kV feeders 

supplying the Back Bay Network and three 14 kV feeders 

(distribution supply lines) supplying Beacon Street St~tion 49~ 

This station supplies twelve 4 kV radiai distribution circuits 

serving 1,500 customers with a recorded 1978 peak load of 

20,100 kVA. 
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The feeder.cables are copper conductors with oil

impregnated paper insulation and lead covering (PILC), rated at 

15 kV and varying in size from 750 kcmil near the station down 

to 1/0 AWG for the taps serving the secondary network trans

formers. For approximately the last twent~ years, all 15 kV 

PILC has· been purchased with Special Rubber Coating (SRC). The 

network feeder cables and the secondary cables run in a common 

duct bank/manhole system. Typical .due~ bank sections consist 

of four to twelv~ 3~1/2"-~iber pi~e, enclos~d in concrete and, 

buried three to four feet below street grade. The manholes are 

typically 6' wide x 10' long x 8' deep. The main duct banks 

usually run under the major streets and may contain many pri

mary circuits, as well as ac and de secondary cables. ·.The Back 

Bay Network was established in the early 1930's,'.and much of 

the duct and manhole system was part of the original installation. 

Many de cables are more than 50 years old. Some of the 14 kV 

cable segments were also part:of the original network installation. 

The sixteen 14 kV network feeders that supply the 

Back Bay Network are rated for normal operation at 7,000-8,000 

kVA each. They interlace throughout the area to supply the 

secondary network grid through 152 14 kV-208Y/120 V transformers 

with a total connected capacity of 91,250 kVA and spot networks 

through .50 14 kV-480Y/277 V transformers with a total connected 

capacity of 63,975 kVA.· The Back Bay Network peak load was 

63,800 kVA in 1978. The ratio of peak load to total transformer 
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capacity was 0.41. The Back Bay Network has the high~st 

percentage residential load of the £i~e net~orks with 20 

percent. A total of 11,000 c~stomers are served by this 

network. 

A single 240/120 V de .network system overlays all five 

ac networks in the downtown·area, including the Back Bay Network. 

A total of 1,688 customers with a de load of less than 3 MW are 

supplied. The de source is provided by thirty-four 250 kW solid 

·state rectifiers. These rectifiers receive 208V supply from 

the ac secondary mains. 1\.n cstimci'ted 210 -mil·es ·of de. cable are 

in service. Within the Back Bay Network area, the de load is ·:. 

about 800 kW. Four rectifiers to convert· ac to de ar.e l"ocated 

within this area. 

The network is planned on the basis of single 

contingency outage criteria. Th{s means that at peak load any 

single element such as a transformer, a f~eder, or a bus s~ction 

can be lost without any service interruptions or abnormal equip

ment overloads. A bus section outage at Substation 492 would 

result in four network feeders being out of service. Obviously, 

the bus section outage would remove 25 percent of the 14 kV 

supply; and this is the most serious outage planned"for without 

any electric service compromise. The n~twork·is·also analyzed 

for double contingency failures. · 
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The Back Bay Network is unique because it is physically 

split into two approximately equal sections by the Massachusetts 

Turnpike and the Boston and Albany Rai~road, which pass under

ground through the Prudenti~l Center complex of buildings. 

Partly because of _this barrier, the network is essentially com

posed of a North Grid and a South Grid. Loads north of the 

Turnpike, except for the Prudential Center are supplied by the 

North Grid, while the remainder of the area is supplied by the 

South Grid. This condition is shown by Exhibit 3. 

There are sixteen 14 kV circu~ts emanating from 

Substation 492 (Scotia Street) to supply the network. However, 

as a pr~ctical matter, there are eight circuits for the North 

Grid and eight for the·South Grid, with only minor support 

available to either grid by a few 200¥/120 V secondary circ~its 

from the other. Power transfer by means of 208¥/120 V circuits 

is also impractical because of the absence of such circuits in 

the South Grid near its border with the North Grid. This is 

caused by the Turnpike and the large 480¥/277 V spot loads of 

the Prudential Center, John Hancock Tower and large hotels in 

the area. 

Thus, while the Back Bay Network is operated as a 

single entity, there are actually two network~ because of the 

physical separation and lack of effective electrical connections 

between them. 
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Of the sixteen 14 kV circuits, twelve are routed along 

Boylston Street. Of these, eight serve the North Grid, while 

four serve the major Prudential Center spot loads along the 

south side of the street, which are part of the South Grid. 

Exh~Llt 5 shows the duct and manhole system along Boylston Street 

from Substatiort 492 to Clarendon Street. This exhibit also 

shows the number of 14 kV circuits passing through each manhole. 

It can be observed that the numbers of 14 kV circuits contained 

in manhol8~ dlung Hoylston Street arA ns followo: 

2 manholes contain 11 cii.t.:ui ts 

7 manholes contain 8 circuits 
,) 

6 manholes contain 7 circuits 

7 manholes contain 6 circuits 

6 manholes contain 5 circuits 

5 manholes ·con·tain 3 circuits 

4 manholes contain 2 circuits. 

The exposure to multiple outages from a single 

incidenl ls evident. lt is not practical to remove such ex-

posure completely because of prohibitive cost; but efforts to 

minimize it can be made. Boston Edison has recognized this by 

routing North and South Grid feeders on both sides of the street. 

DESCRIPTION OF OUTAGE 

The Back Bay Network problems were initiated by a 

fire in Manhole 1456 at Boylston and Dartmouth Streets on 
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Sunday, April 1, 1979. An investigation by Boston Edison 

personnel indicated that the probable cause of the fire was 
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the failure of a 240/120 V de cable in Duct 11 (see Exhibit 6). 

The de cable failed at or near the duct mouth, and the ensuing 

fire everitually destroyed all the cables within one to two feet 

of this location. Four 14 kV network feeders (IN45, INll, 

IN12, IN22) were damaged and sequentially relayed out of service 

within a 15-minute period just prior to 1 PM, Sunday, April 1, 

1979. Also at this time, a fifth 14 kV feeder (IN25) was out of 

service because of scheduled maintenance at the John Hancock 

Tower. The estimated Back Bay Network load was 29,000 kVA; 

no secondary network customers were out of service at this time. 

All five feeders out of service on April 1 supplied 

the North Grid. This grid was kept in service by the three 

remaining feeders, while the extent of damage to the other 

cables was being assessed. 

Shortly after the extent of damage was assessed, a 

decision was made to cut and cap·four of the five feeders which 

had been removed from service. This was faster than full repairs 

and would permit the return to service of a part of each of the 

circuits. In this way, as many transformers as possible could 

be made available prior to the Monday morning load. Electrical 

Operations Department personnel were dispatched to 46 network 
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vaults to.perform the necessary switching and tagging operations 

required to saf~ly isolate the affected feeders prior to making 

repairs. In order to_expedite switching time, additional off-

duty station operating personnel were used to.assist. rt took 

abou~ seven hours to complete the .entire· operation. Switc:;hing 

personnel. were delayed fo.r. over an hour· in one instance, waiting 

for an escort to a vault inside a buildinq for sP.r.11.ri. ty reaoons. 

Anoth~r delay was encountered because three feeders had con-

tacted damaged secondary cables. These had to be cleared before 

the feeders could be safely grounded. 

Be±ore 9 PM on Sunday,· the Back Bay load had grown 

to an estimated 31,000 kVA. A second fire was reported in 

Manhole 1446 at Commonwealth and Exeter; and several minutes 

later 14. kV fe!=der IN31. relayed out of service :at· 9:01 PM, 

leaving· the North Grid ~.uppl;ied. by_. only two of the original 

eight feeders. A later investigation qf this fire revealed 

that the damage was caused by a 208Y/120 V ac secondary cable 

that. had overloaded, faiied ·, and bu~-~ed. Within a 40-minute 
•'. 

period, between 10 and 11 PM, one secondary network vault and 

four additional"manholes,were reported smoking or afire. To 

prevent further equipmen~ damage, theJ 14 kV transformer secondary 

breakers at Station 492 were openGd, de-energizing the supply to 

the entire Back Bay Network and to Station 49, thus interrupting 

service to approximately 12,500 customers. 
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The eight feeders serving the North Grid and the 

number of secondary transformers they each supply.are summarized 

·On Table I. The table also shows that the first five ·feeders 

out of service reduced the number of secondary transformers 

serving the North Grld by 63 percent, and the sixth feeder out 

brought the number of secondary. transformers out of service to 

81 percent . 

.. The· chronology of events of April 1-4, 1979, is 

summarized on Exhibit 7, following. 

CAU$ES AND CONTRIBUTlNG FACTORS 

Three major factors contributed to the massive Back Bay 

area outage: 

• The system is vulnerable to a manhole fire, 

because many feeders run in a common manhole/ 

duct system. 

• The de secondary grid is a potential source for 

a sustained manhole fire. 

• The damaged network was operated beyond its 

capability for too long a,period. 

The Boston Edison system is more vulnerable to outages 

caused by a single mahhole fire than some other utilities since 

many of the feeders supplying the. networks are run in a common 

manhole/duct system. (See Exh.ibit 5.} A sustained fire in a 

single manhole could conceivably take out as many as eleven 



TABLE I 
BACK BAY NETWORK TRANSFORMERS OUT OF SERVICE 

North Grid 
Network Transformers 

Cumulat1.ve 
Feeder No. % % Out of Service Comments 

25 5 8 8 Out on scheduled main-. 
tenance 

45 8 14 ·22 Relayed out - damaged 
by initial fire 

·12 10 17 39 RP.lnyP.n ont - nr=~mn IJPc'l 
b,7 

,l initial fire 

ll 4 7' 46 Relayed out - .damaged 
by initial fire 

22 10 1/ bJ Relayed out - damaged 
by initial fire 

31 ll 18 81 Relayed out - damaged 
by second fire 

43 8 14 

32 3 5 

Total 59 100% 



feeders. The concentration· of feeders in a single-duct run 

has evolved for a number of reasons: 
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• Because of extreme tongestion unde~ the streets 

consisting of water lines, sewers, gas lines, 

steam lines, and telephone and electric cables, 

the city exerts considerable pressure to constrain 

the expansion of under-street facilities. On 

some streets, no additional width is available, 

and if expansion is required, it must be done 

vertically. It the electric utility requires 

more ducts, these must be built below existing 

duct lines. In some cases, eY-en this is impossible 

due to the subways below the electric facilities. 

As a result, large main duct runs will usually 

be found under the major streets and thoroughfares. 

• Boston is a very historical city with under

standable pressures to preserve the historical 

qualities of many of the older sections of the 

city. It is very difficult to get permission 

to buil.d through these sections and when per

mission is grant~d, it requires restoring the 

streets to their historical condition or re

paving the entire street from curb to curb. 

In either case, extreme costs are incurred. 

• All construction activities that would require 

closing streets are prohibited from Thanksgiving 
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weekend until after the January lst holiday. 

Construction activities are also prohibited in 

areas near old wooden tunnels and underground 

subway_structures in fear that the movement of 

the ground may weaken these structures. 

• Near ~he source substation, the feeder cables 

must be concentrated to some extent to bring 

them into the station. Note that 14 of the 16 

feeders serving the Back Bay Network are con

tained in single manholes near Substation 492 

(Exhibit 5). 

The possibility of a fire in a manhole destroying all 

the cables is a rare occtirrence, but has serious consequences. 

Usually, electrical faults are quickly cleared, limiting the 

damage to no more than one or two cables. In ~he Back Bay in~i

dent, four primary cables were damaged by the heat produced by 

a cable fault that did not clear. It is likely that the de 

cable burned for more than ~hirty minutes. The fault occurred 

on a very large cable protected with heavy fuses, and the fault 

current was not of sufficient magnitude to blow the fuses. 

Direct·current distribution systems are rare; mostly, 

only remnants.of them remain in a few large cities. In Boston, 

as in other major cities, most de customers have been converted 

to ac. In April, 1979, only 1,688 de customers with a peak 

demand of about 2,300 kW remained in scattered locations 
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throughout the city. It has been Boston Edison's policy for a 

number of years to encourage conversion of de customers to ac 

and to simultaneously eliminate unnecessary de equipment. The 

remaining de load, however, has not exhibited significant de

creases in recent years. This is essentially the "hard core" 

load, such as de elevators and large industrial motors·in old 

buildings which are costly to replace and where rewiring can 

lead to substantial expense. As a result, a rather substantial 

de secondary grid remains. This.system contains about 210 miles 

of cable occupying common facilities with all five ac networks 

in the two-square mile area in downtown Boston. For example, 

in Manhole 1456 where the trouble started, de cables occupy 12 

of the available 48 ducts, or 25 percent~ This space used is 

.completely out of proportion to the load served by the de 

system. Moreover, it seriously hampers expansion of the ac 

network, which will be necessary to accommodate load growth. 

It also makes maintenance more difficult because of manhole 

congestion. 

The de grid is a major problem and expense for the 

Boston Edison Company. Because of,age, lack of replacement 

parts or expensive special fabrication procedures, and diminish

ing use not reflected in proportionate system shrinkage, the de 

grid has become extremely costly to maintain and operate. A 

recent review has revealed an annual operating deficit of 

approximately 1.25 million dollars. This averages $740 per 

de customer per year. 
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Exhibit 8 shows electrical connections in a typical 

acto de rectifier station. Typically, the equipment is 8' long x 

4' wide x 7' high and weighs about 13,000 pounds. A full-size 

vault is required for its installation. There are 34 such 

installations in the Boston Network area, four of them being in 

the Back Bay Network. 

The 1,200 ampere fuses on the de side of the rectifier 

must permit load current to flow without interruption, yet operate 

quickly for short circuits. For a maximum fault, this fuse 

would blow almost instantaneously so that heat generated would 

be negligible and that there would be no damage to adjacent · 

cables. However, the speed of interruption decreases rapidly 

with reduction in fault current, which can be caused by arc 

resistance and/or .distance between the fuse and the short ciL·~uit. 

For example, this fuse would require 10 seconds to blow for a 

2,500 ampere short cihcuit. 

One of the most difficult problems with the de 

secondary grid is clearing faults. Arcing faults may not draw 

enough current to blow fuses as in th~ case of the·Back Bay 

incident. This problem is compounded by the decreasing size 

of the de system .. As links in the de grid are no longer needed 

a~d are retired and moved, the impedance of the grid increases.' 

~his causes a decrease in fault currents and correspondingly 

increases the probability that faults will not be cleared by 

the fuses. 



,· 

TYPICAL ELECTRICAL CONNECTION 
250 Kl POIER RECTIFIER 

AC HTWORIC 
20 8"( /120 v 

SWITCH 

EXHIBIT 8 

r----- --, 
I 
I 
I 
I 
I 
I 
I 
I 

-+U~V DC 

TRAI SFOIIMER 

.,.._ RECTI flU 
HOUSIIG 

I 

I 
I 

--~ 

FUSES 
UOOA OR UOOA 

-120¥ DC 



28 

The cause of the de fault that-initiated-the Back Bay 

incident is not kriown. The cable that failed was ~iliaced in 

service on November 22, 1922; it was 57 years old. Several 

weeks prior to the failure, this manhole was used to film a 

TV documentary on cable spiicing. Possibly, this cable was 

kicked or moved. If this happened, it could have been the cause 

of the fault. Cable insulation deteriorates with age, becomes 

brittle, and perhaps dry because of ~il migration in impregnated

P9.per insulated cables ot the type used for the c.ll.: s:ys Lem. 
' 

However, particularly in the case of cables operating at low 

voltage as in this instance, satisfactory service can be rendered 

indefinitely, provided that the cable is not moved. However, 

movement can disturb this .rather delicate·balance with sub-

sequent failure. The de cable that failed occupied Position 11,. 

a bottom position, in Manhole 1456 (Exhibit 6) and might have 

been inore vulnerable to accidental movement than some other 

cables in the manhole. The fault current completely destroyed 

the cable, leaving little .evidence to determine how the cable 

initially failed. However, none of the fuses in the de ~y~tem 

blew, indicating that the initial problem was a high-resistance 

de fault that failed to clear. 

This incident occurred on a Su_nday afternoon in April, 

a time of light system loads. The Back Bay Network was carrying 

about 29 MVA at the time. (The 1978 summer peak demand on the 

network was 64 MVA.) The situation facing the operators was the 
• 
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operation of a lightly loaded, but badly damaged network. 

Periodic,: load readings were taken at selected network trans-

formers. Loadings were within acceptable emergency limits; 

however, low voltage problems were being reported. 

The North Grid of the Back Bay Network is characterized 

by large commercial customers south of Boylston Street and small 

commercial and residential customers north of Boylston Street. 

The ·large commercial customers (notably the John Hancock Tower 

and the Co~ley Plaz~ ~otel) are supplied by 480Y/277 V spot 

networks, and other commercial and the residential customers 

~r~-~erved by th~ 208Y/120 V secondary grid. The ·loss of five 

14 kV feeders severely impacted this 208Y/120 V secondary grid, 

since only three r-emained in servic~. This grid was being 

ope~ated v~ry near its limits. By Sunday evening, th~ Sack 

Bay Network load had slightly increased to 31 MVA, and the 

load demand within the network was ~robably shifting with more 

residential load coming on. Approximately eight hours after the 
. . . 

initial fire, a ·second manhole fire was reported within this 

residential area caused by overloaded secondary cables. · This, 

in.~urn, was caused by unavailability of network transformers. 

Burning secondary cables damaged one of the remaining three 

feeders supplying this ~re~. Consequently, the sixth feeder 

tr~pped out. Within two hours, one transformer and four addi-

tional manholes were reported smoking or afire. The situation 

at that time was that the North Grid was being supplied by only 

two 14 kV· circuits (of eight normally available) and eleven 
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network transfor~ers (of 59 normally available). It was evident 

that the load could not be sustained. A decision was theri· made· 

that the· network be shut down to prevent further equipment 

damage. 

The severity of the situation was now apparent and . ,. 

emergency restoration procedu;es were initiated. 

The network system is composed of three major 

components, each of which must be adequate. to s:upply the load 
. • • . • • -~ • .; ; t • • • 

and transfer power as required. These. components are: 

· • Primary ·Circui-ts · ( 14 kV) · j', 

• Network Tr~rlsform~rs· (14 kV - 208Y/l20 V) 

• Secondary Network (208Y/120 V) .. " .. · ... 

Duting the-~mergencj, ari~ccur~te·ass~ssmeri-i: of the 

status of primary circuits and network transftirm~i~ was knbwn. 

The loads on the primary· circuits were readily,determinable from 
~ '· . . . . :· 

substation instrumentation. The number of transformers in 
"t. 

service was determinable from system re9u~d::; and knowledge of 

"cut-and-cap" locations on damaged primary circuits. Trans-
• • •• t " 

former loads were moni.tored by field fo_rces, and ul!acceptable 

overloads were not experienced during ~~e emergency. Upon loss 

of a transformer (due to primary circuit outage) the 208Y/120 V 

circuits tranifer power from remaining transformer$ to loads 

normally served by transformers out of service. These loads 
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are not'easily monitored, and such power transfers can exceed 

the ,overload capabilities of the cables, with resulting failures. 

Low-voltage conditions are also experienced. Inability of the 

secondary grid to make the necessary power transfers, with 

resultant overloads, smok~ng, and fires was the cause of all 
( 

subsequent outage~ to primary circuits serving ~he network. 
I 

It can be observed that six of the eight primary 

feeders that normally supply the North Grid were out of service 

simultaneously during the emergency. However, all of the out-

ages were caused by damage from fires on low-voltage· systems -

the de cables in the case of the initial outages and the ac 

cables in the cases of subsequent outages. 

RESTORATION MEASURES 

The following steps were taken to restore service to 

, the affected customers: 

• The three 14 kV feeders that supply Beacon Street 

Station 49 were reclosed, restoring service to 

approximately 1,500 customers after a 25-minute 

outage between 2242 and 2307, on Sunday, April 1. 

Service to Beaco~ Street was briefly interrupted 

for switching operations on six occasions prior 

to the end of the emergency on the morning of 

Wednesday, April 4. 
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• Four interconnecting secondary mains were cut and 

a switch was opened to separate the Back Bay 

North and South Grids. The undamaged South G+id 

~as re-ener~ized, restoring service to approxi

mate.ly, 5, 000 cus'Eomers, after a 4-hour, 34-minute 

outage from 10:42 PM Sunday night until :3:16 AM 

Monday morning. Six brief interruptions for 

switching operations were experienced prior to 

Ll1t= ~::uu of Lhe emergency. 

• ~he damaged North Grid was repaired and re

energized to restore service to the remaining 

customers out of service. The total outage time 

was 38 hours and 10 minutes at various times 

between 10:42 Pr-1 on Sunday, ·April 1, and 6:32AM on 

Wednesday, April 3. 

• The de customers were out of service for varying 

intervals with the final restoration occurring 

on Friday, April 5. 

Three of the four feeders damaged by the initial fire 

and the feeder out on maintenance were cut ~nd capped, and 

switching was performed, isolating the damaged equipment. After 

an outage of 8 hours and .10 minutes, the undamaged parts of six 

feeders were used to energize the North Grid. Several hours 

later, the undamaged portion of a seventh feeder was returned 

to service. Throughout the day of Monday, April 2, all customers 

were in service while repairs were being made. 
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At approximately 9 PM, a manhole fire was reported, 

and shortly thereafter a 14 kV feeder tripped out. Several 

reports of further manhole fires were received, and at approxi-

mately 11 PM the North Grid was de-energized to prevent additional 

damage. Additional repairs were undertaken_, and an unsuccessful 

attempt was'made to energize the North Grid on April 3. More 
\ 

repairs were made, and the North Grid was successfully energized 

on April 4. 

• 
The series of problems that occurred on April 1-4 

resulted in service interruptions to approximately 12,500 

customers for various parts of the four days as summarized 

in the following table. 

Number of Hours-Minutes Out of Service 
Customers 4/1 4/2 4/3 4/4 Total 

· Beacon Street Station 1,500 0-25 0-4 0::""5 0-1 0-35 

Back Bay South Grid 5,000 1-18 3-18 0-5 0-1 4-42 

Back Bay North Grid 6,000 1-18 7-59 22-21 6-32 38-10 

The three 14 kV distribution supply lines to Beacon 

Street Sta~ion 49 are not directly involved in the network 

system, but outages of these three lines cannot be avoided when 

energizing the Back Bay Network since they are connected to the 

same 14 kV puses that supply the, network. For the same reason, 

an outage of the South Grid is necessary when re-energizing the 

North Grid. In any secondary network, each feeder is connected 

to the ent~re network load via the transformers and secondary 
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grid. If only one feeder is energized, it will attempt to 

carry the entire network load and will be overloaded. There

fore, to energize a network, all feeders must be energized 

simultaneously. This is accomplished by de-energizing the 

14 kV bus, closing all feeders onto the de-energized bus, and 

then re-energizing the bus. All of the outages to Beacon 

Street Station 49 and those to the South Grid after isolation· 

from the North Grid were of this nature . 

• 
During the restoration effort, Boston Edison received 

good cooperation from the police and fire departments. The fire 

department was usually the first called by citizens reporting 

manhole fires. The fire department was quick to respond and 

immediately called Boston Edison. The fire department stood by 

to assist Boston Edison personnel. The police department 

designated a single liaison to serve as a contact point for 

Boston Edison. This liaison dire~ted police units to close 

streets or move parked cars, as necessary to facilitate the 

restoration efforts. 

Boston Edison made space available near the System 

Control Center and scheduled frequent press conferences. The 

news media could see the activity in the Control Center directed 

toward restoring service. The direct observation by the news 

media reinforced the utility's statements that action was being 

taken and resulted in better press briefings than would have been 

obtained in a "sterile" conference room away from the action. 
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Since the outage 'was localized and required a number of repairs 

in the streets, Boston Edison repair crews were highly visible 

in the affected area. The people in the blacked-out area could 

see for themselves the effort being made to restore their 

service. 

Another measure found useful in expediting the 

restoration effort was to provide coffee and meals in the 

streets for the repair crews. Arrangements were made with 

vendors to take food directly to the repair crews so the 

crews could rest, eat and return to work with a minimum of 

lost time. 

A problem involving access to facil1ties was encountered 

during initial phases of the emergency. It was necessary to per-

form switching operations in a vault located in the John Hancock 

Tower. Boston Edison personnel had to wait for more than one 

hour for an escort required by building security regulations. 

Special effort was made to restore service to hotels 

and very large commercial buildings during the emer~ency, al

though outages of substance were also suffered by these faci~ities. 

A North Grid feeder was made available to the John Hancock Tower 

at 1135 on Tuesday, April 3. Partial service was restored at 

1652 to the Copley Plaza, Lenox, and Copley Square·Hotels. 

MITIGATIVE MEASURES 

Fcillowing the Back·~ay incident, the B6ston Edison ·-=~·, 

Company embarked on several field programs: 
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• Inspection of the 444 manholes in the North Grid, 

with repairs to electrical facilities as required. 

• High voltage testing of each 14 kV feeder serving 

the Back Bay Network. 

• Inspect the 58 network vaults, to assure that all· 

equipment .is in goo:a condition and to replace 

all limiters that might have blown during the 

emergency. 

• )nspect the 7 de junction boxes in the North Grid, 

making repairs and replacements as required. 

In addition to field programs, a Network Task Force 

has been formed with the following objectives: 

• Provide a detailed inve~tigation of the trouble 

experienced on the secondary network system 

April l-4, 1979. 

•· Review how company suppo:r L fon:;es could bt! ut.il.i:.!.l::!cl 

to more effectively assist restoration. 

• Review secondary network design criteria. 

• Review communication systems employed during 

network system problems. 
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• Consider developing a different system to modify 

and coordinate the temporary removal of customer 

load and a system to control restoration of same. 

• Establish an emergency plan to address major 

secondary network disturbances. 

• Review methods and procedures to speed up the 

g~ounding, phase identification and live capping 

procedures on both live and. dead network systems. 

• Review number, size and estimated connection time. 

for.emergency generators. 

• Re-evaluate the Company position concerning 

future disposition of the de system. 
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BRIGHTON AREA INTERRUPTION, MAY 21-22, 1979 

Brighton Station 329, located at 150 Lincoln Street, 

Brighto_n, Massachusetts, is a major 115-24-14 kV bulk power and 

distribution station in the Boston Edison System. This station, 

a manned station built in the mid-1950's, presently includes 
~ J ;: • 

the following equipment: 

8 115 kV line terminations 

2 - 115-24-14~14 kv, 100 MVA transformef~ 

-1- 115-14-14 kV, 100 MVA transformer 

2 - 24 kV bus sections with 4-~4 kV fAA~PrR 

6 ~ 14 kV bus sections, tie bus, and 30-14 kV feeders 

DESCRIPTION OF OUTAGE 

On Monday evening, May 21, 1979, Station 329 was 

supplying a load of approximately 125,000 kW when a fault occurred 

on 14 kV feeder 202~90. 

The circuit breaker protecting thi~ feeder opened in 

accordance with the relaying scheme. However, although th.e 

circuit breaker contacts opened, the electric arc was not in-

terrupted and the fault was not removed. This sust~ined 

arcing inside the circuit breaker continued, and.developed into 

a bus fault on 14 kV Bus Section 3 of the station. (See Part A 

of Exhibit 9 .) All other circuit breakers connected. to this 

bus opened, in correct accordance·with the bus differential 
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relaying scheme. The elapsed time-after the initial cable 

failure was 2.19 seconds. A 14 kV circuit breaker had failed, 

but subsequent circuit breaker operation was correct; except 

that an undesired operation of transformer 14 kV circuit breakers· 

occurred, removing power supply Transformer C from service. 

Subseq'\.].ent investigation revealed incorrect relay calibration 

on the Transformer C.l4 kV circuit breakers. The load was now 

being supplied by Transformer B and half of Transformer A 

(again - refer to Part A of Exhibit 9 ) . The original cable 

fault had hot been cleared because the circuit breaker at 

Station 202 had not opened and. power was being supplied from 

Bus Section 6 through 14 kV Circuit 202-160. 

The next event occurred five seconds later when an 

insulator flashover occurred on a 14 kV circuit breaker connected 

to Bus Section 5. An explosion and fire in the switchgear 

occurred at this time. Bus Section 5 was iso~ated by correct 

operation of all 14 kV circuit breakers connected to the bus 

section (see Part B of Exhibit 9 ) . Note that the original 

cable fault still had not been cleared. 

After another three seconds other circuit breakers 

opened, including one of the three 14 kV Cambridge tie lines. 

The initial cable fault was finally cleared - 10.27 seconds after 

its occurrence - by.the circuit breaker at Station 202. (See 

Part C of Exhibit 9 .) The C~mbridge ties constitute an inter

connection with the Cambridge Electric Light Company. 
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By this time the situation had deteriorated to the 

point where no service could be maintained, and all power supply 

transformers and all 14 kV Cambridge ties opened because of 

excessive currents. (See Part D of Exhibit 9 ) . 

Service had been interrupted to 50,600 customers by 

this series of events. In addition, substantial damage had 

been caused to equipment in the substation by the explosion 

and fire. 

The durations of outage·s to customers were as follows: 

!Jurat. ion 
Time Hrs - Min Number of Customers 

7:25 PM - 10:50 PM 3-25 20,200 

7:25 PM - 12:18 AM 4-53 30,400. 

7:25 PM - 12:31 AM 5-06 1 (commercial) 
/ 

7:25 PM - 3:38 AM 8-13 9 (commercial) 

CAUSES AND CONTRIBUTING FACTORS 

The Brighton incident was caused by a cable fault, 

followed by a circuit breaker failure, a bus fault, and in-

correct· relay settings that, when combined~ resulted .in the 

loss of the 14 kV portion of the station. The initial failure 

occurred when a 14 kV circuit breaker failed to interrupt a 

cable fault. The arc across the circuit breaker degenerated 

into a bus fault. Proper relay action cleared the faulted bus 

'section, but overcurrent relays caused 14 kV circuit breakers 

protecting a transformer to open, consequently isolating a 

transformer supplying two bus sections. This was attributable 
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to incorrect calibration of the relay. Five seconds later, an 

insulator failed, resulting in another bus fault. An ·explosion 

and fire followed, c·ompletely destroying one circuit breaker. 

More circuit breakers tripped, de-energizing all six 14 kV bus 

sections. The entire sequence from initial cable fault to shut

down occurred within seventeen seconds. 

Except for the incorrect relay setting, the problems 

in this incident were essentially equipment failures. This 

station was built in the mid-1950's, and this is the first 

incident of a circuit breaker failing to interrupt a cable fault. 

These circuit breakers are maintained on a regular four-year 

schedule. This particular breaker was last.overhauled in 

March, 1976. 

The second bus fault was caused by the failure of an 

insulator in a circuit breaker cubicle. The suspected reason is 

that a voltage -surge from the first bus fault caused furiher 

damage to an already weak insulator. 

The feeder circuit b~eakers at this substation are 

General Electric, Type AM-13.8-500-2. There are many such 

circuit breakers on the Boston Edison system. The breaker that 

failed has been returned to General Electric for detailed in

vestigation by the manufacturer to determine the cause of.the 

failure. It has not been possible to establish a pattern of 
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frequent failures of this type breaker through EEI records or 

by a limited inquiry to other utilities. However, Westinghouse 

has discovered a design flaw in similarly rated breakers of 

their design and manufacture, whereby the arc might not be 

interrupted in case of a fault of low magnitude. A modification 

kit has been offered for .the Westinghouse equipment to correct 

this situation. It has been suggeited by Boston Edison that the 

initial circuit breaker could have failed because the power arc 

might have evolved outside the arc chutes, thus resulting in 

the bus fault. A vigorous joint effort should be undertaken 

with the General Electric Company to ascertain whether design 

or manufacturing defects exist in this type of circuit breaker. 

The Boston Edison Trouble Analysis Report for the 

cable fault that triggered this major disturbance concluded that 

the fault was of extremely long duration, and had probably burned 

for some time.before relay action was initiated at Brighton 

~tation. A total of 8 inches of all three copper conductors and 

33 inches of lead sheath had been completely burned away before 

the trouble was cleared. The fault occurred in a duct between 

Manholes 19449 and 19448, which was reported to be wet. The 

cabl~.was of an obsolescent belted (nonshielded) construction 

and was 42 years old at the time of failure. Traces of moisture 

were found in the outer layers of insulation near the fault. 

However, this was not fixed as the cause of failure because of 

the damage. 



The second circuit breaker which resulted in the 

explosion could easily haye been caused by a faqlt beyond the 

interrupting rating of the breaker ori Feeder 506-73. The 
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circuit breakers have an interrupting rating of 500 MVA, while 

the theoretical maximum three-phase bus fault is about 1328 MVA 

under conditions when the fault ticcurred. Current-limiting 

reactors are inserted in each feeder exit so that feeder faults 

will always be within breaker ratings. However, there is a 

short distance (a few feet) between the breaker terminals and 

the reactor where fault reduction is not accomplished. This 

is where the fault occurred. Such faults are extremely rare, 

and this situation is regarded as an acceptable calculated risk 

by many (if not almost all) utilities. 

A good protective scheme for a 14 kV system such a~ 

that supplied from the Brighton Station is very difficult to 

achieve without establishment of expensive communications circuits 

between all of the substations involved. Instead, a scheme using 

overcurrent relays was adopted. It is difficult to calibrate the 

relays so that fault interruption will occur quickly, yet have 

proper selectivity so that circuit breakers will not be opened 

unnecessarily. The result is usually a compromise, with fault 

interruption being slower than desired.· This is especially true 

of·relaying for three-phase faults such as occurred on 14 kV 

Feeder 202-90. Even so, two seconds is an excessively long 

clearing time for a cable fault. The relaying scheme for this 

area should be reviewed in detail to .provide faster protection 

if at all possible. 
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RESTORATION MEASURES 

Bus taps, a switchgear cubicle and a circuit breaker 

were qompletely destroyed by the second bus fault. The explosion 

caused by this fault severely damaged a partition wall between 

two bus sections, aspestos-cement barriers covering the bus 

section and louvers and doors on the enclosed bus section. 

Brighton is a manned substation, and 'the fire and smoke caused 

by the explosion forced evacuation of the station operator's 

office. Supervisory personn.el and the fire department arrived 

within fifteen minutes. A smoldering fire was extinguished, and 

fans were used to clear smoke from the office area and bus 

·section aisles. 

Ii:nmediate priority was given t·o restoration of 

customers' service. ·visual inspection of the station equip-

ment was made, and damaged equipment was isolated. Undamaged 

equipment was re-energized, restoring service to most customers 

within three and one-half hours. Restoration of service t.o 

the last customer was complicated by thP. fnct that both feeds 

to this customer had been damaged. A temporary arrangement at 

the station was made to bypass damaged equipment·, and the service 

to the last customer was restored in approximately eight hours~ 

MITIGATIVE MEASURES 

As a result of this incident, the Boston Edison 

Company initiated the following actions: 

• The overcurrent relays protecting 115-14 kV 

transformers at Brighton Station have been 



reset to not overreach and operate incorrectly 

for 14 kV bus faults. The protective relay 

settings for other tra·nsformers at stations of 

simila~ design we~e reViewed. 

• The circuit breaker that failed was returned 

to the manufacturer for additional a~alysis. 

• AlL insulators at this station were inspected 

for ·signs of weakness or stress. No problems. 

were found. 

45 
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CHELSEA/EAST BOSTON AREA INTERRUPTION, JUNE 2, 1979 

The Chelsea and East Boston areas, including Logan 

International Airport, are supplied by 14 kV distribution systems 

emanating from Substations 445 and 488. Power supply is from 

the Mystic Generating Plant, which feeds Station 488 by means 

of a 115 kV underground cable and Station 445 by means of two 

25 kV underground cables. There is also a 14 kV connection 

~~tween Stations 445 and 488 to Station +4, which, in turn, is 

fed :from Mystic at 14 kV. These connections are shown by Exhibit 

10. There are approximately 10,000 customers in this area, with 

a total lead in the order of 36,000 kVA at the time of the ser-

vice interruption. A'second 115 kV source has already been 

planned for support to this area; before occurrence of the outage. 

DESCRIPTION OF OUTAGE 

Oh Friday, June 1, one of the 14 kV lines feeding 

Station 14 from Mystic Generating Plant failed. The other circuit 

w~s remov.ed -from service to prevent overload; and the Station. 
I 

14 load was ·distributed among other stations. Of this load, 

approximately 4000 kW was transferred to Stations 445 and 488~ 

On Saturday, June 2, testing and laboratory work 

was scheduled on 115 kV underground cable 250-518 at Mystic 

and a 115-14 kV transformer llOA at Station 488. Thus, the 

entire area load was being supplied by means of the two 25 kV 

lines between Mystic and Station 445. The 25-14 kV transformers . 
at Station 445 have nameplate ·ratings of 20,000 kVA each. 
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Overcurrent relays controlling the 14 kV circuit breakers on 

each transformer are set to cause the breaker to open when the 

transformer load reaches 36,000 kVA. 

At 9:00 AM on Saturday, June 1, the total load on 

the two 2 5 kV circuits was 2 9, 0 0 0 .kw as measured at Mystic 
. ' 

Generating ·Plant. This corresponds to about 31,500 kVA. At 

9:07 ·AM one of the 25 kV cables failed, thus transferring the 

entire load to the other. The station operator at Mystic 

reported that meter readings on the·remaining 25 kV circuit to 

Station 445 were "off-scale," oi in excess of 32,000 kW, 

corresponding to more than 34,800 kVA. The summer emergency 

rating of each of the 25 kV cables is 26,000 kVA, and the over-

load rating of the 25-14 kV transformers is 28,000 kVA each. 

At 9:10 AM the 14 kV transformer breaker opened at 

Station 445, with the operation initiated by overcurrent relays. 

This removed the remaining power source and the load served by 

Stations 445 and 488 was interrupted. This substantially in-

eluded the towns of Chelsea and East Boston, including the 

Logan International Airport. Geographic location ~f these areas 

as related to the remainder of the system is shown by Exhibit 2. 

The scheduled maintenance work on 115 kV line 250-518 

at Mystic Generating Plant and 115-14 kV Transformer llOA .at 

Station 488 was immediately cancelled. Some work had begun, but 

it was possible to re-energize Stations 445 and 488 at 10:24 AM 

when the transformer was switched back into service. 
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The outage duration was 1 hour and.l7 minutes to most 

customers. One station was not re-energized until 11:18 AM, so 

that its customers experienced a 2 hour and 11 minute outage. 

This added time was caused by failure of remote supervisory 

control to operate properly, which resulted in a requirement 

to send an operator to a normally~unattended station. 

CAUSES AND CONTRIBUTING FACTORS 

It has been determined by Boston. Edison that testing 

requiring removal of the 115-14 kV transformer at Station 488 

from service shou·ld not have been undertaken on Saturday, June 1, 

1979. The reason for this was that any additional problems on the 

·system could result in overloads and possible interruptions. (This 

determination was made lmmediately after the incident, and was no.t 

prompted by this investigation.) 

Boston Edison's review of this incident determined that 

the dispatcher directing the switching of the Chelsea 115-14 kV 

transformer had not reviewed previous load readings for typical 

Saturday and s·unday conditions prior to scheduling the work. Such 

a review would have indicated that the second contingency (loss of 

a Mystic-Station 14 25 kV line) could have been handled on Sunday 

whereas on Saturday it could not. In addition, ioad readings were 

not taken before and after switching to make sure that circuit 

loadings were within acceptable limits. Such checks are standard 
I 

Boston Edison operating procedure. It was particularly important 

in this case, since additional load aggrega.ting 4000 kVA had been 

transferred into this area as a result of the 14 kV cable fault in 

the Mystic area the previous day. 
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RESTORATION MEASURES 

The scheduled maintenance work was cancelled, and the 

115-14 kV transformer was returned to service .. Service to all 

customers was restored within 1-1/2 hours. 

MITIGATIVE MEASURES 

• This incident has been throughly reviewed with 

the personnel involved, dealing particularly 

w~th the sched~ling of outages and the respon

sibilities of the permit coordinator and the 

dispatcher. 

• In the course of repairing the damaged 25 kV 

cabl~, one manhole was rebuilt. 

• To further s~rAng~hen this area, a second 115-14 

kV source has been authorized. This source will 

be provided by tapping an overhead 115 kV line. 

It is scheduled to be in service by June, 1981. 

• Boston Edison Company "Guidelines for Scheduling 

Equipment Outages" has been revised to emphasize 

the importance of consideration of second

contingency outages. Scheduling of such outages 

for Sundays rather than Saturdays was directed 

for cases where risk of interruption would be 

less. 



TOWN OF WELLESLEY ABNORMAL SYSTEM CONDITIONS 
JUNE 18-23, 1979 

The Boston Edison Company supplies at.wholesale all 
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of the Town of Welleslei's requirements via five 14 kV ~upply 

lines. Four of the five origlnate at Newton Highlands Station 

292 and run underground in a common duct line to the Wellesley 

border. The fifth is an overhead spacer cable that originates 

at Needham Station 148 and.goes underground at the Wellesley 

border. 

The capacity of this cable system, as dete.rminen hy 

Boston Edison is as follows: 

Summer, .kVA Winter, kVA 
Line Normal Emergencx Normal ... Emergency 

41-210 7,750 9,750 9,000 10,750 

41-212 7,750 9,750 9,000 10,750 
'• >'L\ I.\ , ' ·~ 

41-213 9,250 11,500 10,625 12,750 

378-89 9,250 11,500 10,625 12,750 

378-90 8,000 8,750 8,750 8,750 

42,000 39,750* 47,250 43,000* 

*Largest line out of service. 

Line 378-90 originates at Needham, the other four at Newton 

Highlands. 

The four supply lines from Newton Highlands Station 
' 

run along Worcester Street, Route 9, approximately 5,800 feet 

in 18 manhole sections. The duct and cable are owned and main-

tained by Boston Edison. At the Wellesley border, the duct line 
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splits into two separate lines and extends 13,000 feet into 

Wellesley in 35 manhole sections. 

the cables are owned by Wellesley. 

This duct system and two of 

The two Wellesley cables 

then extend an additional 16,000 feet in a Wellesley-owned duct 

system. The Needham supply line is owned and maintained by 

Boston Edison in Needham and by Wellesley inside the Town of 

Wellesley. (See Exhibit 11•) 

The fbur Newton Highlands supply cables are fed from 

separate 14 kV bus sections and are dedicated lines supplying 

no load other than Wellesley. The Needham line serves both 

Boston Edison and Wellesley loads . 

. The 1978 W.ellesley summer peak load was .31. 9 MVA, 

well under the cable system rating. 

DESCRIPTION OF OUTAGE 

/ 

On Monday, June 18, at 2.:22 PM, when the first of a 

series of cable faults occurred on the 14 kV supply line from 

Newton Highlands Station, the Wellesley load was 31.1 MVA. 

Crews, dispatched to investigate, found another of the supply 

lines damaged. At 5:17 PM, at another location, a second supply 

line failed. This put two of the four supply lines out of 

service, and a ~hird, though operating, was badly damaged.· 

Both supply lines to Wellesley's Cedar Street Station were out, 

causing an interruption of service to approximately 1,000 

customers. Throughout the week of June 18-23, problems on 
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these lines continued with one or two cables being out of 

service. Exhibit 12 shows a chronological record of the week's 

events. By the end of the week, repairs had been made on all 

four of these lines. The following table provides a summary o~ 

the hours of service interruption: 

Duration Number of 
Date Out/In Hour Out/In (Hr-Min) Customers 

6/18-6/19 5:17 PM - 1:05 PM 19-48 1,000 

6/19-6/20 1:20 PM - 1:44 AM 12-24 ,1,000 

Total Hours Out 32-12 

The sequence of troubles is depicted on Exhibit 12. 

CAUSES AND CONTRIBUTING FACTORS 

The first fault was a joint failure on Circuit 378-89. 

The joint was a,short distance from the duct on the downward side 

of the manhole. There was a one-inch slit at both ends of the 

wipes on the joint, and signs of moisture. When this joint 

faulted, it damaged an adjacent cable, Circuit 41-212. The fault 

blew a hole about the size of a half-dollar in the sheath of the 

adjacent cable. In spite of the damage, this circuit remained 

in service. 

The second fault occurred on Circuit 41-210, approximately 

three hours after the first failure. This fault was located with-

in the duct. It is suspected that thermal expansion and contraction 

of the cable over a long period of time caused a crack in the 

sheath, allowing moisture to enter the cable. The third· fault, 

also on Circuit 41-210, occurred at the old cable end of a new 

joint completed approximately thirty minutes earlier. The 
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original analysis of the old cable end indicated acceptable levels 

of moi~ture. Later analysis, outside this failed joint, found 

the old cable insulation to be very wet, indicating that a cracked 

sheath had absorbed moisture. This third fault also caused damage 

to an adjacent joint on Circuit.41-212. The lead sleeve of the 

joint was slit and leaking oil. 

The paper-insul~ted, lead-covered cables in this system 

have been in place for many yearsr and are of an obsolescent, 

nonshielded design. There is strong evidence that the lead sheath 

ruptures which led to moisture ingress and/or oil leakage were 

caused by fatigue rather than wear. Modern lead alloys (such as 

arsenical or tellurium) are much more resistant to fatigue cracking. 

Available records indicate that the lead sheaths on the ·wellesley 

cables were of arsenical alloy; which indicates that no unusual 

vulnerability to fatigue cracking was present. 

The fact that subsequent cable failures occurred after 

the first one, even though the load was well wit~in cable ratings 

is significant. This indicates that all of the cables are in 

poor condition, might have cracked sheaths .and moisture in the. 

insulation, and are thus extremely vulnerable to failures when 

sudden load changes ar~ imposed. Exhibit 13 shows that none of 

the cables were overloaded during the week of June 18-23, 1979, 

based on thermal ratings which have been assigned to them. 

Upon closer examination of the four supply cables, 

both outside and inside the town of. Wellesley, additional cracks 

were found. This is a hilly area and most cracks were found in 
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this area. Boston Edi•on has hypothesized that the cracking of 

the cable sheath may be caused by the combination of the steep 

grades and thermal cycling. The cables, on expansion, may be 

moving in the downhill direction, but upon contraction, there may· 

be less movement back uphill. Through many cycles of thermal 

expansion and contraction, the cable movement·may have caused 

stress and crackirig of the cable sheat~. 

Compound migration can also occur in such an 

environment. The oil impregnant can·drain from a cable end at 

high elevation, leaving it dry and relatively more. likely to 

fail. This problem can be greatly reduced by the use of high 

v,iscosity compound ·(thick oil) that is migration-resistant when 

the cable is manufactured. Boston Edison states that high-viscosity 

compound was used in the Wellesley.cables (desireable for hilly 

terrain) . Since failures occurred at b.oth high and low points, 

it does not .appear that cable impregnant migration was the cause. 

Another measure that can help is the use of a.lead 

sheath covering (such as neoprene) ~ith a relatively high coefficient 

of friction for cable in hilly areas .. In this way the tendency of 

the cable· to move through the duct would be somewhat reduced. 

Records ·indicate that much of theccable serving Wellesley has such· 

a covering. 

RESTORATION MEASU~ES 

Service to most customers in the town of Wellesley 

was maintainted by switching stations· to the undamaged circuits. 

However, the very delicate nature of the supply situation was 



55 

apparent. Special measures were instituted by Boston Edison 

to secure the Wellesley supply system, as follows: 

• Consultations between Boston Edison and the 

Town of Wellesley were initiated to communicate 

the severity of t~e problem and .to discuss and 

jointly agree on measures to be undertaken. 

• Public appeals to reduce load were made with 

' 
the best results coming from commercial 

customers. 

• Temporary overground "jumpers" were installed, 

bypassing damaged cable in two locations. This 

permitted energization of the circuit while 

damaged sections were being repaired. Good 

cooperation was received from authorit~es in 

obtaining permission needed to install the 

overground cables. 

• Two overhead ties were installed to back up the 

Wellesley' supply cables. One was a temporary 

line; the other tie had been scheduled for in-

stallation on a permanent basis later in the 

summer. ·The temporary tie was in place by late 

Tuesday, and the permanent tie was avqilable 

for use by Wednesday mo~ning., Fortunately, 

neither tie was needed. Since the permanent 
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tie had b~en planned, ne~essary permits ~ere 

in hand,· and some facilities were already 

installed prior to the incident. No difficulties 

or delays were encountered in putting in the two 

overhead ties. 

MITIGATIVE MEASURES 

Following the incident, Boston Edison made a thorough 

inspection of all manholes outside the town ·of Wellesley, arid a 

joint Boston Edison and Wellesley inspection was conducted on the 

manholes inside the town. Additional repairs were made. Also, 

all four cables were tested. Boston Edison is presently con

sidering design changes, such as the use of wedges and restraints 

to minimize cable movement. 

In addition to the measures taken, which essentially 

amounted to inspection and repair of existing facilities, the 

following is suggested: 

• Consider replacing all of the old belted cable 

showing signs of sheath fatigue (in the hilly 

areas) with new shielded cable with arsenical 

or tellurium lead-alloy sheath, migration

resistant compound, and neoprene covering over

all.· Support the cables in areas of steep 

grades by means of wire basket grips in the 

manholes. 
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• Adopt a rigorous program of annual·high-voltage 

testing o£ all cables supplying the Town of 

Wellesley .. 

• Consid~r (jointly with the Town of Wellesley) 

establishment of power supply feeders using 

different routes, with probable reinforcement 

of the Welle~ley distribution circuits to make 

it more able to transmit power across the 

system. 

.. ··----.... ~-
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ROSLINDALE AREA INTERRUPTION, JUNE 23-26, 1979 

The Roslindale area is supplied by three 14 kV 

underground circuits (13-76H, 13-75XYH, 13-79H) from Station 13 

(Roslindale) . Two of these extend to Station 143 (Humboldt 

Avenue), and are operated open at that location. This system 

serves several large institutional loads and about 6,200 other 

customers. Two circuits are connected to every load, so that 

loss of one would not result in a service interruption. In 

addition, the Roslindale Station can be removed from service, 

and all ot the load transterred to Humboldt Avenue Station. 

There would be no load interruption provided that Circuits 

13~76XYH and 13~79H remain in service. See Exhibit 14. 

At 8:27 AM on Saturday, June 23, 1979, circuits 

13-76H and 13-79H failed simultaneously in Manhole 1601. It 

is postulated that one of the circuits failed, damaging the 

other, resulting in failure of both. Circuit 13-75XYH remained 

in service. The loads supplied exclusively by the two tailed 

circuits lost electric service. These were: 

Comm. of Massachusetts Health Laborato~¥ 

Southwest High School 

Because the incident occurred on a Saturday, loss of service to 

these institutions was much less disruptive than it would have 

been on a weekday. 
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All remaining load was automatically transferred to 

Circuit 13-75XYH, which was operating well within its rated 

capacity. Thus, the initial outage was limited to the loads 

cited above • 
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. At 10:49 AM, Circuit 13-75XYH failed in Manhole 21383 

(at Station 584) .. This ·caused an interruption to-all"'of the load 

originally supplied by the three 14 kV circuits. This included: 

Hebrew Home for the Aged 

Faulkner Hospital 
,' 

Shattuck Hospital 

Agassiz School 

Station 284 (6,200 customers, Jamaica Plain area) 

The duration of the outage and the number of customers 

affected were as follows: 

Duration 
Time (Hr-Min) Number of Customers 

8:27 AM - 2:54 PM 4-05 Hospitals/Institutions 

10:49 AM- 12:45 PM 1-56 3,200 

10 : 4 9 AM - ·4 : 3 7 PM 5-48 3,00U 

The manner of restoration is discussed in another 

section of the report. 

CAUSES AND CONTRIBUTING FACTORS 

The cable in service on the Roslindale· area 14 kV 

system is of an unshielded, belted construction, which has 
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been obsolete for several years. It has been in service for 

many years. The cable does not have a rubber or plastic jacket 

over.the lead sheath. 

There have been 49 cable failures on the three 14 kV 
\ 

circuits since 1970. Of these, 12 occurred in 1979. The 

failures have been classified according to cause by Boston 

Edison as follows: 

10 - moisture 

10 - corrosion 

J deLerio.Ldtl::!u cable (age) 

3 - workmanship 

5 - other 

18 - unknown 

49 - total 

The total length of th~ three circuits is 84,748 feet. From 

this, an average failure rate of 30.53 per 100 miles per year 

for the 10-year period can be calculated. This is more than 

twice the Boston Edison Company system average (see Appendix D). 

Of the failures with assigned causes, 32 percent each have been 

caused by.corrosion and by moisture ingress. 

All three circuits are located in a duct system under 

Washington Stree:t for a distance of about L~.S miles. The 

Massachusetts ·Bay Transport (MBT) system operates an elevated 



61 

rapid-transit system along the same street, using a third-rail 

de power supply system. This suggests that the MBT could have 

contributed to the cable failures by.cau~ing corrosion on the 

lead sheaths. Vibrations from the trains could also have contri

buted to cable failures by causing cracks in the lead sheath. 

These would normally be expected to occur at duct mouths and 

at the joints between splices and the cable sheath. 

' The caple sheaths in this area were not protected 

against corrosion by a cathodic: protection system. 

As in many other areas of Boston, the manholes and 

ducts are often filled with water. This affords ample opportunity 

for water ingress into the cable insulation should there by any 

cracks, worn-through .areas, or excessively corroded areas in 

the lead sheaths. 

RESTORATION MEASURES 

Station 284, which is supplied from the ~oslindale 

14 kV system, provides service to customers by means of nine 

4 kV circuits. After the interruption, it was possible to 

restore .service to all or parts of six of these circuits by 

swit6hing them to other power sources. ·This restored service 

to about 3,200 customers after an interruption of about two 

hours. 

At the same time, steps· were being taken to "cut-and

cap" the faulted 14 kV circuits, then .energizi~g the system from 

both Station 13 (the normal power supply) and Station 143 .. 



At 2:54 PM, part of Circuit 13-75XYH was energized 

f~om Station 13, restoiing power to~ 

Comm. of Massachusetts Health Laboratoiy 

Shattuck Hospital 

Faulkner Hospital 

Hebrew Home for the·Age'd 

Agass1z ~chool 
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At 4:37 PM, part of Circuit 1J-75XYH was energized 

from Station.l43 to Station 284. This made possible restoration 

of service to the remaining 3,000 customers served from the 

Station 284 4 kV system. 

At this time, ·all of the load except Southwest High 

School was restored and being supplied by Circuit 13-75XYH. 

Permanent repairs were then underway on Circuits 

13-76H and 13-79H. Repairs were completed on Circuit 13-79H 

by l:24 PM on Sunday, June 24. Southwest High School was then 

re-energized. It had not been considered necessary to devise 

a special temporary source for the school on a week-end. 

After Circuits 13-7~H and 13-~9H had beeri repaired; 

Circuit 13-75XYH (which had_been cut-and~capped) was removed 

from service for permanent repairs at 6:55AM on Monday, 

June 25. Those repairs were completed at 6:27 PM on Tuesday, 

June 26. During this time all of the 4 kV circuits which had 

been switched to alternate supply sourc-es were restored to 

normal. 

I 
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MITIGATIVE MEASURES 

.As a resqlt of this incident, Boston Edison initiate~ 

action to improve the reliability of 14 kV lines 13-75XYH, 

13-76H and 13-79H. These actions included the ·following: 

• Determine the feasibility of .separating the 

circuits at Station 13. 

• ~onsider replacement ofiall belted cable on 

these three circuits. 

• Investigate alternative connections for serving 

critical loads bn th~se circuits. (A n~w 14 kV 

circuit for Faulkner .Hospital and the Hebrew 

.Home for the Aged.is being considered.) 

• ·Inspect and upgrade manholes (work completed) . 

Perform high voltage testing.of cab~es (work 

completed) . (Repairs made after some cables 

failed on test.) 

• Perform electrolysis tests (results indicated 

·definite electrolysis; a protection sy~tem is 

being designed and ·will be installed.) 

•· Determine whether an increase in capability to 

switch 4 kV loads to alternate feeders is 

practi.cal • 

.. ~ Review qf h~story of failtires to determine 

which sections of cables have experienced the 
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most faults, thereby determining priorities 

for cable replacements. 

64 



65 

MITIGATIVE MEASURES 

Mitigative measures are those actions that can be 

taken to prevent or reduce the probability of an outage, or 

to reduce the impact of outages on customers. The measures 

outlined in this section are specifically _aimed at mitigating 

outages of underground cable distribution systems, typically 

used to serve residential and commercial metropolitan loads. 

DESIGN 

There are many different distribution design 

practices, and though different, all are well estab~ .. 

lished with proven reliability. In most cases, major 

design changes would be difficult, costly, and unjustified. 

However, some incremental changes to the design may make 

significant improvements in system reliability. The procedure 

for making these changes consists of (a) identifying where 

a particular design is most vulnerable, and (b) concentrating 

resources to improve these weakest links. Specific design 

changes are listed below: 

• Limit the number of network feeders allowed 

in a common manhole. 

• Eliminate de secondary cables in all manholes 

with a large number of ac network feeders. 

• Upgrade manholes and redesign. cable supports 

and restraints to minimize cable failure 

ca\,lsed by the-rmal c~cling~J 

•·'r· . 
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• inspection of every manhole on a three-to-five 

year cycle is practiced by some utilities. 

Critical manholes may 11eeu .iu:::;pE:H.::tion more Otten. 

Crews in·the field should routinely inspect man-

holes. Inspection reports can be computeriz~d to 
·.. • t' ~ 

summarize the findings ~f the inspection and to 

keep a reGord of the frequency that each mcwhole 

is inspected. The computer re.ports can list 

priority work and can keep track of manholes 

that require routine work to be completed the 

next.time the crew is in -the area. 

• High voltage_· testing of primary feeder cables 

each year can minimize the number of "in service" 

cable failures. Annual t.esting of every primary 

cable has been instituted by so~e utilit.iP.8, who 

report that the total number of failures (on test 
I 

and in service) remain about the same as before. 

However, service is improved because test fal.l-ures 
- . 

occur'at times under control of the utility when 

customer interruptions do not occur while repairs 

are being made. · 

• Attention to routine equipment maintenance is a 

must. Good results have been obtained in using 

computers to maintain schedules and track actual 

maintenance performed: 
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• Older cables - particularly those with non-shielded 

belted construction - should receive special atten

tion, with more frequent inspection than newer 

cables. Replacement should be made when such 

cables fail a voltage test and/or whe~ general 

condition indicates·a possibility of failure. 

QUALITY OF MATERIAL AND WORKMANSHIP 

OPERATION 

• Stringent specifications and quality control 

measures should be continued to insure the use 

of only the highest quality cable. 

• The quality of the workmanship to install cables 

and make splices and terminations is a function 

of training and constant attention to the work 

being performed. Inspections, dissection~and 

analysis of failed splices, records of each 

craftsman's failures, and the use of X-rays are 

techniques of measuring the quality of work being 

performed. 

• Even a system adequately maintained and well

designed with quality material can fail if it is 

operated improperly or beyond i-ts capability. 

Under emergency conditions, the system operators 

have a ve·ry limited amount of information on the 

status of the distribution system. Sophisticated 
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systems to monitor the state of these systems are, 

at the present time, technically feasible but 

prohibitively expensive. To make up for laek of 

actual data, the syste~ operators need to have a 

go~d understanding of how the system wili behave 

under abnormal system. conditions. One method of 

achieving this .understanding is the greater use 

of simulation techniques to study the distribution 

~y~tem for probable emergency Situations. Opera

ting procedures and .guidelines can be developed 

from these stuniP.~. Trn1ning prngr~m~ on ~ 

regular basis would encourage system operat()rs to 

keep up-to-date on new procedures and guidelines. 

• High_priority should be assigned to activities 

to preserve ability to sustain an outage without 

interruption to customers. When a feeder is out 

of service, immediate action should be taken to 

return that feeder to service even if all customers 

are being supplied. Also, while ·the feeder is out 

of service, the system operators should be anti

~ipating actions to be taken, should a second 

contingency occur. 

IMPACT ON CUSTOMERS 

Cooperation is required between electric utility and 

public agencies. The utility can help public agencies prepare 

for major outages by: 



• Keeping appropriate agencies informed of the 

potential for an outage, 
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• Identifying areas served by a given distribution 

system and the number of people in these areas, 

and 

• The potentfal duration of a major outage. 

Public·agencies should hnvP. contingency plans to deal 

with major electrical outages. For example, the police depart

ment, which is responsible for personal safety and the protect~on 

of property, should have plans for providing emergency street 

lighting, traffic control, and the removal of people trapped in 

elevators and subways. All public agencies whose headquarters 

may be in t·he blacked-out area should have plans. for performing 

their vital· services f.rom alternate locations. 

The utility should be aware of all.critical loads 

served by ~ach distribution system so that priority attention 

can be given. These loads should be identified on th~ sys~em 

operator's maps~ diagrams, mimic boards, or CRT displays. 

Explicit :p.l~ns· should be prepared documenting actions the 

system operators should take~ such as: 

• Give priority for installing· portable generator, 

or 

• Contact police department for possible ·evacuation 

of elderly· invalids. 
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During an outage, it is extremely important for the 
. ~ . .· . 

utility to keep the public informed on the effort being made to 

restore service and the expected dtiration of the outage. This 

reqtiires the use of th~ utility's customer in£ormation center 

for smaller outages and the skillful use of public news media 

for major area outages. 

All utility equipment should be available to its 

employees at all times.· Prior arrangements should be made with 

bu·1lding owners, and others on whose property such equipment is 

located, so that no·delays will·be ·encountered in an emergency 

;:; i. tua tion . 

• 



RESTORATION MEASURES 

Restoration measures are those actions necessary ·to 

return the system to normal after an outage has occurred. It 

is most important to be prepared and to react quickly. 

Outages on radial distribution systems will usually 

result in the customer being out of service until a fuse or a 

faulty piece of equipment can be replaced. If a major piece 
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of equipment fails, temporary measures are improvised to service 

the customer while permanent repairs are being made. Some of 

the measures that can be used are: 

• Switching to alternate feeders 

• Using portable genetators 

• Installing temporary lines and cables to bypass 

·damaged sections, and 

• Cutting out damaged sections of cable and re-

energizi~g undamaged sections 

Network distribution systems are extremely reliable; 

howev~r, when an outage does occur, serv.ice restoratio~ is 

difficult. The mobilization and coordination of many different 

departments within the utility is required to efficiently restore 

service. Following ·the Back Bay Network outage, Boston Edison 

recognized the need for an.emergency restoration plan for this 

situation. 

I 

·' 
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Example pages from their recently developed plan follow as 

Exhibit 15. 
• ' • p 

Ten different departments are 1nvolved 1n the 

restoration effort. Key functions of each department are sum-

marized on the chart included as Sheets 5 and 6 of the exhibit. 

Boston Edison also has restoration procedures for 

dealing with other types of outages. Exhibits 16, 17, and 18, 

respectively, show the Major Emergency Plan of Operation, Major 

System Outage Plan of Restoration, and Steam Deficiency - Steam 

Emergency Plan of Operation. 



EXHIBIT 15, SH. 1 OF 6 

ISSUED 

October 15, 1979 
REVISION 

BOSTON EDISON COMPANY 
MAJOR SECONDARY NETWORK DISTURBANCE 

PLAN OF RESTORATION 

NUMBER 
1-1 

PAGE 1 OF 3 PAGES 

AN EMERGENCY EXISTS 

When a Secondary Network Grid has sustained damage to a point where it is 
necessary to de-energize the grid. 

A Limited Emergency could be declared in the following instances: 

I Three or more network feeders supplying the same ~rid are 
out"of service.* 

II An undamaged grid is going to experience an extended outage 
and cold load pick-up problems could be anticipated. 

III There will be those situations where a limited emergency 
may be declared because of municipal action (i..e. fire chief) 
ordering an area to be.de-energized. 

The System Operations Manager will consult with the Vice President of. 
Steam and Electrical Operations to advise the Chief Executive Officer to 
declare an emergency. 

*For single, double or bus section contingencies, refer to the contingency 
load flow analysis which is provided periodically to System and Electrical 
Operations Departments. 

\ 
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EXHIBIT 15, SH. 2 OF 6 

ISSUED 

October 15, 1979 
· REVISION 

BOSTON EDISON COMPANY 
MAJOR SECONDARY NETWORK DISTURBANCE 

PLAN OF RESTORATION 

NUMBER 

1-1 
PAGEz OF 3 ·PAGES 

INTRODUCTION 

General 

1. This plan has been developed to aid in the prompt restorat.ion of service 
when the secondary network system has experienced an extended outage or 
significant damage has occurred to any of the five network grids (or 
portions· thereof). It is assumed that cold load pick-up and/or loading 
will be a problem in restoration. 

2. 

3. 

4. 

s. 

This plan does not supersede or .supplant the Major Emer~~~cv Plan of 
Operacion or tfie Major System Outage - Plan of Restoration nor does the 
plan supplant existing Departmental Procedures designed for specific 
restoration activities. This plan·, on the other hand, covers situations 
where nP.twn..:.k ~y!;lt-~m equipment damage io 3cver.:: au.J aLuu.rwal volcage and 
loading conditions can be expected during the disturbance and after rest
oration. 

Restarting a network after a seldom occurring shut-down is a·very involved 
and formidable task. Once a network system is de-energized, the time·and 
effort needed for restoration depends directly on the size of the system, 
the duration of the shut-down, the type of load and the condition of the 
network system. 

The objective of this plan is to set forth procedures and guidelines to 
be followed which will assure prompt, orderly and efficient restoration 
of network system service following a sudden and unpredictable shutdown. 

Many existing Company procedures include guidelines and plans for system 
restoration. Such procedures have been reviewed and appropriate sections 
have been extracted and are included in this plan. 

Iwel~w~ulalion of the Plan 

6. 

7. 

8. 

The Executive Emergency Director Vice President, Steam and Electric Oper
a~ions Urganizatians is responsible for making the decision to implement 
the Plan of Restoration. 

The Manager, System Operations Department, is the Emergency Restoration 
Director of this plan and is responsible for informing the Executive 
Emergency Director of conditions and assisting in the decision to imple
ment the plan. The Emergency Restoration Director is responsible for the 
overall coordination of the plan and assuring its continued readiness. 

Implementation of this pl<•~ will not generally require the mobilization 
of great numbers of employees or the employment of ·outside contractors. 
Restorat·ion will generally be accomplished by employees of the responsi
ble operating departments. However, key personnel of other departments 
will be required to respond to the declaration of an emergency to provide 
assistance as required. 
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EXHIBIT 15, SH. 3 OF 6 

ISSUED 

October 15, 1979 
REVISION 

BOSTON EDISON COMPANY 
MAJOR SECONDARY NETWORK DISTURBANCE 

PLAN OF RESTORATION 

INTRODUCTION 

NUMBER 

1-1 
PAGE 3 OF 3 PAGES 

• 9. The Emergency Restoration Director shall periodically report progress and 
status to the Executive Emergency Director. 

Notification of Personnel 

10. The Manager, System Operations Department, will notify all responsible 
Department Heads when an emergency has been declared. The Department 
Heads will then notify all appropriate personnel in their Departments to 
implement the plan. All should.be aware that a network system outage 
could also affect communication systems. Therefore, ·if an outage should 
occur, all personnel with responsibilities outlined in this procedure shall 
try to ascertain the extent of the disturbance. If it appears that the 
diiturbance io widc-3pread, all ~hall report to ~heir predetermined loca
tion and notify the Emergency Restoration Director that they are prepared 
to implement the plan. 

Restoration Headquarters . 

11. The Distribution Dispatching Division facilities will be the headquarters 
for the restoration effort. The Emergency Restoration Director shall 
implement, supervise and direct the total Company restoration effort when 
the plan is ordered into effect. 
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EXHIBIT 15, SH. 5 OF 6 
ISSUED 

October .15, .1979 
- REVISlON 

8 0 S T 0 N E 0 I S 0 N C 0 M P A I'J Y 
.MAJOR SECONDARY NETWORK .DISTURBANCE 

PLAN OF RESTORATION 

NUMBER 

1-3 
PAGE lOF2 PAGES 

.... 

ORGANIZATION KEY FUNCTION CHART 

PUBUC AFFAIRS 

1. Receives pro
gress reports 
& prepares 
informational 
releases for 
government 
officials. 

T&D DEPARTMENT EMERGENCY 
COORDINATOR, (DEPT SUPTI 

EXECUTIVE EMERGENCY DIRECTOR 

1. Determines that Major Secondary Network 
Disturbance exists and orders implementation 
of plan. 

2. lnfonns all Company executives .. 
J. Provides periodic reports on progress to Com

pany executive and the Public Information 
Department. 

r 
~~~ ASSISTANTS 

V.P. Power· Supply Adm. 
&A~t. t_,vp 

su.;;~ & Elect. Ooer 

EMERGENCY RESTORATION DIRECTOR 
MANAGER, SYSTEM OPERATIONS 
DEPARTMENT 

1. Determines extent of disturbance and notifies 
Executive Emergency Director. 

2. Notifies all Departmental Coordmaton that 
plan is to be implemented. . 

3. Coordinates restoration of those portioN of 
network that are undamaged. 

4. Coordinates mtoralion of thox portio.u of 
network that are damaged. 

S. Provides periodic progress reports to Executive 
Emergency Director . 

I 

PUBUC 
INFORMATION 
DIRECTOR 

1. Receives pro
gress reports 
& prepares 
informational 
releases for 
news media. 

ELECTRICAL OPERATIONS DEPARTMENT 
EMERGENCY COORDINATOR, (DEPARTMENT 
SUPERINTENDENT> 

1. Notifies appropriate Section & Division Heads 
to assure that the following functions can be 
accomplished as required. 

1. Notifies appropriate Section and Division 
Heads to assure that the following functions 
can be accomplished: . (1) Inspects the cable system to determine ex

tent of damage, if any. 
(2) isolates portions of the cable grid, is possi-

b~. . 
(3) Replaces faulted primary cable feeders. 
(4) Replaces faulted secondary cable mains and 

.limiters. 
(Sl Assist in opening, off customer service s~it

ches when system conditions warrant such 
action. 

(6) Assist in cold load pick-up after an :<t'i
ed outage. 

(7) Provides periodic progress reports to the 
Emergency Restoration Director. 

(1) Switching to allow for splicing work on the 
, network feeders. 
(2) Switching to restore unaffected portions of 

grid(s). 
(3) Switching preparatory to cold load pick-up. 
(4) Switching for cold load pick-up. 
(S) Inspection and preparation of network units 

for maximum loading conditions. 
(6) Monitor voltage and loading conditions. 

during and after restoration. 
(7) Provide for replacement on damaged net

work units (or portions there ofl. 
(8) Provides periodic progress reports to 

Emergency Restoration Director. 
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CONTINUED FROM PAGE 1 

STEAM OPERATIONS DEPARTMENT 
EMERGENCY COORDINATOR (DEPT SUPTJ 

1. Notifies appropriate Section & Division Heads 
to assure that the following functions can be 
·~~.,mplichvd as nqlolindo 
(1) Provide technical assistance to the Systems 

Operation Department as directed. 
(2) Provide technical assistance to the Electrical 

Operations Department in the gathering or 
lo.sdJrtK Lnfarmatlun. 

STORES DEPARTMENT 
EMERGENCY COORDINATOR 
(DEPARTMENT MANAGER) 

(1) Provide necessary access to existing net
work stock supplies for issuance to field 
personnel. 

(2) Provide periodic stock level reports to the 
Emergency Restoration Director. 

COMMERCIAL DEPARTMENT 
EMERGENCY COORDINATOR (DEPART
MENT MANAGER) 

1. Notifies Government and Major Accounts 
Division to be prepared to communicate with 
major consumers. 

ENGINEERING, PLANNING, AND RESEARCH 
DEPARTMENT EMERGENCY COORDINATOR 
(DEPARTMENT SUPERINTENDENn- • 

1. Notifies appropriate Section and Division 
Heads to as8ure that the following functions 
can be accomp~~ 
(1) Provide technical assistance in the coor

dination of restoration of undamaged par
tiona of gridlsl. 

(2) Provide technical assistance in the coor
rlinlltion nf 11111tor!!t.ion or dlimagud pgr
tions of grid(s). · 

(3) Provide assistance in the monitoring of 
voltage and loading conditions. 

(4) Provide additional records, prints and 
drawings as required. 

(5) Provide persoruiel for computer load flnWII. 
1.._, _____ , 

SYSTEMS & COMPUTER SERVICES 
OEP ARTMENT EMERGENCY COORDINATOR 
(DEPARTMENT MANAGER) 

1. Notifies Computer Division Head to provide 
technical assistance ill' required for network 
load flow simulations. 

SERVICES DEPARTMENT 
EMERGENCY COORDINATOR 
(DEPARTMENT MANAGER) 

1. Provides necessary maintenance of vehicles 
and generators. · 

2. Provides necessary housekeeping and services. 

ru{fet to Section 2-1 for Key Personnel Roster 
and Telephone Numbers. 

:"=or.v: 2s::;_; 



EXHIBIT 16, SH. 1 OF 5 

BOSTON EDISON COMPANY NUMBER 
l-1 

The Major Emergency Plan of Operation is a pattern of action whereby 
established operating procedures are augmented and superseded whenever the 
system or property may suffer major damage. Its purpose is to co-ordinate 
the personpel and facilities of Boston Edison Company .and to utilize 
assistance from other utility companies and contractors. 

The objective of the Plan is to restore electric service to the maximum number 
of customers in the shortest possible time, with special consideration being 
given to those .services which are essenUal to the public we)..fare. 

The Plan will be put into operation upon & declaration of an emergency by the 
Chief Executive Officer. He is assisted by the Emergency Administ.rator who 
controls and co-ordinates· all emergency functions, and by an Emergency 
Operations Council that makes recommendations concerning the administration 
and implementation of the Plan, both prior to and during the emergency. 

The Plan broadly covers. four phases of activity: 

1. Pre~Emergency Requirements 

This is the planning and training phase in which records are 
checked and brought up-to-date, training programs are sche.duled 
and carried out, and inspections of equipment and supplies are 
made. 

2. Emer-gency Declared - Condition I 

This phase of the Plan alert_s designated Company personnel to 
report··to ·their emergency work locations, set up equipment and 
supplies and prep·are for restoration activity as specified in 
Section 19~ 1. 

3. Emergency Declared - Condition II 

The provisions of the Plan will be put into operation for one or 
more Divisions as specified in Section 19. 

4. Emergency Declared - Condition Ill 

The provisions of the Plan will be put into operation for all 
Divisions of the Company. 

One of the main features of the Plan is the decentralization of operations. During 
a major emergency, the territory normally covered by the six major Service 
Centers will be sub-divided into 38 Areas, with a headquarters located in each 
Area. The six Servic·e Centers become emergency Division Headquarters. 
Specially organized crews will be assigned to the Areas and pre-trained Company 
personnel will perform administrative·, commercial, municipal and survey 
functions. 
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As soon as field conditions permit, crews will ~nke hazardous conditions 
sllfc and restore critical-service customers in accordance with established 
Restor:ltion Sehedules. After critical-service customers are restored. 
!;enero.l restoration will be undertaken in order of predetermined circuit 
priority lists. The area restoration forces WQr~ unc;\er the g~ne:ral dirr.r.tinn 
of an Area C~ew Supervisor and Group Crew Supervisors. 

The focai point o£ the restoration effort is the Company Restoration Control 
Center. Here the Assistant Superintendent of the Transmission and 
Dis~bution Department and his staff appraise the damage, request additional 

-assistance if necessary and direct the- restoration operation. The Control 
Room Director supervises the restoration and Control Center operations. The 
periodic re-ports from the Divisions are posted and compiled into Company 
total&. Tho oharts indicate the p:rogrcso of ourveying and. restoration. aud 
provide the data necessary to determine i! crews should be shifted between 
Divisions or Areas or ·if additional crews are necessary. Reports of circuits 
out are received· and immediately despatched to the field. All Division Head
quarter~ are linked to the Control Room by teletype as well as. by special 
telephone lines. Information is received from many sources and despatched 
to the field. 

Many additional employees provide supporting services wit."iout which the 
Plan woUld not be functionally cohesive. The success. of the Plan depends 
upon the close cooperation of all assigned personnel and the desire to see a 
difficult job done efficiently, safely and speedily. 



ISSUED 

April 20, 1955 

REVISION 

July 1977 

I 

t-- Office Services and Accounling 

r- Revenue Accounting 

t-- Commercial 

t-- Employee Relations 

r- Engineering & Construction 

1-- Systems and Computer Services 

1-- Public Affairs 

r- Purchasing 

BOSTON EDISON COMPANY 

MAJOR EMERGENCY PLAN OF OPERATION 

[ORGANIZATION CHART) 

I CHIEF EXECUTIVE I 
OFFICER r 

J Emergency Administrator rl Emergency Coordinator I 
I I Assistant Emergency Administrator 

I 
Department I I Representatives 

I Superintendent of I 
Transmission and Distribution 1 

I Civil Defense I CONTROL ROOM DIRECTOR Liaison 

. i I l I 
1-- Service 

Division Head Division Head Division Head Divisi.on Head 
Central Northern Northeastern Southern r- Stores 

Division Division Division Division 

r- Residential 

1-- Public Information 

.__ Nuclear En ineerin g g 

I 
I 

I 

NUMBER 

1-2 

PAGE 1 OF 1 PAGES 

Emergency Operations Council l 

Reports Supervisor I 
I 

I l 
Division Head Division Head 
Southwestern Western 

Division Qivision 

en 

w 
0 .., 

L_--~--~~--~--~------------------~------~--~~ 



NUMBER 
, . 3 

PAGE 1 OF 1 PAGES 

EMERGENCY COORDINATOR 

Maintain Plan Procedures, Training 
Programs and Schedules and Assist 
with Erner;enc:v Operations 

Coordlnaut Functions Allied with 
R111tanrt1on througt\ Department 
Represenutives 

Civil Defense 
Ualsan 

BOSTON EDISON COMPANY 

MAJOR EMERGENCY PLAN OF OPERATION 

KEY FUNCTIONS 
COMPANY RESTORATION CONTROL 

EMERGENCY ADMINISTRATOR 

Control and Coordinate all Operations 
Modify Procedures to fit Conditions 

Superimendent end 
Assistant Superintandent 
Transmission and Distribution 

Direct the Rastoration Operation 

· Determine the Initial Assignment and . 
Plan the Recllstribution of Craws emong 
Divisions 

CONTROL ROOM DIRECTOR 

Supervise the Restoration. Operation 

Direct the Despatching and Receipt of 
Ordel'l and Information to and from 
Divisions 

Analyze end Report Restoration Progress 

Division Administrator Supervl5or 

EXHIBIT 16, SH. 4 OF 5 

ISSUED 
Sept. 10, 1956 

REVISION 
July, 1977 

REPORTS SUPERVISOR 

Supply Data on Weather, 
Load, and Station Operations 
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BOSTON EDISON COMPANY 

'Hay 18, 19.5.5 
l£VISIOtl 'HAJOR. EI:IEIIGE.NCY PLAN OF OPERATION 

·July 1978 
-

ORCANIZATION Of l<E'(FUNCTIOOS 

@oMPANYREiroiA noN roN'iiOi.C£i!~ _______ r _____ 
D_MSIQN lfE!'tD~ 

Direct and Control aU 
Operations lu the Dlvtsloa 
frosn Dl vis loa lle:ulqu.:art~ 

- Asslp Crews to Areas ud 
Continually Pbo Re-dlstrlb-

· utlon of Cuws among Areas.. 
Control Use of Tr.:e Crews. 

DIVISION CREW SUPERVISORS 
Sup.:rvise Crew Operations hom Division 

1-tc:odquaners aod Instruct lu DIUicult 
l'robleou of 1\estoratloJL. 

Scbedule Uigbt Crew Work. 
Brid Ouuldc Uoe Crews. 
Ooec" Renoration 1\esuJ~. 

.-A I . 
AREA CREW SUrERVlSORS J I Sup.en-isc Croup Crow Supcrvison;l tnCHNICAL ASSISTANT f--

with Thdr Assoclalcd Crews. I Advise oa Loading and 
J Swltchlng Opuatlons. 

CROIIP CREW SUPfllVI501\S I 

Clear lh.urds. 
RtsiDre Critical Service Customers. 
Our Underground Sections. 
Restore J'rlmuy S}'Siem. 
RcsiDrc S.:coo.tuy Syuern. 
Restore Street Ughdng Syllem. 

\ 

I 
AREA MUNICIPAL Mt~.\ m:n. sn, tNsr. AREA t:U'RKS 
REPRESENTAnVES Patrol As:slped Circuits. thlotahi Files and 

Contact Munlclp:ll Prepare D:amage llt;port Records. 
Aulhotltics lo Area Sectloa of SR R's. Prepare a11d Maloe 
to Keep Them Informed Act as Mess.cugu or Cui de. rutocUc Rc:~ts. 
of Reuoralion Progress. Complete fleW ~('Ol't 

Secd0t1 of. SR'R's. 

HUM Ill 
1-4 

PAGE 1 OF f PAGES 

DI\'ISION SPECIAL ASSISTANT STAFF 

A1~1n Dlvl1lon Heed ~· dlrecled 

PMSJON ADMINISTRATOJ\S 
Supcrvise Dlvirioa Admla.lstr.ldve Forces. 
Ha.ndle flo>f of lofonuadon, 1\e:-oru, 

Requests, Ord~n; and )nsU'Uct.ioDJ 1.0 

and from Au.as, DlvUloa ;,cd Compaliy 
ContrOl Center. 

I 
AREA ADMJNISTRA TORS 

Supervue Ar.:a Aolminisu:uive }"orces. 
Survey, Prepaze Orden;, Despatch Orders. 
Receive Completed Orders. 
Handle flow ofJofonnatioo. Reports, 

.Requests and lnsuucllons to ud from 
the Area and lhc Division. 

llano!lcr contactr wilh Critical Service 
Cu\;lomers 

I 
ASSISTANT AI\EA 
ADMINISTilATOI\ 

I 
I 

AREA AllF.A STOCKKt::E'.t'ER 
___]]!tf! Y.IEPF.R S OpcUie.Arc:a Stocl<ro.:lm. 
Operate "fimelu:eplng As Required 
:lilld Pc:uy Cash J>ro.-
ccdurcs for AU Coalp:lllJ 
aud Ou~ldc: Pc:rsoDllel 

0 
"'T'' 

c..J'1 
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PLAN OF RESTORATION 

INTRODUCTION 

EXHIBIT 17 SH. 1 OF 5 

NUMBER 
1-1 

PAGE loF2 PAGES 

1. This plan has been developed to aid in the prompt restoration of service 
when the system has a major outage where all or nearly all generation and 
ioad has been lost with little Or nO S~gnifiean~ equipmenL damage. !L 
is assumed that load management and reserve pickup was not sufficient to 
avoid the shutdown. 

2. This plan does not supersede or supplant the Major Emergency Plan of 
Operation which covers system restoration procedures where loss of load 
results from considerable damage to the transmission and distribution 
systems caused by severe weather conditions, nor does the plan supplant 
existing Departmental Procedures designed for specific restoration activ
iti"cc. This plan, on the .other hand, r:overs situations where l?V~~em 
equipment damage is minimal and loss of load and generation is due to 
unusual circumstances such as instabili-ty or other transient conditions. 

3. The objective of this plan is to set forth procedures and guidelines to 
be followed which will assure prompt, orderly and efficient restoration 
·of service following a sudden and unpredictable system shutdown •. , 

4. Many existing Company procedures include guidelines and plans for system 
restoration. Such procedures have been reviewed and appropriate sections 
have been extracted and are included in this plan. 

Imjlementation of the Plan 

5. The Executive Emergency Director Vice President, Steam and Electric Oper
ations Organizations is responsible for making the decision to implement 
the Plan of Restoration. 

6. The ~anager, System Operations Department, is the Emergency Restoration 
Director of this plan and is responsible for informing the Executive 
Emergency Director of conditions. and assisting in the decision to ·imple
ment the plan. The Emergency Restorati~n Director is responsible for the 
over3ll coordination of the plan and assuring its continued readiness·. 

7. Implementatio~ of this plan will not generally require the mobilization 
of great n~~bers of employees or the employment of outside contractors. 
Restoration will generally be accomplished by employees of the responsi
ble operating departments. However, key personnel of other departments 
will be required to respond to the declaration of an emergency to provide 
assistance as required. 

S. 1he :.~e:-gency Restoration Director shall pe.riodically report progress and 
st~tus tv :he Executive Emergency Director. 
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9. REMVEC will retain operational control of the transmission and g~nerating 
facilities. In the event of the loss of REMVEC communications the Emer
gency Restoration Director shall assume operational control and direct 
all generati~ and load start-up activities. 

Notification of Personnel 

10. The Manager, System Operations Department, will notify all responsible 
Department Heads when an emergency has been declared. The Department 
Heads will t~n notify all appropriate personnel in their Departments to 
implement the plan. All should be aware that a system outage could also 
affect communication systems. Therefore, if an outage should occur, all 
personnel with responsibilities outlined in this procedure shall try to 
ascertain the extent of.the outage. If it appears that the outage is 
wide-spread, all shall report to their predetermined location and notify 
the Emergency Restoration Director that they are prepared to ·implement 
the plan. 

Restoration Headquarters 

11. The Distributi~n Dispatching Division facilities will be the headquarters 
for the restoration effort. The Emergency Restoration Director shall 
implement, supervise and direct the total Company restoration effort when 
the plan is erdered into effect. 
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l 

PL18LIC .-\FFAIRS 

~ Receives 
progTC$$ 
r~poru & 

prrpares 
informational 
r~leasn 

for govern· 
ment 
officials. 

I 

ORGANIZATION KEY FUNCTION CHART 

EXECUTIVE EMERCENCY DIRECTOR 

I. Determines that Major System Outagr 
exists and ordrn impl~m.mtation of plan. 

2. lnfoi"'DS all Company n:ecutives. 
5. Pro..;des pmodic ~ns on progreso 

ro Company ~llecutive and the Public 
Information ~partm~ru. 

STAFF ASSIST A!'ITS 
VP Engineering & Disr. Org. 
VP Power Supply Adm. & 

Asst. to VP 

£M£RCENCY RESTOitATJON PIR~C:TOR 
MANACER. SYSTE.~ OPERATIONS 
DEPARTME."''T 

I. Determines ~lltmt of outagr and 
notifies Ellecutive Emerg.mcy .Director .. 

2. Notifies all ~panmental Coordinaton 
that plan is to be implemrnt~. 

5. Esablish BECo. Coordinator for 
RE.~VEC. 

~· Coordinates restoration of station 
service at all gm~rating nations. 

5. Coordinates restoration of gen~ntion 
and transmission and distribution 
systems. 

6. !'Trwid~ (W'rindir. prngTes.s reports to 
Ellecutive Emergmcy Director. 

I 

PUBUC INFO. 
DlRECTOR 

L Receives 

progyer 
reporu .t 
prepare 
informllUODal . 
releue~ 

£c.r Dews 

media. 

T & D DEPARTME.."''T E.\IERCENCY 
COORDINATOR. (DEPTSt:PT) 

STE.-\M OPERATIO!';S DEPART\IE:>;T 
EMERCE.'ICY COORDI!'<ATOR I DEPT Sl;PTl 

I. Notifies appropriatr Section & 
Division Heads to usurr that 
the following functions c:tn be 
accomplish~ as requir~: \V 

I. :SCMifies appropriatr Section & 

Division Heads to assurr that 
the following functions c.an be 
accompluh~ as requi~: • 

(I) PrC$Sufizr pipe type cabl~ 
system. 

(:!) P:ttrol ovrrhead trans· 
mw1on11nes. 

(51 kestart uram distri· 
bution system. 

(4) Sectionalizr distribution 
system. 

(5) Report system conditions 
to Emergency Restoration 
Director. 

(I) Takr necC$Sll<y steps to 
boule up boilen. 

(!!) Rrport boilrr and gener:uor 
availability to Emerg~ncy 
Restoration Director. 

(S) Start boiler :and place 
genera ton in te:n;cr as. 
directed. · 

( 41 Pro•· ides ?<"riodic progTns 
reports to C:.-n~rgrncy 
Restoration Director. 
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CONTINt.."ED FROM PAGE 1 

ELECTRICAL OPERATIO:'IIS DEPARTMEJ'I;T 
E~1ERGE:-.;CY COORDI~ATOlt. !DEPART· 
~IE."\T SL'PERINTE."\DE:'IITl 

I. ;\:otifi" appropriau: S«tion anrl 
Division Heads to assure that 
the following functions can ~ 
accomplished: 

(I) Startup. as directed com· 
bustion turbines at Sta. 
:-o;os. 4. 75. !40. !50 & 446. 

(~) Switchin~t as directed to 
provide station v.rvice to 
~nerating stations and pi~ 
type cable pumping pia~ 

( 3) Switching as directed to 
restore transmission ties. 

( 4) Switch in! as directed tO 
rutor;, load. 

I 5) Pro•-idcs pn-iodic progTeu 
reports to Eme~cv Restoration 
Director. 

:-.lt.;CLE.o\R OPERATIO:'oiS DEPARTME."'T 
E.MERGE:-iCY COORDINATOR CDEPAR'F· 
~IE~T :'o!A!'OAGER) 

I. ~otifies Pilgrim Station flivision 
Hud. Determines a•·ailability 
ol Pilgrim unit. 

~. Provides periodic progress 
reports to Emcr~ncv Rntonuion 
DiiP'l,tUr. 

ENGINEERING. PLA..'lNING AND 
RESEARCH DEPARTMENT EMERGENCY 
COORDINATOR CDEPARTMENT 
SUP£RINTENDENTl 
I. :'-lutifics approprl:m: 5rcdon and 

Division Heads to assure that 
the following functions can be 
acco~plished: 

(1) Provide technic~ ~ iD 
pi~ type cable presn&rizarioo. 

(Z) Provide tcdmical Uliatucc iD 
aanup of diauibucion system. 

(') Provide uaistaocc·if"ouu:ide 
contncton a.R nqlliftod for 
lpCCial applic:arini'IS. 

(4) Provide L.abor:uory Uliatuce 
u requi~. 

(5) Provid~ PI~ Division 
Assistance as Teqllired. 

COMMERCIAL DEPARTMENT 
E.\1ERC.ENCY COC.RDIN,i.TOR IDEP.4,RT· 
ME.-.;T MANACERl 

1. :'llotifics Government and Major 
Accounts Oiv~io!l \0 b( prepared 
tO communicate with major consumcn. 

Refer to Section 2·1 for Key Personnel Roster 
and Telephone Numbers. 
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When a Steam Emergency has been declared by the Vice President - Steam and 
Electric Operations, the Steam Emergency Control Center shall establish oper
ations at the Kneeland Street Steam Heat Station S-2. 

The Control Center shall consist of the following: 

1. Division Head - Steam Heat, Steam Operations Department as Station 
Operations Director and in overall charge of the Control Center. 

2. Division Head - Steam, Commercial Department as Customer Relations 
Director and as advisor to the Control Center for customer needs. 

J. As~i~Laut Division Head - Conduit Steam, Transmission and Distribu
tion Department as Field Operations Director. 

4. Distribution Dispatcher - System Operations Department as Coordinator 
and Liaison. Maintain log of events. 

Th~se personnel shall assess the system and station capability of supplying 
customers, shall direct station and field operations to ensure coordinated 
action, shall advise customers of system conditions and request customer 
participation in reducing consumption when required and shall keep respon
sible departments advised of the status of the system. 

They shall keep the Emergency Director (Superintendent Steam Operations De
partmPnt) advi~ed at all times of systew ~tatus and of plans tor restoration. 

FORM 2~84 
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1. Determines that major or long term steam deficiency 
exists. 

2. Requests Control Ceri:tei· he activated. 

3. Activates Control Center. 

4. Informs Company Executives. 

5. Furni::;hes periodic reports on restoration progress 
to Company Executives; 

.CONTROL· CENTER 

1. Assess system ·supply capability. 

2. Direct station operations. 

3. Direct field valving operations. 

4 .. Advise steam customers of conditions. 

5. Provide periodic reports to Public Information and 
Public Affairs Departments. 

STEAM OPERATIONS DEPARTMENT 

Manager - Operations Section 

1. Notify Superintendent - Steam Operations .Department (only if not previously 
notified) •. 

2. Notifies appropriate personnel to properly man stations. 

3. Coordinates restoration of L Street with. Steam Heat Stations. 

FORM 2584 
..... . •• •.• 1 
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EXHIBIT 18, SH. 4 OF 5 
ISSUED 

March, 197.9 
REVISION 

BOSTON EDISON COMPANY· 
STEAM DEFICIENCY- STEAM· EMERGENCY 

PLAN OF OPERATION 

TRANSMISSION AND DISTRIBUTION DEPARTMENT 

Head - Conduit-Steam Division 

1. Obtains necessary personnel for street valving. 

2. Contacts Cable Division for possible assistance for pumping. 

·NUMBER 

10-3 
PAGE 2 OF3 PAGES 

3. Contacts Meter Service Division for possible use of Steam Meter Mechanics 
as helpers for valving. 

4. Advises Superintendent - Transmission & Distribution Department of ·condi
tions. 

SYSTEM OPERATIONS nF.'PA.RTMENT 

Head - Distribution Dispatching Division 

1. Obtains necessary personnel for Control Center by calling Division Head, 
Steam Heat Division, Steam Operations Dept; Assistant. Division Head, Conduit 
Steam,Division, T&D Dept; Division Head, Steam Division, Commercial Dept; 
and assigns Distribution System Dispatcher or Coordinator. 

2. Notifies Director or alternate of Public Information Department of steam 
emergency. 

3. Notifies and periodically advises the Manager of System Operations Depart
ment and Customer Information Division of system steam conditions. 

COMMERCIAL DEPARTMENT 

Head - Steam Division 

1. Notifies Manager - Commercial Department of system conditions. 

2. Contacts necessary Personnel f.or making customel: cuntacts. 

3. Notifies appropriate City and State officials (Coordinate with Public 
Affairs Department). 

4. Notifies Customer Information Division. 

PUBLIC AFFAIRS DEPARTMENT 

1. Receive periodic system status.reports for releases to government officials. 

FORM 2584 



ISSUED 

March, 1979 
REVISION 

B 0 S T o:N E 0 I S 0 N C 0 M P A N Y 
STEAM DEF·ICIENCY - STEAM EMERGENCY 

PLAN OF OPERATION 

PUBLIC INFORMATION DEPARTMENT 

EXHIBIT 18, SH. 5 OF 5 

NUMBER 

10-3 
PAGE3 OF 3 PAGES 

1. Rece.ives notification of steam emergency from System Operations 
Department who will also advise of any medical calls already re
ceived. 

·2. Director (or alternate) will notify department staff. Dispatches 
personnel to Kneeland Street Con-trol Center. 

3. PID representatives at Control Center ·will obtain updates on 
steam system status. Will relay information to other PID members 
involved. Will keep PID Director or alternate informed. 

4. PID will provide steam system status to Customer Information Divison. 

S. Media contacts will be handled by PID. 

FORM 2584 



APPENDIX A 
FOUR UTILITIES' EXPERIENCE WITH 

METROPOLITAN DISTRIBUTION SYSTEMS · 

Four electric utilities that operate underground 

distribution systems to supply large metropolitan loads were 

A-1 

visited to discuss their experiences and practices. The corn-

panies visited were: 

Commonwealth Edison Company, Chicago, Illinois 

Consolidated Edison Company, New York, New York 

The Detroit Edison Company, Detroit, Michigan 

Philadelphia Electric.·cornpany, Philadelphia, Pennsylvania 

All four companies serve at least a portion of their 

downtown load via secondary networks, but their network designs 

and praciices are quite varied. The networks in Philadelphia 

and Detroit serve a smaller percentage of the total load than 

the networks in Chicago .and New York. In Philadelphia, three 

networks each supply about 15 MVA of load and in Detroit, 

fourteen networks supply a total demand of 88 MVA. Eighteen 

networks ar~ operated in downtown Chicago to supply more than 

600 MVA of load. Fifty-two major networks and fifteen smaller 

networks supply 82 percent of the coincident demand in New York 

City or more than 7000 MVA of load. 

PHILADELPHIA 

The three networks in Philadelphia are each connected 

tQ a different source substation. Each network has three 13.2 

kV fe~ders that loop back to the originating bus. These feeders 
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are dedicated to serve only network ·load. The feeders are 

segmented by vacuum circuit breakers,and a network transformer 

is connected to each segment. The feeder segment and trans

former combination is protected by a differential relay scheme. 

The secondary is a 240/120 V two-phase, five-wire design. 

The network is ·designed on a single contingency basis. 

However, with the looped feeder, a fault on a feeder will only 

take out one network transformer. A second fault on another 

feeder will result in the loss of only one additional network 

transformer. Only the combination of two faults on the same 

feeder can cause multiple network transformer outages. In the 

event of a source station failure, normally open switches can 

be closed to pick up the network from an alternate source. This 

switching could take as long as 10 to 12 hours for the worst 

case but can be accomplished much quicker in most cases .. 

+he downtown Philadelphia area is ~lso served by 

13.2 kV radial distribution system. Most new large customers 

are supplied 13.2 kV, three phase rather than·from the low 

voltage network and, as a result, the network load has remained 

about the same for the past several ·years, and very little 

additional growth is anticipated in the .future. 

DETROIT 

The fourteen Detroit networks are supplied from six 

source substations v~a a total of forty-nin~ dedicated radial 
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4.8 kV primary feeders. Approximately 90% of the network trans-

formers are platform-mounted on steel columns. The secondary 

is 208Y/120 v. 

For purpo~es of analysis and planning, each network 

is subdivided into several smaller areas. There are a total 

of 110. of these sub-areas. A sub~area is served by three to 

ten network transformers,each supplied from a separate feeder, ·and 

each feeder is connected to a different bbs at the substation~ 

The feeder branch into a sub-area is equipped with· a pad-mount'ed 

disconnect switch that permits rapid manual isolation of a 

faulted cable section and restoration of the remaining undamaged· 

sections of the feeder. Each sub-area is evaluated and planned 

on the basis of single o~tage criteri~. 

In recent years the downtown Detroit load has grown, 

but the load on the network has declined. In areas where old 

buildings have been demolished and new high-rise buildings are 

constructed, the secondary network has been completely eli~inated 

and replaced with either radial secondary service fed from a 

sectionalized primary network or primary service to customer-

owned equipment. New load additions_ are made to the network 
i 

only when it is cost-effective to do so. Many new customers 

are being served by a 13.2 kV radial distribution system that 

also permeates the downtown Detroit area. 
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CHICAGO 

The eighteen networks in the downtown Chicago area 

each serve from 40' to 60 MW of load. The maximum load is 

limited to 60 MW. If the network grows beyond 60 MW, it is 

split into two networks of approximately 30 MW. Each network 

is fed by four to twelve 12.5 kV d~dicated radial feeders. 

The source station is designed with dual ring buses identified 

as a "red" bus and a "blue" bus. The ring buses are connected 

by a normally-open circuit breaker. Each ring is composed o~ 

six bus.sections with, typically, three feeder per bus section. 

Each network feeder comes off a different bus section, and half 

the feeders are from the red bus and half from the blue bus. 

In a secondary transformer vault with two transformers, one 

would be supplied by a "red feeder" and the other by a "blue 

feeder." 

The network is planned on a single contingency basis· 

for the summer peak load months and a double con·tingency basis for 

off peak. Maintenance is performed during off-peak periods. 

The double contingency criteria is based on the assumption that 

one element is. on maintenance and another element is forced out 

of service. The source.station is built with a minimum of three 

transformers, although allowable loading has historically been 

based on single contingency. From 1930 until 1972, the load on 

the network grew at a rapid rate, but since 1972 the network 

load has remained nearly constant. This leveling off is 
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attributed to customer conservation efforts and to changes in 

the characteristics of new load. Much of the new load is from 

large buildings that are supplied via radial 12 kV primary 

feeders rather than the secondary network. 

NEW YORK 

Almost all. tne load in New York City is supplied by 

secondary networks. Typically, the network source substation 

is connected to the 138 kV transmission system by five 65 MVA, 

138-13.2 kV transformers. These transformers supply up to 8 

bus sections connected in a double bus arrangement. A maximum 

of four feeders a·re allowed per bus section, thus p:I;:"oviding for 

as many as 32 feeders per substation: The networks are supplied 

by 8 to 24 feeders. A typical network will have 12 feeders. 

Primary voltages in use are 13.2 kV, 27 kV and 33 kV. "The 

secondary voltage is 208Y/120 V, with some spot networks at 

460Y/265 V. 

The average network in Manhattan will serve about 

18,000 customers with a demand of more than 100 MW. The 

maximum load permitted on a network is determined by computing 

the customer service voltage during cold pickup. The voltage 

available for motor start-up should not drop below 85 V. All 

the feeders are radial and run in pairs with not more than 

two "associated'' feeders per duct bank or manhole, whenever 

possible. "Associated" feeders serve a common area. It is 

somet~mes necessary to violate this scheme in very high load-

density areas, but the effort is made. 
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In 1961, the city mandated that the Manhattan distri

bution system be planned on a double contingency basis. This 

system can withstand the loss of a pair of associated feeders 

or two adjacent network transformers, but for the most part, the 

distribution in the rest of the city is designed on single con

tingency criteria. 

RELIABILITY MEASURES 

Reliability measures uRed hy the four companies have 

been su~marized and are discussed under the categories of 

System Design, Cable Considerations, Maintenance Practices, and 

Management. 

System Design 

The system design practices of the four companies 

varied considerably. The larger networks (30-100 MW) were 

designed with radial feeders supplying many network trans

formers. Considerable effort is made to separate feeders and 

to plan some components on double contingency basis. The 

smaller networks (5-15 MW) were designed with circuit breakers 

or switches located at strategic locations along the feeder. 

There is less concern for separating cables or providing re

dundancy,and the planning is based on single contingency basis. 

Two major concerns are aqdressed in the design of man

holes and duct runs: dissipation of cable heat, and allowance 

for cable expansion and contraction. Arc-proofing is selectively 

applied at cable joints and limiters are provided to minimize 

damage to adjacent cables, should the joint or cable fail . 

• 
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Cable Considerations 

Good .results were· reported by two companies on the 

use of solid .dielectric cables. These cables are less susceptible 

. to cracking, absorbtion of moisture, and corrosio~. Commonwealth 

Edison uses cable with PVC or polyethylene sheaths; while 

Consolidated Edison uses cable with lead sheaths with a jacket 

overall. The lead sheath provides superior protection against 

moisture ingress, but is substantially more expensive (25-35 

percent). All companies have programs to analyze cable faults 

and maintain records on cable failures. Other programs cited 

as significantly improving cable reliability were (1) stringent 

cable specifications and attention to manufacturing details, 

(2) analysis of corrosion failures and application of preventive 

measures, and (3) careful rating of cables, taking into account 

heating effects of. adjacent cables. Quality workmanship is also 

an important consideration. Failed joints are dissected, and·if 

poor workm~nship is found, the· splicer may be reprimanded or 

required to take additional training. One company is X-raying 

rtew joints, thereby detecting faulty joints before they fail. 

Maintenance 

The practice of routinely inspecting manholes is 

implemented by some utilities. The utilities operating the 

larger networks routinely inspect every manhole once every 

three to five years. High voltage testing of network feeders· 

on a routine basis is very important. Some utilities are in

creasing the frequency of testing and are now testing each 
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feeder once per year.· Computers are being used to document 

maintenance. Monthly or weekly schedules of required main

t;:enance are generated, and follow-up reports are printed on 

actual maintenance performed. The scheduling of maintenance 

during off-peak load conditions is generally practiced. One 

utility studies these off-peak conditions with multiple con"'"' 

tingency to take into account facilities out-of-service for 

maintenance. Another utility has found it possible to decrease 

feeder restoration time and thereby increase network reliability. 

Feeder down-time is minimized by (1) giving. immediate attention 

to a feeder that trips out even during week-ends and off-peak 

periods, and (2) stressing to the repair crew the importance 

of quickly returning the feeder to service, and by recording 

and comparing repair times to determine efficient and inefficient 

practices. 

Management 

· Management programs can have a significant effect on 

system reliability. Performance standards and control measures 

need to be established. One method is to compare the performance 

of operating divisions and use this data to establish goals and . 

minimum acceptable performance standards. If comparisons are 

made on a quarter:ly basis, substandard performance can be de

tected early, and corrective measures can be implemented. Another 

method, already discussed, was the program to minimize feeder 

repair time. This program establishes standards and control 

measures that allow utility management to track the performance 

of the repair eff6rt. 
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Two-way communication and cooperation among utility 

divisions and between the utility and outside entities are al

ways important. Specifically mentioned by one utility was the 

need for cooperatLorr between.engineering and purchasing depart

ments so that quality and control could be maintained in the 

purchase of cable. Other communication ·channels that are 

especially critical are between planning and operations, and 

operations and maintenance. Open communication channels 

between utility and customers, regulators, and public agencies 

are sometimes difficult to establish. 

Many research and development programs, and other 

programs with the ultimate purpose to improve ·system relia

bility, are underway. The·se programs include experimental 

instrumentation of distribution systems, .cable fault locating 

techniques, development of distribution data bases, corrosion 

mitigation, greater use of prefab cable joints, application of 

n~w material and equipment, detection and-containment· of cable 

fi·res, and greater use of computers for data handling and power 

system control. 

DC DISTRIBUTION 

All four utilities have had de distribution systems. 

All except New York have converted the de load to the ac system 

and have eliminated the de distribution system. This was 

accomplished by either replacing customer-owned de equipment 
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with ac or by installing a rectifier on the individual customer's 

site. Commonwealth Edison, the most recent company to eliminate 

their de distribution, did so in 1972. Prior to installing a 

rectifier, the utility offered the customer the choice of the 

rectifier or the equipalent in cash to be used to replace equip

ment. The removal of.the de distribution made available 

valuable duct space for expansion of the ac system; and there 

was significant salvage value in the junk cable. 

A large de load is present in New York. This load 

is composed of elevator motors and industrial motors, such as 

those used in the garment industry's sewing machines. A sub

stantial de distribution grid is in place to serve this load. 

No significant decrease in de load or in the distribution 

system is foreseen. The de cables are protected by li~iters, 

run in common facilities with ac cables, and have not been a 

major problem or liability to the reliability of the system. 

(In this regard, the practice is similar to that of Boston 

Edison.) 



· TABLE.A-! 
COMPARATIVE STATISTICS 

FIVE UTILITIES WITH UNDERGROUND SYSTEMS 

Boston Commonwealth Consolidated Detroit Philadelphia 
Edison Edison Edison Edison Electric 

1978 Peak Load, MW 2,031 13,720 7,579 7,312 5,667 

Conduit Bank, miles 1,119 2,220 25,411 425 1,292 

Underground Conductor, miles 7,416 17,134 57·, 012 5,886 10,797 

Secondary Networks: 

Number 5 18 67 14 3 
Total Load, MW 360 600 7,000 88 45 
Average Load, MW . 72 33 105 6 15 

De System in Service. Yes No Yes No No 

Primary Cable Application: 

PILC X X 
Polyethylene/PVC X X 
Polyethylene/Lead X 

Annual High Voltage Cable T~st No Yes Yes No No 

Total Outages· to a Network, No. 1 0 8 0 1 . 

...... 
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APPENDIX B 
BOSTON EDISON'S TROUBLE INFORMATION MANAGEMENT SYSTEM 

Distribution systems, unlike transmission· system~, 

are not normally monitored by sophisticated communication and 

telemetering apparatus that provides the system operators with 

instant information on the status of the distribution facili-

ties. Much of the needed information to operate the distri-

bution system comes from customers who telephone to report 

outages. · During system emergencies with multiple facilities 

out of service, the telephone communication channels are 

usually quickly overloaded, and the information, critical to 

the system operators, becomes extremely difficult to efficiently 

separate from the miscellaneous and.extraneous outage data. 

Boston Edison has installed a Trouble Information Management 

System to alleviate this problem. 

The Trouble Information Management System (TIMS) 

provides Boston Edison's Customer Information Center with a 

. powerful tool for handling customer trouble reports. When a 

trouble call comes in, the telephone operator is trained to 

obtain information such as: 

• Are your lights on or off? 

• Are your neighbors' lights on? 

• Can you see any damage to the wire coming into 

your house? 

• Can you see any damage to poles or wires along 

the street? 
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The trouble information is coded and entered into the computer. 

TIMS summarizes the trouble information by-street address, 

keeping the highest and lowest street address and the address 

of the last customer who has called in trouble. Duplicate in-

formation is automatically deleted. The summarized trouble 

information is available almost instantly.to the other tele-

phone operators and to the System Control Center. 

As the System Control Center monitors the trouble 

information coming to them, they keep the data file updated as 

to the action being taken, such as: 

• Crews not dispatched 

• Crews dispatched 

• Line repaired 
' . 

This information is provided to the telephone operators in 

the Customer Information Center so they can keep the customers·v 

informed as they call in, or they may verify that ser~ice has 

been restored by calling back the last customer reporting 

trouble. 

The advantages of TIMS are: 

• It summarizes trouble information 

• It eliminates duplicate reports 

• It e~iminates paper work 

• It speeds communications from customer to system 

dispatchers back to customer 
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Work is in progress to further improve TIMS by linking street 

addresses to circuit numbers and map coordinates. A ·long-range 

hope is to have the computer actually predict which part of the 

circuit is damaged, and which-switches should be opened to 

isblate the damaged sections, or predict which fuse has blown 
!:" • 

anp its location. 

Boston Edison's Customer Information Center is 

equipped with thirty-seven stations consisting of a telephone 

and video computer terminal. Approximately 850 calls per hour 

can be handled at the Center. During emergencies, overflow 

calls can be directed to additional telephones. Also, taped 

messages can be played to the customer while he is waiting 

for an available operator. The Center is manned from 8 AM 

to midnight during normal periods and "as-needed" during 

emergency periods. When the Center is not manned, incoming 

calls are directed.to the Syste~ Control Center. 
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APPENDIX C 
OPERATING AND MAINTENANCE EXPENSES 

The purpose of this section is to make a statistical 

review ·of operation and maintenance .expenses for the underground 

distribution system since 1967. This period is appropriatei 

since it represents about a 5-year period before and after the 

1973 oil crisis. 

Expenses considered include the cost of labor, 

materials and those incurred in operation as reported on Federal 

Power· Commission (FPC) Accounts 584 (operation) and 594 

(maintenance) . These expenses are also compared to underground 

·system investment as reported on FPC Accounts 366 (underground 

conduit) and 367 (underground conductors ~nd devices) . 

This data was compiled for five companies, as follows: 

Boston Edison Company • 

Commonwealth Edison Company 

Consolidated Edison Company 

The Detroit Edison Company 

Philadelphia Electric Company 

All of these utilities operate secondary networks, as well as 

·extensive underground systems using other operating arrange-

ments, as does the Boston Edison Company. 
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INFLATION 

Considerable inflation has occurred since 1967. _ 

Bureau of Labor Statistics (BLS) data have been used 1n an 

effort to recognize this factor. Table C-IV shows published 

BLS price and wage indices. It is believed that the wage· 

index more closely approximates power company operating and 

maintenance cost trends; this has been used for the study. 

However, it can be noted that there is little difference 

between th~ price and wage indices, and that any difference 

in trends would be negligible, regardles·s of which was used. 

INVESTMENT 

Table C-I shows the investment in underground 

distribution system plant since 1967. This table shows that 

the Boston Edison Company investment has doubled, while that 

of most of the other utilities has increased somewhat ·slower. 

~his might not be pivotal, because many factors such as urban 

redevelopment can cause such differentials. 

Table C-II shows the investment with amounts spent 
• 

each year since 1967, adjusted to that year by means of the 

Br;s wage index. 

EXPENSES 

Underground operation and maintenance expenses from 

1967 are shown on Table C-III. It can be noted that the 

allocation of expenses between operation and maintenance differ 
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markedly from utility to utility. However, the total of these 

two adcounts should adequately represent total yearly under

ground investment in.the major part of the system (exclusive 

of services and the·portions assigned to supervision and 

engineering) . 

The expenses are shown on Table C-IV, adjusted by 

the BLS Wage Index to 1967 costs. Accumulated expenses are 

also shown on th.i:::. table. 

Table c-v shows a. development of operating and 

maintenance expenses, expressed as a percent of underground 

investment. 

ANALYSIS 

Boston Edison depends heavily on oil for its electric 

generation. The BECo dependence on oil, compared to other 

utilities, is shown by the following table for 1978: 

Utility 

Boston Edison. Co. 

Commonwealth Edison Co. 

Consolidated Edison Co. 

The Detroit Edison Co. 

Philadelphia Electric Co. 

% Generation From Oil 

66.3 

7.1 

58.7 

7.2 

23.7 

·The oil embargo had a deep impact on Boston Edison, which 

was deeply committed to capital outlays, notably for generation 

and tra"nsmission additions that could not be hal ted.. The 
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embargo placed a heavy financial strain on the company. The 

result was the cancellation or deferral of all but the most 

essential capital outlays and reduction wherever possible in 

expen$eS. These reductions affected operating and maintenance 

expenditures. 

Exhibit C-1 shows annual operating and maintenance 

expenses for underground systems, with 1967 expenses taken as 

the index (i.e., 100 percent). It can be observed that Boston 

Edison Company expenditures rose between 1967 and 1972, but 

have_shown a ·steady decline since that time. This coincides 
~ ••• l. 0 '. ; 

.with precipitous oil cost increases in later years. This 

has been a handicap to all power companies, but particularly 

to those in the Northeast, where imported oil has been the 

basic fuel for fossil-fired generating units. Relative to 

other utilities included in this type of analysis, the Boston 

Edison operating and maintenance expenditures appear to_ have 

been steadily declining since 1972. The erratic behavior of 

the BECo curve in 1971, 1972 ·and 1973 can be at least partially 

attributed to strikes in 1971 ~nd 1973. 

The O&M expenditure per mile of underground 

distribution conductor for 1978 experienced by the various 

utilities is developed by the following table: 
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O&M Expenditure UG Dist. Expend. 
for UG, $1000 Cond .·, Mi. $/Mi. 

Boston Edison Co. 5,727 7,416 772 

Commonwealth Edison Co. 15,936 17,134 930 

Consolidated Edison Co. 38,586 57,012 677 

The Detroit Edison Co. 4;266 5,886 725 

Philadelphia Electric Co~ 5,474•· 10 ,·797 507 

This table includes both conductors in ducts (as in a downtown 

system) and direct burial (~sin a suburban system)~ 

Underground distribution operating and maintenance 

(O&M) expenses on an accumulated basis are shown on Exhibit C-2. 

It can be observed that the Boston Edison Company expenditures 

have shown a relative reduction since 1973, with the BECo curve 

showing a lesser slope than Detroit Edison, Commonwealth Edison 

or Philadelphia Electric, but about the same as Consolid~ted 

Edison. 

Exhibit C-3 shows a somewhat different result when 

compared to the other utilities. This curve is based on O&M 

expenses expressed as a percentage of total underground.invest:o:: 

ment. It can be observed that BECo expenses were much greater 

in early years, but have been steadily declining since 1972, 

to·become comparable to those of other utilities, although 

remaining higher than any of. them in 1977. The reason for 

this situation is not readily ascertainabie. 
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CpNCLUSION 

It is not feasible to draw specific conclusions for 

a particular incident from statistical data as grouped for 

this appendix. However, it is evident that there has· been a 

reduGtion in underground distribution system maintenance by 

Boston Edison Company in recent years. This can lead to 

failure to detect incipient failures on cables or other equip

ment. This is particularly true with·lead-sheathed, paper

insulated cable, which is extremely. vulnerable to failure 

upon entry of moisture. A good inspection and testing program 

can locate such problems as cracked or worn sheaths or changes 

in characteristics which are indications of possible failure 

in the near term. 

The Wellesley, Roslindale, and East Boston/Chelsea 

outages were all caused by multiple failures·of old cable.· It 

is possible that at least some of these could have been fore

stalled by an aggressive cable inspection and testing program. 
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Boston Edison Co 

366 Underground Conduit 

367 Underground Conductor 

Total 

366 

367 

% of 1967 

Commonwealth Edison Co 

Underground Conduit 

Underground Conductor 

Total 

% of 1967 

Consolidated Edison Co 

366 . Underground Conduit 

367 Underground Conductor 

Total 

366 

367 

366 

367 

% of 1967 

Detroit Edison Co 

Undergroun.d Conduit 

Underground Conductor 

Total 

% of 1967 

Philadelphia Electric Co 

Underground Conduit 

Underground. Conductor 

Total 

% of 1967 

.1967 

30375 

64955 

95330 

100.0 

144413 

149330 

293743 

100.0 

500693 

402482 

903175 

100.0 

30094 

26284 

56378 

100.0 

71319 

83655 

154974 

100.0 

1968 

31163 

66935 

98098 

102.9 

149670 

160622 

310292 

105.6 

514078 

421597 

9356 75 

103.6 

31206 

30500 

61706 

109.4 

75507 

90350 

165857 

107.0 

TABLE C-I 
UNDERGROUND DISTRIBUTION SYSTEM INVESTMENT 

Acct 366 - Underground Conduit 
Acct 367 - Underground Conductors and Devices 

$1000 

1969 

32782 

71366 

104148 

109.2 

1970 

34320 

77150 

1114 70 

116.9 

1971 

35849 

81932 

117781 

123.6 

1972 

~1202 

98289 

139491 

,J.46.3 

155523 160697" 168677 174202 

2-19339 

393541 

173315 185110 200937 

328838 345807 369614 

111.9 117.7 125.8 134.0 

531916 562957 

445029 473753 

976945 1036710 

108.2 114.8 

32670 

35381 

68051 

120.6 

83539 

98427 

181966 

117.4 

36223 
4356.8 

79791 

141.5 

90054 

105505 

195559 

126.2 

581668 596313 

500808 536722 

10824 76 1133"035 

119.9 125.4 

34710 

51922 

86632 

153.7 

98137 

115750 

213887 

138.0 

43448 

62787 

106235 .. , 
188.4 

1042 76. 

T23358 

227634 

146.9 

. T973 

45588 

111109 

156697 

164.4 

182420 

235587 

418007 

142.3 

1974 

47754 

118214 

165968 

174.1 

185611 

249797 

435408 

148.2 

620286 644805 

573534 625241 

1193820 1270046 

132.1 140.6 

48.948 

74444 

123392 

218.9 

111242 

· T31319 

242561 

156.5 

57897 

74123 

132029 

234.1 

115315 

137429 

252744 

163.1 

Source: "Stat.istics of P.rivately-Owned Electric Utilities in the United States", 
FPC and DOE/EIA . 

JAN 11/6/79 

1975 

49419 

129610 

179029 

187.8 

51244 

134568 

185812 

194.9 

193258 199937 

270096 285547 

463354 41!5484 

157.7 165.3 

676748 701159 

675764 725933 

1352512 14270~2 

149.7 158.0 

49516 51303 

85729 91746 

135245 143049 

2 39 • 9 22_:3_._7 

119897 

145939 

265836 

171.5 

123615 

153983 

2 7759 8 

179.1 

52407 

138643 

191050 

200.4 

53298 

146003 

199301 

209.1 

203777 204000 

305184 324593 

508961 538593 

173.3 183.4 

719497 738931 

7744.33 824429 

1493930 1563360 
165.4 1'13 .1 

52877 53421 

98127 107001 

151004 160422 

267 .•. 8 2R4. 5 

124933 

161284 

286217 

184.7 

126607 

170630 

297237 

191.8 



TABLE C-II 
UNDERGROUND DISTRIBUTION SYSTEM IN" VESTMENT.. 

REFERRED TO 1967 INDEX 
ACCTS 366 ~d 367 

$1000 

1967 1968 .!ill. 1970 1971 1972 1973 . "1974 . "1975 1976 1977 1978 

Boston Edison Co 
Investment, ¥ear End 95330 98099 104148 11147G· 117781 139491 156691 165968 1790Z9 185812i 19-1050 199301 
Investment, ~ear Start 95.330 98098. 104148 "111470 117781 ·13949 L "15"6"697 . "165"9 58 179029i 185812 191050 
Added Inv in year ----n6ii ~ --riT2 -niT 2202I """"I72'0) ~- 131i"rr" -rni3; --:sTI8 ---a2ll 
Added Inv, 1967 Equiv 2616 53'78. 6221 5045 16385 120H 6100 8133 3937; 2822 4125 
Adjusted Inv, Year End 95330 97946 103324 109545 114590 130975 14302 3 149124 157257 161194, 164016 168141 
Adjusted Inv, % of ~967 100.0 102.7 liDS. 4 114.9 120.2 137.4 150.0 156.4 165.0 169'.1 172.0 176.4 

Commonwealth Edison Co 
Investment, Year End 293743 310292 328938 345807 369614 393541 418007 435408 463J.54 485484' 508961 538593 
.Investment, Year Start 29 3743 3102,2 328838 345807 369.614 39354l "418007 4354J8 ~~ 485484 508961 
Added Inv in Year 165"49 --riiTI6 ""TI'9b9 23807- 239Tf 244b, ""T'7'4!lT ~ 22130. . 23477 """"296"3'2 . 
Added lnv, 1967 Equiv 15642 16485 14417 19030 17803 17133 11448 174.Jl 12844; 12649 14816 
Adjusted Inv, Year.End 293743 309385 325870 340287 359317 377120 394253 405701 4231D2 435946 448595 463411 
Adjusted,Inv, % of 1967 100.0 105.·3 110.9 115.8 122.3 128.4 13!1.2 138.1 1.44.0 148 .• 4 152.7 . 157.18 

Consolidated Edison Co 
Investment, Year End 903175 9 356 75 976945 1036710 1082476 1133035 1193820 1270046 1352512 1427092 1493930. 156 3360 
Investment, Year Start 903175 935675 976945 1036710 1082470 1"133035 1193820 1270()46 1352512 1427092 1493930 
Added Inv ,in Year 32500 41270 59765 45766 50565 60785 76226 82466 74580' 66s3a···· 69430 
Added Inv, 1967 Equiv 30718 36684 50777 36584 37623 42567 50149 51349 432851 36012. 34715 
Adjusted Inv, Year End 903175 933893 970577 1021354 1057938 1095561 1138128 1188277 1239626 12829i1 1318923 1353638 
Adjusted Inv, % of 1967 100.0 103.4 107.4. 113.1 117.1 121.3 125.0 131.5 1.:36.9 142.0 146.0 149.9 

oetroit Edison Co 
Investment, Year End 56378 61706 68051 79791 86632 .106235 123392 132029 135245 l-43049 151004 160922 
Investment, Year Start 56378 61706 68051 79791 86632 106235 . 123392 132029 135245 143049 151004 
Added Inv in Year 5328 6345 ·11740 6841 """"T9603 1715·7 ----a63'7 --rri6 -----rB04 1m ----ggre 
Added Inv, 1967 Equiv 5297 5640 9975 5468 -- 14586 12015 5682 2002 4529 4286 4959 
Adjusted Inv, Year End 56378 61675 673L5 77290 82758 97344. 10935·9 115041 117043 121572 125858 130817 
Adjusted Inv, % of 1967 100.0 109.4 1L9.4 137.1 146.8 172.7 194.0 204.0 207.6 215.6 232.2-- 232.0 

PhiladelEhia Electric co 
Investment, Year End 154974 165857 1819?6 195559 213887 227634 24256-1. 252744 265E36 277598 286217 297237 
Investment, Year Start 154974 "165857 181966 195559 213Ba7 2276)4 . "242561 252744 265836 277598 286217 
Added Inv in Year 10883 16:U9 13593 ~ """TI'7T7 ~ -niTii3 13092 lf'f62" ---s6l9 11020 
Added Inv, 1967 Equiv 10286 143l9 11549 14661 10228 10453 6699 8152 6826 4644 5510 
Adjusted Inv, Year End 154974 165260 179579 191128 205779 216007 226460 233159 241::11. 248137: 252781 258291 
Adjusted Inv, ' i!lf 1967 100.0 106.6 11..5.9 "123.3 132.8 139.-4 14i6 .1 150.4 li55.7 160.1 163.1 166.7 

'-... 

BLS Earnings Index 100.0 105. a l!L2.5 117.7 125.1 134.4 l.f2. 8 152.0 160.6 172.3 185.6 200.0 
JAN 11/7/79 



, TABLE C-III .. .. . 
UNDERGROUND DISTRIBUTION SYSTEM 

OPERATING AND MAINTENANCE. EXPENSE's : 
1967 - 1917 

. $1000 

Acct. 1967 1968 1969 .1970 1971 1972 .1973 . 1974 i975 1976 1977 19781 

-- --
Boston-Edison. co· 

584 Operation 1414 1672 . 2).0'6 2660 '2389 3'27f· .. ·2996 2172 2900 2838 284'8 .. ~843 

594 Maintenance· 1442 1288 ··1~10 1640. 1495 2011 1964 1995 1951 2122 2381 2884 

Total 2856 2962 3316 4300 3884 5283 4960 4767 4851. 4960 5229 5227 

:COJdmonwealth Edison Co 

~84 ·operation 2156' 2493 ·2652 2550. 262.9 3024· 3427 .4152 4514 . 4730 5459 6589 

-594 Maintenance 2233 2389. 2'566 '3146 . '34'50 '4'3'14. '4'971 '5163 5360 . 6311 8031 9347 

Total. 4389 4882 5218 5696 6079 73.38 8398 9315 9874 11041 13490' 15936 

Consolidated Edison -Co. 

584 Operation 5692 5596 5702 6299 .6227 6790 8955 '9155 i048'6 .. 1'1901 ·12225 1347i 

594. Maintenance 12677 11230. 12333 14789 . 14680 14000 15406 19914 18545 . 20237 21328 25U5 ·--- ... ___ 
Total 18369 16826 18035 21088 . 20907 2.0790 24361' 2906'9 29031 . 32138 33553 38586 

Detroit Edis'on Co..>· 

584 Operation 132 136 142 .118 213 249 233 689 688 310 501 1137 

594 Maintenance 792 835 ': .. 8.'7 2'. 1'0'91 i-229 ·. ·-·- .'1485 '16i.7 ;1652 1976 181~ 2294 3129 

Total . 924 971 1014 1275 1442 1734 1850 2341 2664 212 2795 4266 

PhiladelEhia Electric Co 

584 Operation 29 41. ·sl 53 69 187 175 174 281 736 7()2 859 

5~4 Maintenance 1553 1598 -- 2052 . 1905 2008 1777 2269 2667 3263 3401 4133 4615 

Total 1582 1639 I 2103 1958 2077 ''1964 2444 2841 3544 4137 4835 5474 

~.Source: "Statistics. of :Privately-OWned Eiectric ptilities in the·United Sta'tes, n 

FPC and DOE/E_IA 

.JAN -Il/5/79 



Boston Edison Co 
Annual $1000 
Annual· $1000 (1967) 

Annual..% Qt_l~6j_ 

Accumulated $1000 (1967) 

Accumulated % of 1967 

Commonwealth Edison Co 

Annual $1000 

Annual $1000 (1967) 
Annual ,. of 1967 

Accumul!lted '$1000 (1967l 

Acc.umulated %··of 1967 

Consolidated Edison Co 

Annual $1000 

Annual $1000 (1967) 

Annual % of 1967 

Accumulated. $1000 (1967) 

Accumulated % of 1967 

Detroit Edison co 
Annual $1000 

Annual $1000 (1967) 

Annual ' ·of 1967 
,Acciunulated $1000 (1967), 

Accumulated % of 1967 

Phil!pelph~a Electric Co 

Annua.l $1000 
Annu~l- $1000 (1967) 

Annual % of 1967 

Accumuiated $10QO (1967) 

Accumulated % Of 1967 

2856 

2856 
__ 100 .•. 0-

2856 

100.0 

4389 

4389 
100.0 

4389 

100.0 

18369 

18369 

J.OO. 0 

1836.9 

'100.0 

924 

924 

100.0 

924 

100.0 

1582 

1582 

100.0 

1582. 

100.0 

100.0 

. 1968 

2962 

2800 

-98.0 
5656 

198.0 

4882 

4614 
105.1 

9003 

205.1 

16826 

i5904 

_86. 5 
3'4273 

186.6 

97:). 

918 

99.4 

1842 

-199.3 

1639 
1495. 

94.5 

3077 

194.!: 

105.8 

TABLE C-IV 
;UNDERGROUND DISTRIBUTION SYSTEM 

OPERATING AND MAINTENANCE EXpENSES REFERRED TO 1967 INDEX 
. 1967 - 1977 

3316 

2948 

103.2 

8604 

301.3 

5218 

4638 
105.7 

13641 

1:0.8 

18035 

16031 

e:7. 3 

503C4 
273.8 

1:014 

901 

97.5 

2743 

2%.9 

2103 

1869 

118.1 

4946 

312.6 

112.5.:: 

. '1970 

4300 

3653 

127.9 

12257 

429 •. 2 

5696 

4839 
110.3 

184!10 

421.1 

21088 

17917 

97.6 

68221 
•'371. 4 . 

1275 

1083 

117.2 

3826 

414.1· 

1958 

1664 

105.2 

6610 

417.8 

117.7 

3884 
3105 

108.7 
'15362 

537.9 

6079 

4859 
110.7 

23339 

531.8 

20907 

16712 

91.0 

1!49;33 
462.4 . 

1442 

1282 

138.7 

5108 

552.8 

2077 

1660 

104.9 
8270' 

522.8 

125.1 

$1000 

5283 

3931 

137.6 

19293 

675.5 

7338 

5460 
124.4 

28779. 

656.2 

20790 

15469 

84.2 

100402 
546.6 

1734 

.1290 

139.6 

6398 

692. 4. 

1964 
1461 

92.4 

. 9731 

615.1 

134.4 

1973 

4960 . 

3473 

. 121.6 

22766 

797.1 

8398 

5881 
134.0 

34680 

790.2 

24361 

17060 

~-2~'9 

ll7462 
639.5 

1850 

1296 

140.3 

7694 

832.5 

2444 
1711 
loa·: 2 

11442 

723.3' 

142.3 

1974 

4767 

3136 

109.8 

25902 

906.9 

9315 

6128 
139.6 

40808 

929.8 

29069 

19124 

104.1 

136586 
743.6 

.2341 

1540 

166.7 

9234 

999.3 

2841 
1869 

118.1 

13311 

841.4 

152 ._o 

1975· 

4851. 

3021. 

105.8 

28923 

1012.7 

9874 

6148 
140.1 

46596 

1069.9 

29031 

18077 

.98 .4 

154663. 

842-0 

2664 

1659 

179.5 

1.0893 

1178.8 

·354,. 

2207 

139.5 

15518 

980.9 

160.6 

1976 

4'960. 

2879 

101.4 

31802 

1113.5 

11041 

6408 
146.0 

53364 . 

1215.9 

32138 

18652 

101.5 
'1733],5 

943.5 ' 

2125 

1233 
133.4 

12126 

1312.3 

4137. 
2401 

151.8 

17919 

1132.7 

172.3 

5229 

2817 

98.6. 
-34619 

1212.1 

13490 

7268 
165.6 

60632 

136B.s 

33553 

18078 . 

98.4 

191393 

1041.9 

2795 
1506 

·163.0 

13632 
1475.3 

4835 

2605 

164.7 

20524 

1297.3 

185.6 

5727 

2863 

100.2 
. 37482 

1312.4 

15936. 

7968 
181.5 

68600 

1563.0 

38586 

19293 

105.0 

210686 

1147.0 

4266 

2133 

230.8 

15765 

1706.2 

5474 

2737 

173.0 

23261 

1470.4 

2oo.:o 



TABLE C-V 
UNDERGROm~D DISTRIBUTION SYSTEM INVESTMENT RELATED TO 

ANNUAL OPERATING AND MAINTENANCE EXPENSES 
1967 - 1977 

1967 1968 1969 1"970 . l971 . 1972 •T973 ' 1974 1975 1976 1977 1978 

Boston Edison Co 

Investment (adj to 1967) 95330 97946 103324 109545 114590 130975 143024 149124 157257 161194 ·164016 168141 

O&M(Mj to 1967J_ - 2.85.6. 2800 2948 3653 3105 3931 3473· 3136 3021 2879 2817 2863 

·Ratio, o & M/inv,% T;OO 2.86 2.85 3.33 2. 71 3.00 2.43 2.10 1.92 1. 79 1.72 1. 70 

Commonwealth Edison Co 
-· 

Inve.stment (adj. to 19671 293743 309385 325870 340287 359317 377120 394253 405701 423102 435946 448595 463411 

0 & M (adj to 1967) . 4389 4614 4638 4839 4859 5460 5881 6128 6148 6408 7268 7968 

Ratio, o & M/inv,% 1.49 1.49 1..42. 1.42 1 .• 35 1.45 1.49 1.51 1.45 1.47 1.62 1.72 

·consolidated Edison Co 

Investment ·(adj. to 1967_) 903175 933893 970577 1021354 1057938 1095561 1138128 1188277 1239626 1282911 1318923 1353638 

0 & M (adj to 1967) 18369 15904 1.6031 17917 16712 15469 17060 19124 18077 18652 18078 19293 

·Ratio 0 & M/inv,% .2.03 1. 70 .... 1.65 1. 75 1.58 1.41 1.50 1.61 1.46 1.45 1.37 1.43 

Detroit Edison co 
Investment (adj to 1967) 56378 61675 67315 77290 82758 97344 109359 115041 117043 121572 125858 130817 

0 & M (adj to.1967l 924 918 901 1083 1282 1290 1296 1340 1659 1233. 1506 21.33 

Ratio, o & M/inv,% .1.64 1.49 1. 34 1 .. 40 1.55 1.33 1.1.9. 1.34 1.42 1.01 1.20 1.63 

Phi1ade1Ehia E,4.ectric Co 

Investment. (adj tO 1967) 154974 165260 179579 191128 :lU5779 ... .~.6007 226~60 233159 241311 248137 252781 258291 

o .& M (adj to 1967) 1582 1495 1869 1664 1660 ·1461 1711 1869 2207 2401 2605 2737 

Rat.ion, 
0 ' 

M/invj% 1.02 0,90 .1.04 0.87 0.8l 0.68 0.16 0.80 . 0.91 0.97 1.03 1.06 

JAN 11/7/7~ 



APPENDIX D 
CABLE OPERATION 

An underground electric distribution system in a 

D-1 

major urban area such as Boston requires a significant amount 

of cable. In the Back ~ay network there are about 125 miles 

of 14 kV primary system cable and about 200 miles of 208/120 V 

secondary cable. The primary cables feed the network trans-

formers, and the secondary cables connect the system to the 

customers. Superimposed on the ac system is the de system 

with about 40 miles of 250 V cable in operation. In total, 

there are about 365 miles of insulated cable under the streets 

in an area of less than one-half square mile. 

Cable in such an underground environment is subjected 

to many hostile influences~ Manholes and ducts are frequently 

filled with brackish ground water. There are strong corrosive 

influences, both from chemical action and from de transit 

systems. Mechanical damage can be caused by load cycling of 

the cable with attendant _contraction and expansion and by 

vibrations from heavy street traffic. In add~tion, electrical 

overloads can sometimes occur. Of necessity, splices are hand-

made and often are more vulnerable than the cable itself. 

Cable systems also become more subject to failure with age, 

since the effects of all of the detrimental influences are 

cumulative. In addition, the cable insulation deteriorates 

to some extent with time. 

Important loads supplied by underground cable systems 

usually have redundant power supplies. For example, the Back 



D-2 

Bay network supply is designed so that several primary or 

secondary cables can be out of service simultaneously without 

interruption to customer load. There have been 86 primary 

cable or splice failures during the past six .years, but it 

has not been necessary to remove the network from service prior 

to the April, 1979, incident. 

·Table D-I shows the primary system failure record 

since 1973 for cables supplying the Back Bay Network. An over

all rate of 11.4 failures per 100 miles per year has been derived 

uy this table. Of these, about 22 perr.Pnt occurred on ~est. 

Testing is performed during off-peak periods when the cable 

under test can be spared without risk to in·tegri ty of the power 

supply. Moreover, the tests are performed with nondestructive de 

testing methods with negligible risk of damage to adjacent cables. 

Conversely, failures in service interrupt system elements carrying 

power and do carry an attendant risk of damage to adjacent cables. 

Table D-II and Exhibit D-1 show the Boston Edison Company 

overall cable failure rates from 1958 through 1978. It can be 

seen that the average failure rate for the 21. years covered by the 

data that the failure rate was uniformlyhigher ~han in the Back 

Bay network area and that there was no trend - either toward an 

increasing or decreasing rate. Of the 5,615 failures, 672 or about 

12 percent occurred when the cable was beirtg tested. 

Cable failure data are reported by member companies 

to the Edison Electric Institute (EEI), and an annual cable 

operation report is prepared. Based on the latest available 

EEI information, the overall rate was 3.91 failures per 100 

miles per year. This is derived from 1,049 cable failures 
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and 205 splice failures for 32,056 conductor miles of cable. 

The EEI data includes other types of cable and other types 

of installation than used for the Back Bay Network, and might 

not be wholly representative. About half of the cable outage~ 

were for paper-insulated lead-covered (PILC) cables similar 

to that used in Bostori. Even so, it seems fair to conclude 

that the Back Bay Network failure rate is above the national 

average and is higher than it should be. 

Boston Edison Co. investigates each cable failure 

and attempts to assign a cause. It has been determined that 

the failure c.auses are ·assignable approximately as follows: 

21% - Corrosion 

8% Mech_anical 

7% - Adjacent Failure 

14% - Moisture 

3% - Overload 

12% - Other (no single cause more than 2%) 

35% - Unknown 

100% 

The "unknown" category is better than the national average, 

where about half the failures have the cause. listed as unknown. 

About 66 percent of the failures with known causes 

have been attributed to corrosion, mechanical damage, and 

moisture. Some of the older cable does not have a protective 
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jacket over the lead sheath. A protective jacket would improve 

protec~ion against corrosion, mechanical damage, and those 

moisture-induced failures which can be c9upled to sheathwear. 

A carefully-designed cathodic protection system can also reduce 

the number of failures caused by corrosion. Such systems are 

in place, but it is possible that improvements could be made. 
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TABLE D-I 

BOSTON EDISON COMPANY 
CABLE SYSTEM FAILURE RATES 

Failure Rate 
Joints & Cable Per 100 Miles 

Year Potheads .Cable Total Len9:th, Mi. Per Year 

1958 42 126 i68 1348 12.46 
1959 49 158 207 1368 15.13 

1960 55 ·142 197 1397 14.10 
1961 82 156 238 1430 16.64 
1962 65 189 254 1475 17.22 
1963 79 144 223 1517 14.70 
1964 82 153 235 1527 15.39 

1965 47 140 187 1580 11.89 
1966 80 148 228 1590 14.34 
1967 99 168 267 1660 16.08 
1968 96 188 284 1740 16.32 
1969 86 187 273 1803 15.14 

1970 118 216 334 1870 17.86 
1971 123 185 308 1930 15.96 
·1972 161 202 363 1958 18.54 
1973 162 158 320 1818 17.60 
1974 117 142 259 1941 13.34 

1975 126 183 309 1984 15.57 
1976 145 209 354 2084 16.99 
1977 111 215 326 2171 15.02 
1978 104 177 2-81 2200 12.77 

Total 2029 3586 5615 15.43 



TABLE D-II 

BACK BAY AC NETWORK 
14 kV SYSTEM CABLE FAILURES 

1973-197.9 

Failure Rate, 
Failures Cable Per 100 Mi. 

Circuit Cable Joint Total Length, Mi. Per Year 

lNll 5 2 7 6.15 19.0 
1Nl2 4 3 7 9.27 12.G 
1Nl3 3 2 5 6.33 13.2 
1Nl4 5 5 10 9.18 18~~ 

1N22 3 0 3 10.35 4.8 
1N23 6 tJ. 10 10.41 lG.O 
1N24 2 2 4 7.89 8.4 
1N25 1 1 2 6.33 5.3 

1N32 7 6 13 0.19 26.!) 
1N33 0 0 0 5.88 0 
1N34 0 0 0 4.02 0 
1N35 2 2 4 7.77 8.6 

1N42 3 2 5 8.97 9.3 
1N43 6 0 6 8.13 12.3 
1N44 3 1 4 8.28 8.1 
1N45 3 3 6 8.82 11.3 I 

Total 53 33 86 125.97 11.4 
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APPENDIX E 
COST OF INTERRUPTIONS 

The Boston Edison Company has prepared a statement 

of the cost of the five outages through November 15, 1979. 

Table E-I shows that the total cost is estimated to be $513,750. 

This value represents only the cost of materials used and line 

and repair crews directly assigned to the work~ ~o allowance 

is made for engineering costs, overheads, or manage~ent ex-

penses. In addition, the cost of lost revenue and customer 

claims have not been estimated or included by Boston Edison. 

The outage duration for the various interruptions, 

together with recorded substation meter readings at the time of 

the beginning of the interruptions, can be used to derive a 

reasonabl·e el:>t.ilitctLe of Lhe ouLage magrii tude· in terms of energy 

not delivered to the customers. Typical load pattern informa-

tion is also used in the derivation. Using this approach, the 

energy delivery curtailment was approximately as follows: 

Back Bay Area: 

Beacon St. Sta. 

South Grid 

North Grid 

Total Back Bay 

Normal Peak 
Load, kW 

18,090 

26,100 

31,320 

75,510 

Time Out of 
Service 
Hrs-Min. 

0-3.5 

4-.42 

38-10 

Estimated 
Curtailment 

kWh 

·7,600 

88,000 

857,100 

952,700 
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Time Out of Estimated 
Normal Peak Service Curtailment 

Load, kW Hrs-Min. kWh 

Brighton 125,000 4-09 (avg) 490,700 

Chelsea/East Boston 32,000 1-22 (avg) 43,700 

Wellesley 8,530 32-12 S2,400 

Roslindale 8,100 3-48 (avg) .35,700 

Total 1,605,200 

About 95,000 customers were involved in the five 

outages. Almost all of them were ei~hP.r rP.RinPntiAl or com-

mercial. If this group of customers conforms to Boston Edison 

system-wide averages, 84,000 of them were residential, while 

11,000 were commercial. However, 64 percent of the energy would 

have been consumed by the commercial customers, with 36 percent 

·consumed by the residential customers. 

The revenue lost by Boston Edison can be estimated 

on the basis of average revenue per .. kWh for each class of 

customer, but excluding demand charge component. On this basis, 

the average revenue per kWh in 1978 was 5.85¢ and 4.08¢ fnr 

residential and commercial customers, respectively. 

Using these values, the revenue lost to Boston Edison 

during these outages can be estimated as follows: 

$ 33,800 - residential 

41,900 - commercial 

$ 75,700 - total 
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Of course, energy not sold was als.o not generated, 

and there was a resulting fuel saving. Based.on system average, 

this saving was about 1.68¢ per kWh, or a total of $27,000 for 

the energy curtailment. Thus, the loss to Boston Edison was 

abciut $48,700 as a consequence of lost tevenue. 

This lost revenue can be considered to be an expense 

analogous to the service restoration expense shown on Table : 

E-I. If they are added· together, the total· cost to Boston Edison 

for the outages was about $562,000. 



Incident 
'' 

Back Bay 

TABLE E-I 
BOSTON EDISON COMPANY 

ESTIMATED COST OF OUTAGES 

Inspecting, 
Testing, 

Restoration Upg~ading 

$248,370 $13,290 

Total 

$261,660 

-Brighton 84,650(4) 3,500 88,150(4) 

Chelsea/East Boston 9,115 9,000 18,115 

Wellesley 52,400 26,025 78,425 

Roslindale 39., 60.0 27,800 67,400 

Total $434,135 $79,615 $51.1,750 

Notes: 1. Based on information made available by Boston Edison 
Company} includes costs incurred through 11/15/79. 

2.. _Does not include engineering, management and· overhead 
costs. 

3. Does not include lost revenue or any customer claims. 

4. Includes estimated r.ost of $12,000 tu repair 202-90 
circuit breaker, and $46,500 to replace de~troyed 
switchgear cubicle and circuit breaker 506-173. 

,. 



APPENDIX F 
DISTRIBUTION SYSTEMS 

Electric distribution systems may be classified 

F-1 

according to the manner of delivery of power, including pro-

vision of alternate supply sources. The most common are: 

• Radial 

• Radial-Multiple Supply 

• Primary Network 

• Secondary Network 

• Spot Network 

RADIAL SYSTEM 

The radial system is the simplest type of distribution. 

A customer is supplied by means of a single primary circuit 

(14 kV, for:example) one distribution transformer, and one 

secondary circuit (240/120 V or 208Y/120 V, for example). All 

of these elements are in series and a fault in any one of them 

results in a power interruption to all of the customers located 

beyond the prot~ctive device which clears the fault. There is 

no;:alternate supply and service can be restored only after 

repairs have been made. .Continuity of service can be improved 

by insertion of sectionilizing protective devices, s6 that the 

substation circuit breaker does not open for faults located 

beyond such devices. 

Radial systems are commonly used for overhead 

systems, particularly in low load-den~ity areas. In general, 

damage to lines or equipment can be quickly located; and 
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repairs can be made expeditiously. However, such systems are 

not generally suitable for underground distribution because of 

the time requir~d for making repairs in case of failure of a 

system element. 

This type system is not used in any of the Boston 

Edison Company areas involved in this report. A radial system 

is illustrated by Exhibit F-1. 

RADIAL-MULTIPLE SUPPLY 

A variation of the radial system occurs when primary 

circuits are cunnected together by normally-open switches nr 

when a normally~open connection .is available to another sub-

. station. Custom.ers outage due to a fault can be localized by 

means of proper operation of switches or circuit breakers. In 

some cases, entire circuits can be switched to an alternate 

substation so that a substation can be removed from service 

·without an interruption. The switching.is usually accomplished 

manually, but automatic operation or remote control by operators 

·is used to some ext.ent.. On undeEground s:ys·Lems, swi.tches are 

usually provided at each transformer location, so that the open 

point may be conveniently relocated, usually for service restora

tion after a cable fault. 

This arrangement is extensively used for both overhead 

and underground distribution. It is quite common on the Boston 

Edison system. None of the outages discussed in this report 
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occurred on precisely this type system. However, the power 

supply to Wellesley is a variation of such a system, with four 

circuits in ·a single ·conduit system operating in parallel to 

·feed distribution load. The Roslindale system is somewhat 

similar, except that two 14 kV circuits are brought to each 

load center. 

Exhibit F-2 shows a radial system with multiple 

supply. 

PRIMARY NETWORK 

A primary network system has a group of primary 

circuits supplied by several substations, all interconnected 

with all sw,itches and·circuit breakers normally closed. The 

purpose is to ·localize· outages caused by prim~ry .faults by 

means of automatic circuit breaker operation. This involves a 

complex and expen·sive control scheme for the protective devices. 

Power flow across the system, that should be carried by higher

voltage transmission,· can occur on the primary lines. This can 

load them so that there is little remaining capacity for 

distribution load. There are several primary networks in 

operation in the United States; but their cost, complexity, 

and limited benefits derived when compared to other systems are 

factors which have retarded their general application. On the 

Boston Edison Company system, a primary network would typically 

operate at 14 kV. 

Exhibit F-3 shows a ·primary network. 
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SECONDARY NETWORK 

The secondary network_system is used to.provide the 

maximum possible reliability to densely populated load areas. 

It is specially applicable to areas such as Back Bay north of 

Boylston Street, where there are a large number of customers 

with small or moderate loads spaced close together. 

:This system£eatures a grid (or "network") composed of 

cables operat~ng at secondary voltage .. The v9ltage is commonly 

:208Y/120 V,. so that customers will have 120 V for lighting 

and small appliances, and 208 V, three-phase, for larger loads 

and appli·ances. A few general networks have been constructed 

in recent years using 480Y/277 V, but these are not common, 

and this voltage is usually applied to spot network systems. 

Exhibit F-4 shows a secondary network. A fault anywhere on 

the system can be sustained without loss of power to any customer, 

except in the case of a secondary fault on a cable section 

directly connected to customer service. Secondary networks 

are designed so that all of the transformers supplied by one 

primary (14 kV) feeder can be taken out of ·service without any 

interruption to a customer. On larger networks, several feeders 

can be removed. For example, the Back Bay.Network can sustain 

the loss of three primary feeders and the. transformers they 

supply without customer interruption. 
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All elements of a secondary network are permanently 

joined together. In such a system, a fault on a primary cir-

cuit can be fed by another through the secondary grid. To 

prevent this, network protectors are used on all transformers. 

This device, opens very quickly in case of power flow from 

secondary to prima~y through a transformer. 

Faults on a 208Y/120 V cable usually burn clear; 

thus extinguishing themselves, with no circuit' element going 

out of service. However, this cannot be depended upon with 

certainty. Most utilities insert 11 limiters, .. which are high 

capacity fuses calibrated according to cable size, in the 

secondary grid. These limiters blow in case of secondary 

system faults, thus isolating the faulted section. 

A secondary grid is actually composed of several 

cables in parallel. Boston Edison commonly uses seven 4/0 

AWG cables. The total capacity of this configuration is 

about 450 kVA. This large capacity is necessary because 

power must be transmitted at secondary voltage in case of 

transformer outages. 

SPOT NETWORK 

Loads in large high-rise buildings have increased 

dramatically in recent years because of air-conditioning and 

other loads. This causes a higher secondary voltage than 

208Y/120 V to be necessary and/or economical. As a result, 

such buildings commonly have 480Y/277 V distribution systems, 

which cannot be fed from existing secondary networks. In 
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addition, new high-rise buildings frequently feature "green 

areas" or open space at ground level, such as the Prudential 

Center in Boston. Parking lots also create such areas with 

little electrical load. Power transmission at secondary voltage 

through such areas to large loads ~ou~d be difficu~t and pro

hibitively expensive. 

For these re~s6ns, "spot network" is widely used 

for such buildings. Two (or more) primary circuits feed two 

(or more) transformers stepping the voltage down to 480Y/2'1'1 V 

or 208Y/120 v~ The low-voltage syste~ is solidly connected at 

the transformer, so thi:l"t a netwo"rk ._is created. The system 

requi~es network protectors, ai in the general network. 

The secondary distribution system is restricted to 

one building or a building complex. It is usually owned by 

the customer, although· there are exceptions. 

A s;pot network can su.afain, without load interruption, 

the loss of one or more primary circuits or one or more step

down transformers, depending on.the design criteria 

Exhibit F-5 ·shows a spot-network power supply. 

A feature of all network systems is that.the power 

supply must come from one substation. 
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GLOSSARY 
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Ac - alternating current, a periodic current that reverses at 
regularly recurring intervals of time.. In U.S. 
power systems, the standard ac frequ~ncy is 6Q 
cycles per second. 

Allowable operating.limit - an operating term describing a 
limit of safe operation .or a limit beyond which 
equipment damage may occur. 

Ammeter - an instrument to measure electric current. 

Annual load factor - the ratio of the average load ~uring a 
year to the peak load occurring during the year.· 

Arc-proofing - a protective covering, the purpose of which 
is to protect equipment (as a cable) from damage 
resulting from fire or electrical arcs from ex
ternal sources (as other cables) . 

Asbest6s cement - a material containing asbestos and cement, 
commonly fabricated into sheets and to be used as 
barriers between electric equipment for protection 
of one against failure of another. 

AsRoc.i-3.te.d feeders - prj mnry (l4 kV) di st.rihut.ion ~.i.rcuit.s 
which supply the same load locations. 

AWG - American Wire Gauge, a system of electrical conductor 
cross-sectional area measurement, .describing 
wires equal to or smaller than 0.166 square · 
inches (4/0 AWG). 

Bulk power station - a power plant or a substation which 
serves as the power supply for a large number of 
distribution or transmission lines. 

Bus - a· switchgear assembly which serves as a common 
connection for several circuits. 

Bu~, double - an arrangement of duplicate buses, with 
provision for connection of electrical circuits 
to either or both; used for reliability and 
flexibility.of electric supply. 



Bus, ring - an arrangement whereby electric circuits are 
connected to a bus which has its two ends con
nected:together, so that a single open point 
will not result in any interruption to power 
supply. 
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Cable - an electric conductor which is insulated from other 
electric conductors and from all external objects 
and the environment. 

Cable, overhead spacer - a cable system designed to be . 
· supported by poles, with the conductor separated 

by spacers (usually polyethylene or porcelain) 
at intervals of about 30 feet. 

Cable, PILC - cable with oil-impregnated paper insulation, 
with a lead sheath overall for protection against 
moisture. 

table, primary - cable used to transmit power a~ primary 
voltage ( 14 kV) between subs l.a. tlow::> dllU u.il::;tL·i
bution trunsformer locations. 

Cable, secondary - cable used to transmit power at secondary 
voltage (usually 480V and below) between distri~ 
bution transformers and customer service connections 
or utilization equipment. 

Cable, solid dielectric - cable insulated with a solid 
material, such as rubber, polyethylene, or 
ethylene propylene. 

Cable, transmission - cable used to.transmit power at 
transmission voltage (above 14 kV, usually 115 kV 
on the· Boston Edison system) from bulk supply 
stations to distribution substations. 

Cable, shielded - cable which hasa grounded conductor 
(usually a copper tape) in contact with the 
outside of the insulation. 

Cable, nonshielded (or belted) - cable without shielding, 
but commonly with a "belt," dr sUppierrtentary 
layer of material between the conductors. At 
voltages of 14 kV and above, an obsolescent 
construction. 

Cathodic protection - a method o£ corrosion protection, in 
which current .entering or leaving the protected 
material is controiled. 
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Circuit br'eaker - a device that automatically removes power 
supply from an element of the power system, usually 
resulting from a failure or an overload. 

Circuit breaker, primary- a circuit breaker in.the primary 
(14 kV) system, usually located at a substation. 

Circuit breaker, secondary - a circuit breaker in the secondary 
(480V ana below) system, usually at a distribution 
transformer location. 

Cold pickup - restoration of power after load haEt been 
removed for some time, so that ail automatic 
devices start simultaneously. This causes a 
current surge, which sometimes causes circuit 
breakers to open. In this event it is necessary 
to sectionalize circuits before restoring power 
to reduce this effect. 

Contingency plans - plans, usually pre-arranged, fo'r operation 
of an electric system under abnormal conditions, 
usually with some elements out of service. 

CRT display - a display on a cathode-ray tube, as television 
or a test instrument. 

Cubicle, metering and control - a compartment, usually in a 
substation, containing transformer and other devices 
used to derive quantities for me~ering and control 
systems. 

Cut-and-cap - an emergency operation whereby electric cables 
are cut at a failure location, and capped, so that 
service may be restored to loads between the 
failure location and the power-supply point. 

De- direct current, a.unidirectional current. In the context 
of power supply, a de distribution system is obsolete. 

Demand - a term applied to the electric load that a power 
system is required to supply. 

Dispatcher - an officer of the utility, whose responsibility 
it is to determine system configuration (i.e. manner 
of system connections) during both normal and 
emergency conditions. 

Distribution system - the circuits or network used to carry 
electric energy from the power source to the 
customers. Several types are described in 
Appendix F. 
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Double contingency - a situation with two normally-available· 
system elements out of service. 

Duct bank - a system of pipes placed underground, commonly in 
city·streets, in which cables are placed for electric 
power distribution. 

Failure - an occurrence causing inability of a power system 
element to perform its intended function. 

Failure, simultaneous - a failure that involves two or more 
system1 elements becoming unavailable at the same 
time, but n·ot necessarily due to the same cause. 

Failure, multiple - a failure that involves two or more system 
elements·becoming unavailable, not necessarily at 
the same time, nor due to the same cause. 

Failure, cascading - a failure that involves two or more 
system elements, usu~lly leading to a suspension 
of service, whereby subsequent failures are caused 
by earlier failures (i.e. a "domino" effect). 

Fault - a failure in the electric system, resulting from 
either an open circuit or an insulation failure 
(short circuit). 

Fault, arcing - a short circuit in which the conductor does 
not actually contact ground or another conductor, 
but is close enough so that high currents-flow 
through the air, resulting in a sustained electric 
arc. 

Fault, bus - a fault occurring on a bus in a substation. 

Fault, cable - a fault occurring in an electric cable. 

F~ult, clearing - the proce~~ of r~moving a fault (uoually 
a short-circuit) from the electric system, usually 
by means of operation of a circuit breaker, switch 
or fuse. 

Feeder - a distribution system circuit, either primary (14 kV) 
or secondary (480 V and below). 

Fuse - a protective device consisting of an element that opens 
as a result of heat generated by passage of excessive 
current through it. 

Jumper, temporary overground - a temporary cable used to bypass 
a cable in an underground system. Such a jumper is 
usually placed on tne ground surface or supported by 
low structures. 
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k- kilo, a prefix meaning one thousand, as in kW (kilowatt), 
kWh (kilowatt-hour), kVA (kilovolt-ampere), kV 
(kilovolt). 

kcmil - thousand circular mil; a· size measuring system, 
usually used for conductors larger than 4/0 AWG. 
1 circular mil is equal to 7.854 x 10-7 square 
inches. 

Limiter - a fuse which is placed in an electric cable to open 
in case of a short circuit, for the purpose of 
isolating the faulted cable, with all others 
continuing in service. 

Load qenter - a location with a large electric load, relative 
to the surrounding area. 

M- mega, a prefix meaning one million, as in MW (megawatt), 
MVA (megavolt-ampere). 

Maintenance, cable - preventive procedures consisting of 
inspection, testing and repair of electric cable. 

Mimic board - a system display, usually wall-sized, which 
shows electric system generators, transmission lines, 
transformers, and distribution lines. Provision 
is usually made so that availability of system 
elements and the position of all switches and 
circuit breakers is in~lcated by appropriate 
lights and/or symbols. 

Network - an electric transmission or distribution system. 
Strictly defined, a network refers only to a multiple 
supply part of the system with all switches and 
circuit breakers closed. 

Overreach- a_situation where a circuit breaker is inco~rectly 
caused to open by a relay, when a circuit breaker 
closer to the fault.should have opened instead. 

Pad-mounted - installed on the surface, as a pad-mounted 
transformer. Usually refers to an enclosed device 
which is on public or private property. 

Protector, network - An assembly comprising a circuit breaker 
and control devices for automatically disconnecting 
a network transformer from the network in the event 
of power flow from the second~ry (low-voltage side) 
to the primary (high voltage side). The network 
protector is electrically located between the 
transformer secondary and the network. 
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Rectifier, solid state - a device f9r supplying a de distribution 
system from an ac source. Solid state devices such 
as diodes are used instead of vacuum or gas-filled 
tubes in the internal circuits. 

Relay - a device which interprets system conditions (current 
flow quantity,· f<:>r example) and responds to cause 
operation of circuit breakers or other devices when 
pre-determined conditions (such as excessive current) 
are satisfied. 

Relay, overcurrent - a relay that is controlled by current flow. 

Relay, differential ,... a relay that functions by re·ason of 
Lht= difference between two quu.ntit.icc, for exampl9, 
when the current or power entering a substation 
bus is not equal to the current or power leaving it. 

Relay, directional - a relay that operate~ on current Or power 
flow in one direction only. 

Relayed out of service - a term used to indicate that a system 
element, such as a distribution circuit, has been 
removed from service by a protective device opening 
as a result of protective relay operation. 

Switching and tagging - a system of control whereby switches 
on an electric system are opened to isolate a part 
of it, with tags being placed to prevent inadvertent 
erroneous operation during maintenance periods; 
usually a saf~ty procedure. 

System Control Center - the operating control center of a 
power system, where decisions pertaining to genera
tion schedules, purchase or sale of power, and 
operation of major transmission system elements 
are made. Much of the control and many of the 
decisions may be mndc by digital or.analog computers 
with operator cognizance. 

Telemetering - a system whereby metering and control information 
is transmitted between a substation or load center 
and a control center for remote control and supervision. 

Test, high-voltage - a test whereby a voltage higher than 
normal operating voltage is impressed on equipment 
in order to ascertain its suitability for routine 
service. 
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Testing program, cable - a planned program of routine high
voltage and insulation resistance testing of 
electrical cable after installation and operation 
to determine whether the cable under test is 
suitable for further operation. 

Transformer - a device to transform electric energy from one 
voltage to another. 

Transformer, distribution - a transformer loca·ted on a 
distribution ·system that transforms electric 
energy from primary voltage (14 kV) to secondary 
voltage (480 V or below) so that it can be used 
by customers' lighting or power equipment. 

Transformer, network - a distribution transformer specially 
designed and constructed for service to a secondary 
network, commonly for submersible service and 
usually for use in conjunction with a network 
protector. 

Voltage Nomenclatures - the system voltage designations as 
used in this report are: 

115 kV -· a systemwide transmission system with 
115 kV between phase conductors, used by 
Boston Edison 

25 kV ~ a local transmission system with 25 kV 
between phase conductors, used to supply a 
few (2 to 4) substations (sometimes called 
sub-transmission) 

13.8Y/8.0 kV - a 4-wire primary distribution system, 
with 13.8 kV between phase conductors and 
8 . 0 kV between e.ach phase conductor and the 
grounded neutral conductor. Used to supply 
either three-phase or single-phase distribution 
transformers. 

14 kV ~ a short-form designation for a 13.8Y/8.0 kV 
primary distribution voltage. 

480Y/277 v -·a 4-wire secondary distribution syste~, 
with 480 V between phase conductors and 277 V 
between each phase conductor and the grounded 
neutral conductor. Used to supply 480 V for 
customer three-phase load (usually motors), 
or 2 7,7 V for single-phase load. (such as lighting 
and single-phase motors). Commonly used for" 
spot networks and large customers. 
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480 V -. a short-form designation for a 480Y/277 V 
secondary distribution voltage. 

208Y/120 v - a 4-wire secondary distribution system, 
with 208 V between phase conductors and 120 V 
between each phase conductor and the grounded 
neutral conductor. Used to supply 208 V for 
customer three-phase load (usually motors) 
or 120 V for single-phase load (such as lighting 
and single-phase motors). Commonly' used for 
general netw~rks, such as the Back Bay Network. 

208 V - a short-form designation for a 208Y/i20 V 
secondary distribution voltage. 

120/240 V - a 3-w.ilre single-phase secondary distri
bution syst~m (either ac or de) with 240 V 
between two.of the conductors and 120 V belween 
each of· them and the grounded neutral. 
Conunonly used to supply resi dent.ial or small 
commercial customers. 

Voltage transient - a temporary higher-than-normal voltage 
condition that can exist on an electrical system 
as a result of lightning or switching .surges. 

Wipe - the process used for joining of lead cable· sheaths 
· by means of application of semi-molten lead to 

form a mechanically strong, moisture-proof 
connection. 

• 



BOSTON EDISON CC!MPANY 

EX~CUTIVE OFFICEII 

BOD BOYLSTON STREET 

BOSTON, MASSACHUSETTS 02199 

C. B. OAMRELL 
VICE PRIISIDIINT 

ENOINE'ERINO AND DISTRI8UTION OJIOANIIATIOM 

Mr. James M. Brown, Jr. 
Chief, System Reliability and 

Emergency Response Branch 
Economic Regulatory Administration 
Department of Energy 
Washington, D. C. 20461 

Dear Mr. Brown: 

April 9, 1980 

Discussions between representatives of DOE and Boston Edison Company have 
indicated that our comments on the report "Outages of Electric Power Supply 
Resulting from Cable Failures, Boston Edison Company" prepared by Common
wealth Associates Inc. for you, will be·incorporated into the final 
DOE/ERA issue. We appreciate the opportunity and accordingly, our comments 
are attached. 

I must say that I am very upset with the report. :Hany of the comments in 
the Summary, Mitigative Measures and Restoration Measures Sections are 
pure conjecture and not supported by fact. Perhaps even more disturbing 
is the style in which these sections are prepared. Boston Edison Company, 
in the vast majority of cases where factual support exists has been taking 
action exactly along the lines of the Commonwealth Associates recommendations, 
as would be the case with any responsible electric utility. In addition, in 
most cases these actions were in process prior to the outages that triggered 
the investi.gation. This fact is silent throughout the report; therefore, an 
uninformed reader could only draw the conclusion that we are negligent in our 
service reliability responsibility. I cannot object strongly enough to this 
implication. 

We are surprised by the lack of comment as regards Boston Edison's positive 
actions in what I call the "hilite" sections of the Report for two reasons -
(1) we believe we cooperated fully with. Commonwealth Associates during the 
entire investigation by making them well aware of all of the ramifications 
surrounding the several incidents and our many related practices and efforts; 
and (2) several o£ our efforts are acknowledged in the details of the Common
wealth Report, but not in the most commonly reviewed summary and action "hilite" 
sections. 

I 



Mr. James M. Brown, Jr. -2- April 9, 19.80 

We trust that our comments are taken constructively in an effort to produce 
an overall report that is truthful, objective, informative and useful which 
I know from our discussion is your intent. 

Attachments 

cc: Mr. W. J. White 
Chief Engineer 
Massachusetts DPU 

Very tr~uly yours, 



COMMENTS BY BOSTON EDISON COMPANY ON REPORT ENTITLED 
"OUTAGES OF ELECTRIC POWER -SUPPLY 

RESULTING FROM CABLE FAILURES 
BOSTON EDISON COMPANY" 

PREPARED BY AND FOR 
U. S. DEPARTMENT OF ENERGY 

ECONOMIC REGULATORY ADMINISTRATION 
DIVISION OF POWER SUPPLY AND RELIABILITY 

BECo. does acknowledge the opportunity of commenting on this report and 

appreciates the DOE/ERA offer of having 'these comments incorporated into the 

final report in·the interest of providing a balanced, objective document which 

might be helpful not only to DOE/ERA and Boston Edison Company, but also to the 

e]ectric utility industry as a ·whole. 

We note at the outset that the Company has had the benefit of reviewing 

·the second draft of the above titled report, prepared by the Commonwealth As-

sociates, Inc., subcontractor to the Department of Energy, Economic Regulatory 

Administration, Division of Power Supply and Reliability. It is our understand-

ing that the abstract of the report whi.ch we reviewed will be replaced by a For-

ward, and a new section entitled ;;Conclusion" added along with Recommendations. 

These report additions will be prepared by members of the DOE/ERA staff. 

Before·proceeding with our commentary, it would be valuable to provide 

some additional backgro~d to the report. Our background comments, which fol-

low, precede specific comments which are divided into two categories -- General 

and Specific. 

- BACKGROUND. -

On June 26, 1979, Boston Edison was reques.ted to attend an afternoon 

meeting at the Engineering staff offices of the Massachusetts Department 

of Public Utilities (DPU). At th~s meeting with representatives of the 



DPU, Department of Energy (DOE) and Commonwealth Associates, a subcontrac-

tor of DOE, the Company was informed that DOE in cooperation with the Mas-

sachusetts DPU was actively preparing to undertake a study of five distri

bution incidents which occurred during the second quarter of 1979 on Boston 

Edison's service territory. 

·The reason for this meeting was to· inform the Company of their in-

tended study and to seek our cooperation in· that effort. Our willingness 

to cooperate was openly expressed. 

The five incidents which are focussed upon in this study and.its sub-

sequent report are identified as follows: 

1. Back Bay Area Interruption April 1-4, 1979 

2. Brighton Area Interruption May 21, 1979 

3. Chelsea/East Boston Area 
Interruption June 2, 1979 

4. T.own of Well~sley June 18, 1979 

5. Roslindale Area Outage June 23, 197,9 

It should be noted that these are not the same five incidents listed 

in the Thursday, August 2, 1979 Federal Register under the title, "Inves-

tig~tion Into Electric Power Outages in Boston, Massachusetts", by the DOE 

and also reported in the Augu~:;t 13, 1979 issue of Electrical World· m.<~ea:7.ine. 

Tn the course of this study, the subcont~actor, Commonwealth Associ-

ates, Inc., came to Boston twice to gather information and to visit Company 

facilities similar to those involved in these five incidents. Formal re-

sponses were made by BECo. personnel to all written requests of the sub-

contractor, and on several occasions verbal responses were provided to 

specific questions raised during the preparation of their report. It is 

~ ',' 

our belief that each response was complete and submitted in a ti~ely fashion. 
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The Comp~ny has always, as a matter of responsi~le management and good 

operating practice, prepared reports of any significant incidents on its 

system, notably those affecting a large number of customers. These reports 

address _the cause, the result, actions to be taken to eliminate or reduce 

similar occurrences and recommendations _that may be incorporated into 

I 

future designs or revised operating procedures. In regard to the five in-

cidents investigated by Commonwealth Associates, Inc., reports had already 

been prepared by the Company qn three of the five incidents and reports 

were in process on the other two prior to the start of the DOE-funded in-

vestigation. 

For unique occurrences such as the. Back Bay area interruption of 

April 1-4, 1979, more detailed reports are compiled than for other large 

outages. A copy of each of the three reports, already prepared, was for-

warded to DOE prior to their formal investigation. Two of the three were 

also sent to the DPU on a similar basis. The third report, Back Bay in-

cident, included answers to specific questions posed by the DPU and provided 

a complete explanation of the Company'·s detailed_investigation of the inci-

dent. The reports prepared for the Chelsea/East Boston incident of June 2 
. . 

and for the Roslindale are~ outage of June 23 were -provided to the DOE sub-

contractor after the first meeting with the Company. 

In addition to preparing reports on significant occurrences, the Com-

pany usually forms a Task Force to. review all aspects of the occurrence, 

the Company's response, and to recommend to top management policy or other 

changes that should be considered. These Task Forces are usually formed 

by and report directly to a corporate officer. After the Back Bay area 

interruption, a Task Force was established. by Mr. C. B. Damrell, Vice 
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President of Engineering and Distribution, to review the Boston Edison 

secondary network system and to prepare a formal plan for restoration after 

a major secondary network disturbance. 

- GENERAL COMMENTS -

·Before proceeding with specific comments on the report, the Company 

is particularly concerned about the report itself and certain findings 

which we object to. The report unfairly characterizes the Company and its 

operating personnel as being unaware of the seriousness of these outages. 

It further fails to compare Edison's maintenance and operating practices 

to other utilities which are introduced in the report and, by inference, 

are far superior to Edison' s_. A third shcn:·tcoming is the notion that one 

specific situation involving switching during one of the outages is sym-

bolic of Edison's practices and experiences in other similar situations. 

These failings would lead the reader to believe that the Company was un-

responsive and ill-prepared to· deal with the problems it faced during these 
I 

outages when in fact the opposite was true. In spite of a myriad of uncon-

nected and in some cases unpredictable circumstances, the Company was able 

to promptly respond to the general public, with due concern to safety, and 

restored electric service to the greatest number of customers at the ear U-

-est opportunity. 

As a matter of policy, Boston Edison has always str~ved to plan, de-

sign and operate its system consistent with good utility practices. One 

self-reported incident was noted in the report where an operating guideline 

was not correctly followed during one of the five incidents. The report 

through implication suggests that this is often not the case and we take 

exception to this incorrect conclusion. 
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Furthermore, the subcontractor has visited other similar utilities 

to examine some of.their operating and maintenance practices. From these 

visits, mitigative and restoration measures are suggested which may reduce 

the potential of future system inc-idents. The report fails to indicate 

many of the things that Bost;.on Edison has been d·oing in each of these areas. 

This report is based upon incidents on the Boston Edison system. This ap-

proach leaves the reader uninformed of what we have been doing; and, even 

worse, the reader must therefore conclude that we do nothing in these areas. 

There are points brought in the report which we do not refute. We 

comment where appropriate in the "specific" section which follows and in 

some cases indicate actions being taken by the Company in response to Com-

monwealth Associates. 

Boston Edison stands on its record to mobilize the various organiza-

tions (Operations, Engineering, and support group·s) which ·were- _quickly 

assembled and provided valuable assistance in the restoration of service 

during the incidents. T~is response by Company personnel can be attribu-

ted in part to the Company's Major Emergency Plan of Operation which is . 
' . . . . ' 

designed to coordinate internal functions, as well as outsid~ resources, 

in response to major disturbances affecting numerous customers under un-

usual circumstances. 

Acknowledgement must be given to the excellent graphical representa-

tions put together in this report. The ability to reduce a very complex. 

situation to a single or a series of single, simple one-line diag~ams, 

is noteworthy. There is no doubt that some of the techniques used ~ill 

be employed in future in-house reports, and we give due credit to Common-

wealth Associates. 
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- SPECIFIC COMMENTS -

For ease of reading, our specific comments will follow the format of the 

report. We will include all topical headings and will also provide either the 

statement itself or an abridgement so that our comment can be quickly referenced. 

Introduction 

"The Boston Edison Companyoperates 7,416 miles of distri
bution system conductor, contained in 1,119 miles of con
duit bank. Oil,...impregnated paper-insulated, lead sheathed 
cable is used almost exclusively." 

Oil impregnated paper-insulated, lead sheathed cable is used almost 

exclusively on our 14 and 24kV distribution supply systems. The ~iles of 

distribution system conductor (7,416 miles) published in the Uniform Sta-

tistical Report (USR) and used in this report includes. significant amounts 

of 4kV distribution cable which is primarily rubber and lead (R&L). 

Summary 

Routine underground system operating and maintenance 
effort has declined by about 30% since 1974, as meas
ured by expenses corrected for inflation (Exhibit C-1). 

Exhibit C-1 indicates that our U.G. O&M expenses have decreased 30%. 

However, this is not to say our attention to preventive maintenance has 

diminished. Faced with declining earnings we had to review completely our 

o&M requirements and focus upon those areas which would provide the best 

cost/benefit ratio. An example of this can best be shown by the results 

of our O&M efforts in one of our other secondary network grids, Atlantic 

Avenue. A high petwork feeder failure rate trend was observed particularly 

in 1975/and 1976. Maintenance efforts were focussed on this area resulting 

in a 67 percent drop in network feeder cable test and service failures for 

the years 1978 and 1979. 
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Appendix "C" also points out that although our O&M expenses have de-

creased, they still remain second highest of the five companies when based 

upon dollars expended on O&M versus miles of underground distribution con-

ductor. This would indicate that our O&M costs for U.G. are now more in 

line with other companies then was previously the case. 

Operating procedures were not followed in the period 
preceeding the Chelsea/East Boston interruption. 

This statement is correct. However, this. fact was told to Gilbert/ 

Commonwealth right from the beginning. No attempt was ever made to describe 

the incident differently. As stated elsewhere in the report our "Guide-

lines for Scheduling Equipment Outages" has been r~vised to emphasize the 

importance for consideration of second-contingency outages. 

Emergency situations were not recognized and acted 
upon qui€kly enough, particularly in the case of the 
Back Bay secondary network interruption. 

This is a harsh commentary and in our opinion a completely unfounded, 

"Monday Morning Quarterback" statement. It means that in all four cases 

the seriousness of the situation was not recognized and response was not 

prompt. This is simply not· true. 

In the case of the Back Bay secondary network interruption, the seri-

ousness of the problem was recognized immediately. The aid of the Engineer-

ing Department personnel in assessing the state of the network was quickly 

obtained on that Sunday afternoon and they, along with supplementary oper-

ating personnei, were on the job continuously. Load readings were taken 

and, as pointed out on page 28 of the DOE report, were within acceptable 

operating limits. 

Plans were developed in early. afternoon to cut and cap feeders and 

personnel were assembled to assure restoration of feeders prior to Monday 

morning load pick-up with sufficient transformer capacity to meet this 
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load. It is important to note that we attained this goal. In addition, 

we dealt with the interruption of the network, restoration of Station 1149, 

t~e separating of the network into two (2) grids, and restoration of the 

undamaged (South) grid. 

Sales personnel were scheduled to be in early Monday morning to con-

tact customers and effect load relief, if required. 

In the light of these e'fforts, it is completely misleading to say 

that the seriousness of the situation was not recognized until the sixth 

(6) feeder tripped late Sunday·evening. 

When the manhole fire was reported prior to the trip of the sixth line 

on Sunday evening there was no reason.to conclude that the tire was caused 

by overload since readings taken earlier indicated that elements were with-

in limits. In the past, instances of secondary mains burning have occurred 

and, in each case, the mains were isolated without interrupting the entire 

network. The ability of the network to safely car.ry the load with five 

network feeders out of service was later confirmed by load flow study. 

When the sixth feeder tripped there was concern for continuing to 

operate the network. However .it was late Sunday evening and minimum load 

values were expected. As po.inted out in the report, load readings avail-

able from a network are minimal and not readily available to support a de-

cision to interrupt the network or to continue .to operate the network. At 

that time we had no immediate way of confirming that~overloads existed. 

A decision to interrupt service to a large and critical area of your 

distribution system including many hi-rise buildings, hotels, etc., is not 

one to be made lightly·. 

Potential problems of the de secondary grid were not 
recognized in the case of the Back Bay area network 
interruption. 
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The de system has long been recognized as a operating problem to Bos-

ton Edison. There has been an on-going program for several years to elim-

inate any equipment on our de system which was not essential for service. 

Furthermore, prior to this incident the Company was well into an in-depth 

study of the de system. The results of this study will establish a new 

Company policy towards future de operation including a plan on how to-exit 

this portion of our business. 

The age of cables probably contributed to the Back.Bay 
network, Wellesley and Roslindale. 

The Back Bay problem was initiated by a 57 year old de cable. The age 

of the Wellesley cables cannot be documented; however, the initiating fault 

was on a 500 kcmil paper-insulated, lead sheathed cable with special rubber 

jacketing. This indicates that the cable was less than twenty years old. 

The ·initiating Roslindale cable fault was on non-shielded belted cable. 

The age of this cable is not easily determined. 

Age by itself is not suitable criteria for replacing cable. Based 

upon our investigations, there does not appear to be any utility which re-

places cable based solely on age. 

Inability to gain timely access to Boston Edison Com
pany facilities located in customer buildings caused 
delays during the Back Bay network interruption. 

Delay in gaining access to Boston Edison facilities was experienced 

in only one instance. This was the Hancock Tower complex. 

The Electrical Operations Department has maintained for many years a 

list of all their facilities with customer contacts to keep delays such as 

this to an absolute minimum. 
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CONTRIBUTING FACTORS TO SERVICE INTERRUPTIONS 

Operating & Maintenance 

The report concludes that a reduction in O&M expenses reflects an equal 

reduction in routine inspection and testing of equipment. In fact a greater 

effort has been placed ·in this area. A larger share of the O&M dollar is 

now being channeled into preventive maintenance programs; 

Furthermore, reductions in the O&M cost areas can be attributed to 

several factors. For example, in 1972/73 period T&D modified some of its 

operating practices to improve underground distribution reliability. One 

of these changes was a conscious and substantial reduction of making cable 

piece-ou~s (an.expense 1tem) and instead re~lacing the entire cabie sec

tion(s) (a plant item). 

Maintenance, testing and inspection procedures could very well result 

in the discovery of potential problems. It is conjecture that such in

creased efforts may have resulted in discovery of potential problems and 

avoidance of the Back Bay, Wellesley and Roslindale interruptions. As 

brought out in the report the fault manhole in the Back Bay area had been 

inspected and was the scene of a TV documentary just days before. The 

manholes associated with the lines in the Roslindale outage were the object 

of an extensive upgrading program approximately two years ago. In 1975, 

the manholes for the Wellesley lines were also thoroughly inspected and 

upgraded in a joint BECo./Wellesley effort. 

Operators and Operating Procedures 

The report again indicates that with five network feeders out of ser

vice a serious problem existed and an emergency situation should have been 

recognized. It further contends that it could have been predicted that the 
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three remaining cables could not be expected to supply the heavy weekday 

load of the North network. 

As stated in our earlier comments an emergency situation was recog-

nize~ immediately. It was predicted that the three remaining cables would 

not meet the load demands of a weekday. As previously stated: 

1. Operating personnel had been assembled. 

2. Engineering personnel were assembled and assessing 
the state of the network. 

3. Efforts to return the feeder out for routine work had 
been initiated. 

4. Commercial Organization was notified and had scheduled 
people for early Monday morning in case customer load 
curtailment was necessary. 

5. Load readings were being taken periodically. 

6. Plans to cut a cap each of the faulted feeders to re
turn as many transformers as possible had been prepared 
and was being implemented. 

Given what.was being done in the field and observed load readings, the 

shutting down of the Back Bay network at this time would be entirely intui-

tive, arbitrary, without.documentation and have caused outage to many hi-

rise buildings, hotels and apartments .. 

Corrective Actions 

Institute, and vigorously enforce a testing program 
whereby all primary distribution and transmission sys
tem cables would receive.a high voltage test once each 
year. Defective cable should be replaced. 

We assume that the report is aiming at our 14 and 24kV distribution 

supply system and network feeders. At present, BECo. has a testing program. 

Supply cables are discriminately selected for test. The primary criteria 

is to test all cables that have experienced three or more failures within a 

twelve. month period. Furthermore, if a cable supply system is sho.wing an 
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abnormal failure rate trend, it will also be scheduled for testing. This 

was the situa.tion mentioned earlier in the Atlantic Avenue secondary net-

work grid. 

Testing of distribution supply cables is severely limited during our 

winter and summer peak periods. The ability to take lines out for test is 

many times hampered by our customers. Many customer facilities have single 

iine supplies. To arrange customer outage for routine work can be very 

difficult due to the resulting customer inconvenience. Nonetheless, we 

schedule these lines for test. 

The Company has through the years conducted studies to determine high 

voltage testin~ policy . .Results of.recent year studies appear to be lead-

ing towards more frequent testing. We are not yet. convinced especially 

considering customer inconvenience that annual testing is optimum. 

There is another testing procedure that is being closely followed by 

our Engineering Department. This is very high DC voltage testing~for a 

long duration (30 minutes). This would locate more incipient faults. This 

also has the advantage of requiring less frequent tests. Some European re~ 

sults have shown a 30 percent reduction in "in-service" cable failures by 

vigorous testing· of their lines in this manner. 

Reduce vulnerability to multiple outages from a single 
cause by regrouping cable circuits and by reducing the 
number exposed in single manholes. 

This statement is irrefutable. The report does correctly highlight 

the problems of gaining street access for additional conduit facilities·in 

the Boston area. Implementing this would incur an enormous capital expen-

diture which would be impossible to economically justify. Will succeeding 

regulatory a~·tion allow proper recovery of th.ese costs in light of the few 
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occurrences? The company in its current plant development plans does place 

greater emphasis on evaluating the cost/benefits of regrouping or reducing 
I 

the number of cables in single duct banks. 

The relaying schemes at our network bulk supply stations are designed 

and set to clear network faults very quickly. Each network feeder is 

equipped with ground relays and instantaneous phase-to-phase relays. Fast 

acting back-up protection is also provided in case a breaker fails to oper-

ate correctly. This rapid clearing of a fault reduces the potential of a 

manhole problem. 

Consider the use of solid dielectric cable systems to 
rPduce vulnerability to immediate failure upon loss 
of integrity of lead sheaths~ 

There appears to be universal agreement that P&L cable when properly 

installed provides a very reliable, long lasting cable system. It is also 

a more costly system. The Company does use solid dielectric (extruded in-

sulated) cables. These exist primarily on our direct-buried (URD) systems. 

It might be added that many of the pressures placed on companies with rap-

idly expanding U.G. systems (especially URD) to go to extruded-insulated 

direct buried cables (polyethylene) were not felt by our Company. Subse-

quently, wh~n an URD policy was finally adopted it was with the benefit of 

other companies' experience. 

The Company recognizes that other companies are using these cables in 

much larger quantitiesin their underground duct systems. There appears 

at this time mixed reports on its success. 

Extruded insulated cable by nature of its manufacture contains contam-

inants and voids. When water is added a phenomena called electro-chemical 

-treeing occurs. Failure becomes inevitable. However, the time to failure 

is just now becoming apparent in the industry and it appears to be less 

(possibly substantially less) than .that of P&L cable. 
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The addition of a lead sheath on extruded insulated cables reduces 

significantly the possibility of electro-chemical treeing. The cost now 

becomes significantly higher than P&L cables. An alternate method and one . 

for which manufacturers are striving is the minimization of these contami-

nants and void$. Complete elimination is of course not feasible. 

Another problem which exists with extruded insulated cables is that 

electro-chemical treeing occurs on the enti~e length of-the cable exposed 

to water. This results in very large sections of cable having to be pos-

sibly replaced. Because P&L does tend to fail more rapidly when water is 

introduced, only small sections of cable are affected. Typically, no more 

than two sections, one section on each side of the fault, need to be re-

placed. 

Our Engineering Department over the years has been a leader in cable 

development and continually reviews advances being made in cable develop~ 

ment. As an active participant in the Cable Engineering Section of the 

Association of Edison Illuminating Companies (AEIC) and the Insulated Con-

ductor Committee of the Institute of Electrical and Electronic Engineers 

(IEEE), the experiences of other large users of underground cable is closely 

followed. We are also extremely active in engineering efforts of future 

cable systems through t.he Electric Power Research Institute (EPRI). 

Although potentially significant savings may exist-if the Company was 

to adopt the wholesale usage of extruded insulated cables (without lead 

sheathing), it does not feel enough operating experience has been gained 

to justify moving away from a paper and lead system which has proven itself 

to be the most reliable over many years of experience. 

Boston Edison should continue the detailed develop
ment of emergency service restoration plans. 
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Boston Edison has completed in past years three detailed plans for 

emergency service restoration. Each of these plans deals with a different 

form of emergency. A f.ourth plan "Major Secondary Network Disturbance, 

Plan of operation" has been formulated. The groundwork for a fifth plan 

has been started. This plan will deal with a major underground distribu-

tion disturbance. 

Analysis of Electric Supply Outages 

Exhibits #1 and #2 incorrectly show the towns of Littleton and Boxboro 

as towns served at retail by Boston Edison. These towns have no service af-

filiation with Boston Edison. 

On page 47 the report states that Boston Edison acknowledged that 

testing The verb acknowledge implies a different set of circumstances. 

Boston Edison told Gilbert/Commonwealth right from the onset that.correct 

"-< ' ; • ';j I • 

operating procedure was not followed. 

On page 48 the report makes note of the fact that Boston Edison has 

authorized a second 115/14kV source for the Chelsea/East Boston area. This 

second source was authorized w~ll before this incident. There is no doubt 

that a benefit of this source addition wiil be increased reliability. 

On page 52 t.he report indicates .that lead-covered cables in this sys-

tem have been in place for many years and are of an obsolescent, non-

shielded design, that sheath failures were caused by fatigure rather than 

wear and that use of arsenical or tellurium type lead alloy sheathing would 

be more resistant to fatigure cracking. 

With rare exception, all of the cable in this system is neither ob-

solescent nor of a non-shielded design. Furthermore, our specifications 
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for paper-insulated cables have required arsenical type lead alloy sheath

ing for over twenty years. Therefore, any cable replacements in this sys

tem for twenty years has employed arsenical type lead alloy sheathing. The 

initiating fault on Line 378-89 and subsequent fault on Line 41-210 were 

both on cables of shielded ~onstruction. The 378-89 cable also was neoprene 

jacketed and 'had an arsenical lead alloy sheathing. 

The report on thio page goeo on ,to conclude that since there were ~ub

sequent cable failures and because the loading on the other cables remained 

within their ratings that all of the cables are in poor condition. This is 

a very broad and unsubstantiated statement. 

On page 53, the report ~ugge~t~ th3t .the u~e of high visrnsity rnm

pound would reduce the problem of compound migration. In 1964, the Company 

stocked cable to be used in areas where a ten-toot or greater chang~ in 

elevation existed over a given section. This is the case for the Wellesley 

lines. Since 1972, all three conductor cables have been purchased with high 

viscosity compounds. A further suggestion offered in the report was the use 

of neoprene jacketing to redu.ce cable movement. For over twenty years, all 

1SkV 3-conductor cable purchased has included neoprene jacketing. 

On page 57, the wording in.the second paragraph may be misleading. 

The only customers interrupted on that. Saturday were the 1Conunonwealth of 

Massachusetts Health Laboratory and the Southwest High School. 

Page 60 correctly reports that the cable sheaths were not protected 

against corrosion (electrolysis) by a cathodic protection system. The 

cable system because of its location with respect to a de transit system 

has been checked frequently for visual signs of electrolysis. These vis

ual inspections did not detect any electrolysis problem. It was not until 

more sophisticated laboratory tests were made after this incident that a 
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potential electrolysis problem was detected. The report correctly notes 

that a protection system is being designed by our Laboratory and will be 

installed. 

MITIGATIVE MEASURES 

• 

......_ 

Inspection of every manhole on a three-to-five year 
( 

cycle is practiced by some utilities. Critical 
manholes may need inspection more often. Crews in 
the field should routinely inspect manholes. Inspec
tion reports can be computerized to summarize the 
findings of the inspections and to keep a .record of 
the frequency that each manhole is inspected. The 
computer reports can list priority work and keep 
track of manholes that require routine work· to be 
completed the next time the crew is in the area. 

Boston Edison does not have a cyclical inspection program for its 

25,233 manholes. However, it does discriminately select individual man..: 

holes and manhole groupings which are associated with particular cable 

distribution supply systems for inspection. 

The Company since 1976 has had i'n-place a computer oriented inspection 

repo·rt system. Each time a cable crew enters a manhole, it must first 

make out an inspection report form. This form is set-up in such a manner 

that all pertinent conditions that may exist in a manhole are quickly and 

efficiently noted. This form is submitted at the end of the day and its 

findings submitted to the computer the following day. To date, there 

have been 6,477 manholes inspected in this manner. Any work of critical 

nature would, of course, be done immediately. 

Before each manhole job assignment, the computer is accessed to de~ 

termine whether any other outstanding work reported in the last inspection 

can be included on this job. 

The system also ~as the capability to provide various manhole output 

listings. For example, it can list all inspected manholes with signs of 

sheath break, .deficient bonding or needed hangars. 
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The system has become a valuable tool in the 0 & M efforts of the 

T&D Cable and Conduit Divisions. 

High voltage testing of primary feeder cables each . 
year can .minimize the number·of "in service" cable 
failures. 

Boston Edison, as the result of on-going studies, is heading towards 

a policy of more frequent testing. It is not convinced that annual 

testing can minimize "in service" cable failures; however, based·upon 

some preliminary results, it appears that it will reduce "in service" 

failures. 

Attention to routine equipment maintenance is a must. 
Good results have been obtained in using computers to 
maintain maintenance schedules and track actual 
maintenance performed. 

Ext~usive use of computer based programs for scheduling maint~nance 

has been going on for several years at Boston Edison. For example, the 

Electrical Operations Department has a program which tracks maintenance 

on all its major station equipment. This includes transformers, tap 

chan~ers and breakers. The System Electrical Division responsible for 

our relay systems maintains a program whic,h contains every relay on our 

system. This program lists monthly those relays which now require testing. 

Older cables - partic"ularly those with non-shielding 
b~lL~d construction ~ should receive Epecial attention, 
with more frequent inspection than newer cables. Re-
placement should be made when such cables fail a t 
voltage test and/or when general condition 'in~icates 
a possibility of failure. · 

We cannot agree that because a cable of older design fails a voltage 

test it should be replaced. There are other considerations which must 

also be included in this type of decision. Has this cable ~howh a history 

of failure significantly higher than system average; is it in an environ':' 

ment which dictates the use of a new design cable; etc.? 
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It goes withou~ saying that any cable condition which indicates a 

possibility of failure is rectified. 

Quality of Material and Workmanship 

Stringent specification and quality control measures 
can be implemented to insure the use of only the 
highest quality cable. 

We agree with this comment, but feel it is misleading as applied to 

our Company. Boston Edison has always purchased high quality cable. Our 

specifications for cable have always met and in some instances surpassed 

AEIC cable standards. These standards provide User Specifications for 

cable. They have been assemb~ed by the Cable Engineering Section of the 

AEIC. This section consists of 20 - 25 engineers representing power 

utility companies across the country with major underground plant. 

Boston Edison has been very active in this section of AEIC.since its 

inception. 

An illustration of our specifications at one time surp~ssing those 

>f the AEIC deals with solid dielectric (extruded insulated) cables. Our 

cable specifications for extruded insulated cables required voids/contam~ 

inates not to exceed 10 mils. Cable was rejected because of some manu-

facturers' inability to meet this stringent requirement. Since this time 

AEIC has also .adopted similar void/contaminant standards. 

Manufacturers of cable must meet stringent requirements to be placed · 

on our approved vendors list. They must allow full examination of cables; 

and they must provide full reports on Quality Control for the manufacturing 

proce~s, testini, and material handling porti?ns of their operations . 

. Company engineers make frequent visits to cable manufacturers' plant 

-facilities. As of this writing there are only three manufacturers of 
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paper-insulated lead sheathed cable and six manufacturers of solid di-

electric cables on the Company's Vendors Approved List. 

Boston Edison has its own laboratory facilities to conduct 'high 

quality visual inspection of cable. It has cooperated with other utilities 

with more extensive testing facilities to determine quality of cable 

material. 

To reinforce the fact that we purchase high quality cable, it has 

already been stated that: 

1. For over twenty years all paper-insulated lead sheath-

ed cables have been jacketed with neoprene. 

2. Since 1964, the Company has stocked cable with high 

viscosity compound for areas of its system where a 10 

foot or greater slope is experienced in a section of 

cable. Since 1972, -all three-conductor p~per-lnsulaL~ 

ed cables have been purchased with high viscosity 

compound. 

3. For over twenty years, the lead sheathing on our 

cables has. been of a arsenical type. lead alloy. 

The quality of the workmanship to install cables and 
make splices and terminations is a function of train
.ing and constant attention to the work performed. 
Inspections, dissection and analysis of failed spl1ces, 
records of each craftman's failures and the use of 
X-rays arc technique& of meaiiuring the qu~lity of 

. work performed. 

Again, we agree with this comment also, and have had systems in 

pla.ce for many years to do just what is says. 

Quality Control Inspection is an ongoing function in our Underground 

Section and is covered in two areas, inspection during construction and 

fault analysis. 
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During cable installation and joint qmstruction a field supervi!!lor 

periodically visits a job location to spot check for conformance with 

construction standards and procedures. On job completion, a management 

person, other than a field supervisor, selects a random group of work 

orders for final field inspection. 

Cable and joint failures when analyzed in the field by supervision 

and in the ·Fault Analysis Room by engineering personnel are carefully 

checked for any defects .in workmanship. All joints are stencilled with a 

splicer's assigned number. Field records and jointing cards also help to 

identify personnel involved in poor workmanship. 

An unusual failure rate on a particular type of joint in conjunction 

with Fault analysis sheets that point to a devia~ion in standard work 

will lead to a review of procedures .. with all splicing personnel. In 

addition general splicing techniques are reviewed when inclement weather 

prohibits routine work.· 

Whenever a defective joint that is su~mitted for analysis is suspected 

of "poor Workmanship", the splicer and his steward are directed to ovserve 

the disection. If poor workmanship is detected, .the splicer will be re

trained and evaluated in the splicing school and counselled as to proper 

work procedures. All meetings with employees including retraining and 

disciplinary actions are documented. 

X-ray techniques are used primarily to test welds on our pip~ type 

cable system and occassionally pothead or cable termination points. 

X-rays have bery limited value on lead sheathed cables. Our problems 

with P&L are occurring primarily in the ~anholes. The largest percentage 

of failures are due to moisture. X-ray techniques will not assist in 

detecting these potential weak spots. Creasing of paper tapes or soft 

spots in the insulation also will not show up in an X-ray test. 

- 21 -
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Operation 

Even a system adequately maintained and well-designed 
with quality material can fail if it is operated 
improperly or beyond its capability. Under emergency 
conditions, the system operators have a very limited 
amount of information on the status of the distribu:.. 
tion system. Sophisticated systems to monitor the 
state of these systems are, at the present time, 
technically feasible but prohibitively expensive. To 
make up for lack of actual data, the system operators 
need to have a good understanding of how the system 
will behave under abnormal conditions. One method of 
achieving ~his unders~and1ng is ~he greater use ot 
simulation techniques to study the distribution 
system for probable emergency situations. Operating 
procedures and guidelines can be developed from these 
studies. Training programs on a regular basis would 
encourage system operators to keeo up-to-date on new 
procedures and guidelines. 

The first part of the statement can not be refuted. In each of the 

five indicents investigated in this report, the system was. never knowingly 

operated beyond its capability nor operated improperly. 

During the Back Bay event, the limitations of network metering was 

fully comprehended and for this reason load readings were obtained at 

critical locations to assure ourselves we were operating within the 

capability of the system. The fact that the. network operated throughout 

the entire load period Monday with no unacceptable overloads being reported 

is a clear indication that a serious network problem had been successfully 

handled. 

In January, 1979 Bos~on Edison s1gned a contract with Moore ~ystems 

for a Supervisory· .Control and Data Acquisition (SCADA) system.· . This 
.. 

system will improve significantly' the amount of data immediately available 

to the _system dispatcher; it will permit quicker acknowledgement and 

response to a system problem. This should aid in reducing customer 

outage time. 
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In recent years the Distribution Division of the Engineering, Planning 

and Research Department has modelled each of the five secondary network 

' grids in a digital load flow program. All single and double.network 

feeder as well as loss of bus section contingencies are ·•imulated. ·The 

results are tabulated and a copy is given to the System Operations Depart-

ment for their use. These simulations are used as guidelines in decisions 

regarding equipment outage for routine work or identifying the next worse 

contingency. 

High priority should be assigned to activities to 
keep the system in its normal state. Wh~n a feeder 
is out of service, immediate action should be taken 
to return that feeder to service even "if all. cus.to
mers are being supplied. Also while the feeder is 
out of service, the system operators should be antic
ipating actions ~o be taken, should a second contin
gency occur. 

The suggestion implied is that all secondary network 14kV feeder 

repairs be on an overtime basis is inconsistent with good utility practice. 

There are times when a network can sustain multiple contingencies without 

any significant risk of shutdown. Likewise, in some of our multiple line 

distribution supply systems the loss of one supply line does not necessitate 

overtime repairs . .At various times of the year·they also can· experie~ce 

more than a single contingency without exceeding equipment ratings. 

Furthermore, second contingency or the next worse contingency is 

always a consideration. For example, our guidelines fo~ scheduling 

outages prohibits taking· out any bulk power source to the network ex~ept 

on Saturdays or Sundays. The System Dispatchers' M~rning Status Report 

lists potential operating problems. This identifies second ~onting~ncy 

possibilities and operators are aware of what must be done to deal with 

these possibilities. Furthermore, during major system cutovers, elaborate 

plans are prepared to deal with a contingency during this period. 
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Impact on Customers 

Identifying areas served by a given distribution 
system and the number of people in these areas, and 

The potential duration of ~major outage. 

Th~ Company has had in place for many years a Major Notification 

Plan. As part of this plan it certain criteria are met the DPU and DOE 

·are notified. The area affected, an estimate of the number of customers 

without service and the potential duration of a major outage is provided. 

The criteria for notification of a public agency is set by that public 

. agency. 

"The utility should be aware of all critical loads served 
by each distribution system so that proprity attention can 
be given. These loads ....... " 

All designated critical customers are identified on our system 

diagram board and distribution points. Critical cu'stomers are so-designated 

by our Commercial Organization. Critical customers are hospitals, households 

·with life-support systems, high-rise housing for the elderly, etc. 

The statement that we contact police for possible evacuation of 

elderly invalids is a respo'nsibility that should be borne by the operators 

of these facilities. They are in a far better position to identify their 

needs. 

RESTORATION MEASURES 

Switching to alternate feeders .. 

Using portable generators. 

Installing temporary lines and cables to by pass 
damaged sections, and 

Cutting out damaged sectioris of cable and re
energizing undamaged sections. 

Boston Edison agrees that these measures can be employed and, in fact, 

has used each of these restoration techniqUes; 
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EXHIBIT 7 

I K N p 0 s 

10 10 

THOUSANDS OF 
CUSTOMERS 5 5 
OUT OF SERVICE 

TIME 
(HOURSl O~~~~~rr~rr~rr~rr~rr~~~rr~rr~-8r+;10-r+12;-1r4+;16-r~rr~~~r+~r+~~8~1r0~12-r+14;-1r6~-r~-r~-r+;-r~Pr~rr~~ 

0 O MONDAY. APRIL 2 O TUESDAY. APRIL 3 

0 

PERCENT OF 
NORTH GRID 

100 

SECONDARY 50 
NETWORK 
TRANSFORMERS 
OUT OF SERVICE 

TIME 
(HOURSl O 

0 4 6 8 10 12 14 16 18 20 'L2 0 
SUNDAY. APRIL 1 --"- · -

A. FEEDER 25 OUT ON SCHEDULED MAINTENANCE 

6 8 10 12 14 16 18 
~- MONDAY.- APRIL 2 - -

B. REPORTED MANHOLE FIRE. FEEDERS 45. 12. 11.22 RELAY OUT RESPECTIVELY 
C. TROUBLE SHOOTERS AND MAINTENANCE PERSONNEL DISPATCHED TO ISOLATE FAULTED CABLES 
D. REPORTED MANHOLE FIRE . FEEDER 31 RELAYS OUT 
E. SECONDARY CABLES FAULT AT 5 LOCATIONS 
F. STATION 11492 CIRCUIT BREAKERS MANUALLY TRIPPED DE-ENERGIZING BACK BAY NETWORK 

AND BACON ST. STATION 1149 
G. BEACON ST. STATION 1149 RE-ENERGIZED 
H. SECONDARY CABLES CUT SEPARATING NORTH AND SOUTH GRIDS 
I. STATIONS 492 & 49 DE-ENERGIZED THEN RESTARTED PICKING UP SOUTH GRID 
J. FEEDERS 11. 12. & 22 CUT & CAPPED ISOLATING DAMAGED SECTIONS 
K. STATIONS 492 & 49 DE-ENERGIZED THEN RESTARTED PICKING UP NORTH & SOUTH GRIDS 

0 R s 

-8 10 12 14 16 18 20 22 0 2 4 6 8 10 12 
TUESDAY. APRIL 3 WEDNESDAY. APRIL 4 

L. FEEDER 31 CUT & CAPPED RETURNING UNDAMAGED SECTIONS TO SERVICE 
M. FEEDER 22 RELAYS OUT 
N. STATION 492 & 49 DE-ENERGIZED THEN RE-STARTED PICKING UP SOUTH GRID 
D. FEEDER 22 CUT AND CAPPED. FEEDER 45 REPAIRED AND RETURNED TO SERVICE 
P. STATION 492 & 49 DE-ENERGIZED THEN RESTARTED PICKING UP NORTH & SOUTH GRID 
0. STATION 492 & 49 DE-ENERGIZED THEN RESTARTED PICKING UP SOUTH GRID 
R. FEEDERS 22 REPAIRED. 31 PARTIALLY REPAIRED. AND 45 CUT & CAPPED ISOLATING 

DAMAGED SECTION / 

100 

so 

0 

S. STATIONS 492 & 49 DE-ENERGIZED THEN RESTARTED PICKING UP NORTH & SOUTH GRIDS 

CHRONOLOGY 
BACK BAY AREA INTERRUPTION, APRIL 1-4, 1979 
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A 
0 - 3 SECOM)S 

B 

SEQUENCE OF 14KV CIRCUIT BREAKER OPERATIONS 
BRIGHTON SUBSTATION 

c 
3 - a SECCIIDS a - 12 SECOM)S 

Af1ER INITIM.. CABLE FAILT / TIM ...... 

~ 1151¥ I .1. 1 1151Y ~ 1151¥ 

AfTER INITIAL CMLE FAII.T AfTER INITIAL CABLE FMA.I 

TIES TO 
CABJDCE 

ICY 

(!} 14KY CABLE FAULTS (TilE 0 S) 

(!) CIRCUIT BREAKER FAILS RESULTING 
IN BUS FAULT (TIME 2.13 S) 

0 BUS Dl FFERENTI Al RELAYS TRIP 
All BUS SECTION.#3 CIRCUIT 
BREAKERS CLEARING BUS FAULT 
(TIME 2. 19 S) 

i 

G) UNDESIRED OPERATIONS OF OVERCURRENT 
PHASE RELAYS OPEN 115KY AND 14KY 
TRANSFORMER Cl RCUI T BREAKERS 
(TIME 2.19 S) 

TIES TO 
CABIDCE 

1151¥ 

(!} BUS TAP INSULATOR FAILS RESULTING 
IN BUS FAULT (TilE 7.35 S) 

(!) BUS.QI.FFERENTIAL RELAYS TRIP 
All BUS SECTION #5 CIRCUIT 
BREAKERS CLEARING BUS FAULT 
(TIME 7. 35 S) 

i 

TIES TO 
CAIBtiOGE 

(!) ·ovERCURRENJ RELAYS TRIP 
BUS SECTIONS #5 AND #6 BUS 
TIE CIRCUIT. BREAKERS 
(TilE 10. 17 S) 

(!) Cl RCUI T BREAKERS AJ. STATIONS 202 
AN.D BRIGHTON OPERATE TO ClEAR 
INITIAL CABLE FAULT (TilE 10:27 S) 

(!) OYERCURRENT RELAYS TRIP TRANSFORMER 
CIRCUIT BREAKER (TilE 11.00 S) 

@ 

@ 

EXHIBIT 9 

0 
12 - 17 SECOM)S 

AfTER INITIAL CABLE FAli,T 

TIES TO 
CABJDCE 

OYERCURRENT RELAYS TRIP 
CAMBRIDGE TIE (TIME 16.00 S) 

OYERCURRENT RELAYS TRIP TKREE 
REMAINING SOURC.ES. To· ·14KV 
BUSES-DE-ENERGIZING 14KV 
PORTION OF STATION (TilE 17.00 S) 



--TO 
WELLESLEY 

SEQUENCE OF EVENTS ON WELLESLEY SUPPLY L1INES. JUNE 18-23. 1979 

--\ 

2) \ MH 

CIRCUIT 
378-89 . 
41-212 
41-210 
41-213 

TIME 
(HOURS) 

1. JOINT FAILS DUE TO PRESENCE OF MOISTURE (MH 3446) 
2. ADJACENT CABLE DAMAGED BUT REMAINS IN SERVICE (MH 3446) 
3. CABLE FAULT IN DUCT (MH 3443-18191) 

\ 3445 

4. TWO SECTIONS OF CABLE REPLACED AND CIRCUIT RE-ENERGIZED (MH 3443-18191-3444) 
5. CABLE FAILS AT OLD CABLE END OF NEW JOINT (MH 3443) 
6. ADJACENT JOINT SLEEVE DAMAGED BUT REMAINS IN SERVICE (MH 3443) 
7. OVERGROUND JUMPER INSTALLED BY-PASSING MH 3443 (MH 3442-3443-18191) 
8. OVERGROUND JUMPER INSTALLED BY-PASSING MH 3446 (MH 3445-3446-3447) 

MH 
3444 

9. CIRCUIT REMOVED FROM SERVICE TO REPLACE CABLE SECTION (MH 3445-3446) AND TO REMAKE JOINT (MH 3443) 
10 .. CIRCUIT OUT OF SERVICE 28 MINUTES TO MAKE PERMANENT PATCH ON SHEATH (MH 3446) 
11. REPAIRED CIRCUIT RE-ENERGIZED. 
12. CIRCUIT REMOVED FROM SERVICE TO REPLACE CABLE SECTION (MH 3442-3443) 
13. TEMPORARY JUMPER REMOVED AND REPAIRED CIRCUIT RE-ENERGIZED. 
14. CIRCUIT REMOVED FROM SERVICE TU REPLACE 5 CABLE SECTIONS (MH 3444-3445-3446-3447-3448-3449) 
15. REPAIRED CIRCUIT RE-ENERGIZED. 

EXHIBIT 12 

\ Q) JJ_ / 
' I '--------- _ _/ 

OR 

KEY 

CIRCUIT IN SERVICE 

IN SERVICE BUT DAMAGED 
IN SERVICE WITH JUMPER 
CIRCUIT OUT OF SERVICE 

------TO 
NEWTON 

HIGHLANDS 
STATION 
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