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APPLICATION OF AN ARRAY PROCESSOR TO THE ANALYSIS 

OF MAGNETIC DATA FOR THE DOUBLET III TOKAMAK 

T. S. Wang and M. T. Saito 

General Atomic Company 
San Diego, California 92138 

ABSTRACT 

Discussed herein is a fast computational technique employing 

the Floating Point Systems AP-190L array processor to analyze mag-

netic data for the Doublet III tokamak, a fusion research de-

vice. Interpretation of the experimental data requires the 

repeated solution of a free-boundary nonlinear partial differen­
' 

tial equation, which describes the magnetohydrodynamic (MHD) equi-

librium of the plasma. For this particular application, we have 

found that the ~rray processor is only 1.4 and 3.5 times slower 

than the CDC-7600 and CRAY computers, respectively. The overhead 

on the host DEC-lO computer was kept to a minimum by chaining the 

complete Poisson . solver and free-boundary algorithm into one 

single-load module using the vector function chainer (VFC). A 

simple "time-sharing" scheme for using the MHD code is also 

discussed. 

Work supported by Department of Energy, 
Contract DE-AT03-76ET51011. . 



I. COMPUTING ENVIRONMENT 

The host DEC System-10 computer is the General Atomic Company node of 

the National Magnetic Fusion Energy Computer Network (see Fig. 1). The lar­

gest computers on the network, a CDC-7600 and a CRAY, are located at the 

Lawrence Livermore Laboratory and are connected to the DEC-lO through a SOK 

baud link. The DEC-10 is also connected locally to a MODCOMP compu­

ter, which collects the Doublet III experimental data. These data are then 

transferred to the DEC-lO where a complete data base is maintained. The 

array processor MHD code receives data from and returns results to the 

DEC-lO. Additional data analysis can be done on the CDC-7600 and CRAY. 
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I I. APMHD CODE 

One of the major goals of the Doublet III experiment is to maintain and 

confine a hot (tens of .million degrees) ionized gas (plasma) utilizing exter-

nal magnetic fields. Interpretation of the experimental results requires the 

repeated solution of a free-boundary nonlinear partial differential equa-

tion, which describes the MHD equilibrium of the plasma. The Poisson-like 

differential equation can be solved iteratively by using the standard Green's 

function method. 

The major portion of the computation is of the form 

where Wi is the magnetic flux, Ij is the plasma current, and Mij is the mu­

tual inductance matrix. By storing I. in RAM TABLE memory and MiJ" in Main 
J 

Data memory, by performing the matrix multiplication as a series of dot 

products, and by coding the· program in APAL, we are able to drive the AP-1901 

very close to the ideal 12 million floating-point operations per second (see 

Fig. 2). The grid size used in the present code is 27 x 49 and the resulting 

vector length is 1323. The most time consuming step involves the calculation 

of the w due to the plasma-to-plasma mutual inductance. This entails 

2 x (27 x 49) x (27 x 49) _ 3.5 million multiplies and adds. Assuming 100 

iterations to produce a fit, this portion of the calculation should take 

roughly 30 sec. In order to reduce the loading ·on the host computer and 
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improve the turn-around time, the complete iterative loop, which includes the 

Poisson solver and free-boundary algorithm, is vectorized using the VFC. 

This iterative loop is then loaded as a single executable module. The net 

result is dramatic. Execution of 100 iterations requires only 56 sec on the 

array processor and a negligible 20 msec overhead on the DEC-lO host. A tim­

ing comparison between the DEC-10/AP190L, CDC-7600, and CRAY is given in 

Table 1. For this particular application, the array processor is only 1.4 

and 3.5 times slower than the CDC-7600 and CRAY computers, respectively. 

In Fig. 3, a simple block diagram shows the activities that are involved 

in reducing the magnetic data from Doublet III using the APMHD code. 
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III. TIME-SHARING OF THE ARRAY PROCESSOR 

We have devised a scheme to allow shared usage of the array processor to 

run the MHD code (Fig. 4). The MHD program and the large Green's function 

table.(= 67.5K words) stay loaded in the program source and main data 

memories. User requests to access the array processor will be queued by a 

service routine. The service routine also takes care of the rest of the op-

eration including inputting data, running the code, getting data back from 

the array processor, and updating the user .data on the DEC-10. Mean­

while, the DEC-10 remains relatively free to service user terminals through 

software interrupt. This psuedo time-sharing of the array processor is 

expected to increase the throughput of the system by a least a factor of two 

to three. 
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Grid size 

Algorithm 

Language 

CPU 

I/O 

SYS 
w' 

TABLE 1. TIMING COMPARISON OF THE MHD CODE 

(Loop time/100 iter.) 

DEC-10/AP190L CDC7600 CRAY-1 

27. X 49 27 X 49 33 X 65 27 X 49 33 X 65 

Green's Green's Bunemann's Green's Bunemann's 

DEC-10 FORTRAN FORTRAN FORTRAN 

AP190L {APAL VFC STACKLIB CAL 

AP190L 56 sec 
40 70 16 23 

DEC-10 50 msec 

NONE 40 40 43 39 

NONE 1 1 1 1 
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FIGURE CAPTIONS 

1. General Atomic Company DEC System 10-AP190L computer system. 

2. A 12-MFLOPS APAL coded loop for vector calculating of the dot product. 

3. APMIIDcode for tokamak data analysis. 

4. Multi-users APMHD code. 
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