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Search for Rlght-Handed Currents 
by Means of Muon Spin Rotation 

David Philip Stoker 

Abstract 

A muon spin rotation (ySR) technique has been used to place limits on 

right-handed weak currents in p + decay. A beam of almost 100J polarized 

'surface* muons obtained from the TRIUMF Ml3 beamline was stopped in 

essentially non-depolarizing >99.99$ pure metal f o i l s . The u + spins were 

precessed by 70-G or 110-G transverse f ie lds . Decay e + emitted within 

225 mrad of the beam direction and with momenta above It MeV/o were 

momentum-analyzed to 0.2%. Comparison of the ySR signal amplitude with 

that expected for (V-A) decay yields an endpoint asymmetry CPy6/p>0.9951 

with 90J confidence. In the context of manifest left-right symmetric 

models with massless neutrinos the results imply the 90J confidence 

limits M(W»)>381 OeV/c2 and -0.057<c<O.0it1, where W» is a predominantly 

right-handed gauge boson and c i s the left-right mixing angle. Limits on 

M(W,) for M(V UR)»0 are also presented. The endpoint asymmetry la used to 

deduce limits on the VML mass and hell city in w+ decay, non-(V-A) 

couplings in hel lcity projection form, and the mass scale of composite 

leptons. 
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Chapter 1 

1 

Introduction 

In the course of more than a decade of remarkable agreement with 

experiment the Glashow-Weinberg-Salam model 1 -*), based on the gauge 

group SU(2)LXU(1)I has become accepted as the 'standard model' of 

electroweak interactions. Despite its outstanding success the standard 

model does not explain the left-handed character of the charged current 

weak interactions such as 6 and y decay. Instead the left-handedness is 

built in a priori by allowing only the left-handed components of 

fermions to couple to the charged gauge bosons. Shortly before Weinberg 

and Salam unified the weak and electromagnetic interactions, Lipmanov'*) 

asked 

"...whether the nonconservation of parity in weak interactions is 

not a manifestation of a violated (V±A) symmetry of these 

interactions, with (V-A) dominance... It is possible that the 

coupling between the weak interaction currents is mediated by 

intermediate vector bosons. Then one can Imagine that there exist 

intermediate bosons of two kinds, W< V _ A) and W * v + A ) , which mediate 

the (V-A) and (V+A) couplings, respectively. If the mass of the 

wCV-A) gnd H(V+A) were equal, there would be no experimental 

manifestation of parity non-conservation. However, the latter 

effect appears If there ia a mass difference for the two 

intermediate bosons. The effective current-current Lafranflan for 

the weak Interactions... has the form (for q 2 « M 2 ) : 

U, - (C//«J<*~*>J«-*>* • (G,//2)J<»•»JtV•»>', 
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where G//2 - tug2/M 2
v_ A ) , G,/72 - 1*S2/H%+k) 

Llpraanov went on to show that the electron emission asymmetry in 
muon decay provided an estimate G^ £ 0.12G, and that the u + from ir+ 

decay would be partially depolarized, with longitudinal polarization 
P p-1-2G, 2/G 2. 

The more recent left-right symmetric theories5»*), in which the 
standard electroweak gauge group is extended to SU(2)L*SU(2)RXU(1), 
embody the spirit of the Lipmanov formulation. Although completely 
left-right symmetric at the Lagrangian level these theories admit 
asymmetric solutions through spontaneous symmetry breaking which 
violate parity 7). In particular, the Higgs mechanism can impart a 
larger mass to WR than to W^. thereby suppressing the right-handed 
currents at low q 2 while retaining parity conservation for q 2»M 2(Wjj). 

This thesis presents the results of a search for deviations from 
the (V-A) prediction for the e + asymmetry in polarized u + decay at rest 
by means of a muon spin rotation (uSR) technique. The recent 
development'^ of 'surface1 beams has provided muon beans with 
essentially the polarization Intrinsic to plon decay at rest. 
Naturally, right-handed currents aay contribute at each step of the 
w+ u+e decay chain thus enhancing the experimental sensitivity. 

The experiment was operated in two nodes, each sensitive to 
right-handed currents but with different major sources of possible 
systematic error. In each case the p* bean was stopped In metal 
targets. In metals, unlike many ether materials, the p* are thermal ixed 
in a quirat-fre* state instead of as mwt><ntm tpV'J where hyperfine 
trantisttii&ws rapidly reftuo* the maen jwl*ri*atM<eim Dqr 5®!f. 1« the first 



3 

mode'' the spins of the stopped p + were held in a 1.1-T field which 
quenches muon depolarization in any residual muonium through the 
Paschen-Back effect. Measurement of the momentum spectrum endpoint 
decay rate opposite to the y + spin, which vanishes for a purely (V-A) 
interaction, allows limits to be set on any right-handed current 
admixture. In the second mode, which provided the data presented here, 
the u + spins were instead precessed by 70-G or 110-G fields transverse 
to the beam direction. The time variation of the e + emission rate near 
the beam direction as the y + spins precess constitute the nSR signal. 
Limits on right-handed currents are set by comparing the ySR signal 
amplitude with that expected for a (V-A) interaction. 

The experiment was conceived in mid-1980 and most of the apparatus 
was constructed during 1981. The data presented in this thesis was 
accumulated during the three running periods of experiments El 85 and 
E21? at the TRIOMF cyclotron during 1982-4. 



Chapter 2 

The Standard and Left-Right Symmetric Models 

2.1 The Standard Model: A Brief Review 

The gauge group of the standard electroweak model is SU(2)L*U(1)y 

with coupling constants g and g' respectively. The leptons and quark 

weak eigenstates are assigned to left-handed SU(2) doublets 

L> L" U. 
and right-handed singlets. 

The simplest Higgs assignment required to break down the symmetry 

to U(1)em» thereby guaranteeing the masslessness of the photon, is the 

scalar SU(2) L doublet 

* 0 
Minimizing the Hlggs potential yields a non-zero vacuum expectation 

value solution 

which laparts Masses to the W and Z bosons and the feralons. with the 

Weinberg angle 6* defined by tane^g'/g the gauge fields W-CW'.W'.W1) 

and B, associated with S1K2JL and UCH)y respectively, become the 

physical boson eigenstates 

*»i - r«»*tM* KT - « V / / 2 



Z - W Jcose w - Bsinew M~ - (g2+g'2)v2/2 

Y - W'sinew + Bcosew M Y - 0 

Comparison of single W exchange in the low-energy limit with the 

corresponding four-fermion contact interaction gives g ^ S ^ 2 - Gp//2 

where Gp is the Fermi coupling constant. In addition, the form of the 

electromagnetic curreni. allows the electronic charge e - /(lira) to be 

related to g and g' by e » gsinew - g'cosew. Then to lowest order and 

ignoring radiative corrections the standard model predicts 

M 1 T TO 11/2 37.3 n - w 
Mw " sTn^J [cpTsJ " St*S; G e V 

and 

M y . J!s ZiLi. G e v 
z cos6M cos26w 

Table (2.1) shows the experimental masses fVom the UA-1 1 0) and 

UA-2 1 1^ collaborations at CERN together with the standard model 

predictions of Marciano and Sirlin**). The theoretical predictions use 

sii^Oyj-0.217±0.01H obtained from deep inelastic v# scattering and the 

e-D scattering asymetry after applying radiative corrections. 

UA-1 UA-2 Standard Model 

fy (CeV) 80.9H.5i2.* J1.0i2.5H.3 83.0*|*^ 

H,. (GeV) 95.6*1.5*2.9 91.9H.3H.* 93- 8I|*5 

Table (2.1) 

Wt mimiwal standa-fl nooei Bias one as yet unobserved physical 

http://80.9H.5i2.*
http://J1.0i2.5H
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neutral scalar Higgs with a aass Mf| not predicted by the theory. 

However, s tabi l i ty of the physical vacuum requires MJJ > 7 GeV and the 

weak interactions are predicted to become strong at high energies 

unless MH < 1 TeV. 

2.2 Left-Right Symmetric Modej.: An Introduction 

The gauge group of l e f t - r igh t symmetric models i s 

SU(2)[ J XSU(2)RXU(1) B _I J with coupling constants gL, g R , and g' 

respectively. Only manifest le f t - r ight symmetric models, for which 

gL»gR«g, are considered here. Compared to the standard model, the 

le f t - r ight symmetric model requires an extra set of gauge bosons and a 

more complex Higgs structure to produce the fermion and gauge boson 

masses. The l e f t - and right-handed fermion components are assigned to 

isospin doublets i|JLfR with the indicated quantum numbers (TL. TR, B-.L): 

Ci CI... M„ &... GJ„ W t l , £•],... 
(1/2,0,-1) (0,1/2,-1) (1/2,0,1/3) (0,1/2,1/3) 

The generation of Dirac masses, =(*R+L+<|ILI|IR), f o r t n e fermions 
requires Yukawa couplings to Higgs multiplets with quantum numbers 
(1/2,1/2*,0) since the «ass terns in the Lagrangian oust be Lorentz 
scalara. The required aultlplets of complex scalar fields are 



Additional Higgs multiplets are needed to complete the sywetry 

breakdown to V{'\)ea. The simplest choice i s the doublets 

*L XR 

with quantum numbers (1/2,0,1) and (0,1/2,1') respectively. Although 

the classical Higgs potential i s symmetric under XI/^XR, Senjanovic 1*' 

has shown that for a range of coefficients an asymmetric solution 

< x L > . o , < x R > - [ ; ] , <*>- [j °,] 

emerges as the absolute minimum of the potent ial . 

The gauge fields WL, W"R, and B associated with SU(2 )L , SU(2)R, and 

I K U S - L respectively, combine to form the mass elgenstates W,*, Wj*, 

Z,, Zj, and Y. In general, the Higgs mechanism which gives masses to the 

gauge bosons also produces a le f t - r ight mixing. The physical charged 

bosons are 

cose sine 

-s ine cose WR 

where W^.R - ( W L , R * 1 W L , R W 2 and tan2e - -Ikk'/v2. The experimental 
constraints that c is snail and MCW,) » MCW*) [section (2.5)] iaply 
v » k,k', and then 

H2(W,) - t?l*Z**,Z)'Z 

»£(«,) «• g*0 2*k 2*k' 2)/2 

With $„', the analog of the Weinberg angle, defined by 
sin^'-g^/ig 2^' 2) the physical neutral bosom are 
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Y - <t£ + W^sine*' + B/{cos26H') 

Zx - W^cosey' - W*sineH

,tanew* - BtanBw'/CcosZew') 

l z « WR/( 003264/)/cosew ' - Btanew* 

with masses M(Y) « 0 

M(Z,) * MCWj/cosew* 

M(z2) - MCWateosewV/Cw^ew') 

In addition, for the above choice of Higgs multiplets, there remain 
six neutral and four charged physical Higgs scalars. In the model of 
Senjanovie1*) one neutral Higgs has a mass ~(M(W,)) and the rest have 
masses ~(M(W 2)). 

In the limit M(W 2) •» <» the predictions of the left-right symmetric 
model are identical to those of the standard model for both the charged 
and neutral currents. Also, in the limit c+0 but with M(W 2) finite both 
models make identical predictions for the parity violating neutral 
currents. 

2.3 Neutrinos: Dirac or Major ana? 

The vj, of the standard electroweak model «ay be either Dirac or 
Majorana particles. In the Dirac case vj, and VR are different hellcity 
states of the s u e particle, and VR is assigned to ar SU(2) singlet. 
However, for Hajorana neutrinos vj, and VR are different particles, and 
VR Is absent froa the standard aodel. 

The situation is aore coaplex in the left-right syasetric Model 
where, depending on the choice of Higgs structure, the neutrinos say 



acquire both MaJorana and Dirac •asses . As wil l be seen below th is 

provides an explanation, f i r s t proposed by Gell-Hann, Raaond and 

Slansky"*), for the smallness of the v^ mass. It also has a major 

impact on the observability of right-handed currents in low-energy 

processes [section (2 .4 ) ] . 

The Dirac and Major ana mass terms have the structures and 

(TL Tjj,B-L) quantum numbers: 

Dirac: (VL + V R } (1/2,1/2,0) 

Majorana: (v°vL + \ \ ) and (v°vR + v Rv°) (1,0,-2) and (0,1,-2) 

Only Dirac mass terms, through Yukawa couplings to the multiplet *, are 
possible for the Higgs assignment of section (2.2). 

Mohapatra and Senjanovic • have proposed a model in which two 
Majorana neutrinos v and N are assigned to the lepton doublets 

veL eR 

prior to spontaneous symmetry breaking, and the Higgs aultiplets XL R 

are replaced by Ai/1,0,2) and AR(0,1,2) which generate the additional 

Majorana mass terms. The new Higgs structure Is somewhat more 

complicated with 

AL,R 
«*//2 

-«*//2 L.R 

With an analogous pattern of vacuum expectation values, <*L>-0 and 
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<Ajj*>-v, the Najorana mass term for vi, vanishes while that for HR i s 

-M(W2). The off-diagonal Oirac mass terms (~Mj, for l-e. j i .x) cause a 

sl ight l e f t - r igh t mixing so that the mass eigenstates vi and v 2 are 

V j cos 6 sinS VL 

v 2 - s in6 cos 6 NR 

with masses M(vj 
2 

, ) - M t/M(W2) 

M(vi 2 ) - M(W2) 

and mixit ig « inglt t 6 - Mj/M(W2) 

Here the small mass of the predominantly left-handed neutrino vi i s 

clearly related to the suppression of the right-handed currents through 

the asymmetric vacuum expectation values <AL>»0 and <AR°>-V. 

2.4 The Low—Energy Hami.Etonian 

In the case of Dirac neutrinos m(vR)-m(vL)i which i s known 

experimentally to be small. The effective low-energy Hamiltonian for 

charged current processes i s then 

H eff " ~ I * J t J i < c o s C + esin~c) - J » J D

t ( s i n Q + ccos c) 
2fr(V,) u u h K 

+ ( J L J L f * J

R

J

L

t X , ~ c ) 3 i J S £ « > s c ) 

where the •<*ss-so4uared r a t i o t > H ^ w ^ / H 2 ^ } and the le f t - r ight 

a ixins angle 5 are s a a l l . Retaining only the lesving order teras 

(2.1) 

"eff * 9 " *vJ* £V*t# «W* W> 



11 

In the Major ana case described in section (2.3) the predominantly 

right-handed v2 i* too massive to be produced in low-energy processes. 

The effective.Hamilton!an i s now different for leptonic and 

semileptonic processes since right-handed currents are suppressed by a 

factor of sing at the leptonic vert ices: 

Semileptonic: 
_2 + p p + p p 

H e f f - —2 {J |J | cos6(cos 5 + esin c) - J D J D sin6(sin c + ecos 5) 
2M2(W.) L L R R 

+ (J R J , cos6 - J J sin6)(1-e)sinecose} 

Leptonic: 
g 2

 / T T t 2 t / 2 . ^ __«_2_, ^ T , t „ J _ 2 r / _ , _ 2 _ ^ 2. H e f f « —2 (J, J. cos 6(cos 5 + esin 5) + J J sin 6(sin c + ecos 5) 
2M 2(W,) L L R R 

~ ^ JR JL + JL JR ^ 1 ~ e ^ s l n 5 c o s 5 s i n C o o s C ' 

Then to leading order in e and ;, but neglecting terms in 6: 

5 
Semileptonic: H e f f «—§ {J.J. + ^ J - J * } 

2M2(Wl) L L R R 

where the r igh t -handed cur rent i s purely hadron ie . 

K 2 t 
Leptonic : H e f f - — 5 J.J. 

2MZ(W,) L L 

Thus if the v t are sufficiently massive, purely leptonic low-energy 

processes auch as muon decay give no information on e and c regardless 

of H(Wa), while semileptonic processes s t i l l yield information on c-

The non-leptonic low-energy Hamlltonian t s unchanged from equation 

(2 .1) . 
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2.5 Liaits on Right-Handed Currents 

The already exisitng experimental 90J confidence Un i t s on the 

mass-squared r a t i o e and the mixing angle c are displayed in Figure 

(2.1) . The allowed regions are those which include e«c»0, i . e . the 

(V-A) l im i t . Only the U n i t s from the y dis tr ibut ions in vN and vN 

scat ter ing (double l ine3 , Ref. 16) are valid irrespective of the VR 

mass. The other l imits assume massless or very l ight VR. Muon decay 

contours are derived from decay-rate measurements opposite the u + spin 

direction at the spectrum endpoint (bold curve, spin-held data from the 

present experiment, Ref. 9); the product of the asymmetry parameter and 

the u + polar izat ion, 5PU (dotted curve, Ref. 17); and the Michel 

parameter p (solid curve, Ref. 18). Nuclear g decay contours are 

obtained from the Gamow-Teller 3 polarization (dot-dashed curves, Ref. 

19); the comparison of Gamow-Teller and Fermi & polarizations 

(long-dashed curves, Ref. 20); and the l 'Ne asymmetry A(0) and f t 

r a t i o , with the assumption of conserved vector current (short-dashed 

curves, Refs. 21 and 22). 

Additional model dependent l imi t s , independent of the VR mass but 

assuming the same l e f t - and right-handed quark mixing angles, are set 

by semileptonlc decays") [ |c |(1-e)<0.005], current algebra analysis of 

non-leptonic AS-1 weak decays**) C|c|(1-e)<0.00'», and M(W»)>300 GeV if 

C-0], and the KL-KS n s s difference"- 2 *) [«(W,)>1.6 TeV], Without the 

quark mixing angle assumption the KL-K3 mass difference provides a 

general l ia l t* '> M(W»)>300 GeV. 



M(W 2) (GeV/c2) 

-0.15 h 
0.05 0.1 0.15 

xH.»»-ioi«i 

FIGURE (2.1). Experimental 90S confidence limits on the M t > a 

•ass-squared ratio c and the left-right mixing angle c- The allowed 
regions are those which include e«t-0. The sources of the limits are 
described in the text. 
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Chapter 3 

Muon Decay 

3.1 Four-Fermion Contact Interaction 

The muon different ial decay ra te for an interaction mediated by a 

heavy vector boson, W, differs from that for the corresponding 

four-fermion contact interaction by t e rms 2 • ' of order (m u /M w ) 2 . These 

terms are -10" 6 for Mw«80 GeV/c2 and are negligible at the present 

level of experimental precision. Consequently i t i s legitimate to 

t r ea t muon decay as a contact interaction. 

The u + decay probabili ty, integrated over e + spin direct ions, for 

the most general four-fermion contact interaction with massless 

neutrinos and in the absence of radiative corrections i s 2 9 ' * 0 ) 

dxd'jcose) ' <* 2 -xf) 1 / 2 [9x(1-x) + 2p(Hx 2-3x-x 2) + 9nx0<1-x) 

+ eoose(x 2 -xf) 1 / 2 [3(1-x) + 26(4x-3-m ex 0/m u)]} 
(3-D 

Here e i s the angle between the u + spin direction and the e + momentum 

direction in the u + r es t frame, x i s the standard reduced energy 

variable x * E e/E e(max) where Ee(max) • {mv

2-me

2)/Zmv - 52.831 MeV, and 

x 0 - me/Ee(max). The values of the muon decay parameters"' s°) p, n, 

£, and 6 depend on the relative strengths of the scalar, paeudoscalar, 

vector, axial-vector and tensor interactions allowed by Lorentz 

lnvariance. Table (3-D shows the (V-A) and (V+A) values of the decay 

parameters, together with their already existing experimental 

values*'' 1. The values assumed by the parameters for more general foras 

of the interaction are discussed in section (3-5)> 
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Decay Parameter (V-A) Value (V+A) Value Experimental Value 

P 3/1 3/1 0.7517 ± 0.0026 

n 0 0 0.06 ± 0.15 

€ 1 -1 CP y: 0.972 ± 0 .11 * 

£P u 6 /p : >0.9959 (90J C.L.) 

6 3/1 3/4 0.7551 ± 0.0085 

* P u i s the muon longi tudi inal p o l a r i z a t i o n from ir+ decay a t r e s t . 

Table (3 .1) 

3.2 Muon Decay Asymmetry 

In th i s section the muon decay asymmetry for arbi t rary values of 

the decay parameters i s compared to the (V-A) prediction ar.d i s then 

related to the parameters e and ? which characterize the l e f t - r igh t 

symmetric model. 

From here on the term involving n i s assumed to be negligible. In 

addition to n being small experimentally [Table ( 3 . D L the term i s 

suppressed by the factor x,«0.01 and vanishes at the momentum spectrum 

endpolnt. To simplify the discussion .further the approxlaatlon a e - 0 Is 

made temporarily, yielding 

d«Kco3» ' * 2 ( 9 1 - X ) * 2 ' , ( , , , c ' 3 ) * eeoset3(1-x> • 26C*x-3)]> (3-2) 

If the u* sp* n direction i s processed in a magnetic f ie ld the rate 

at Mhloh e* a r t emitted in a fixed direction becomes time-dependent 

through the tine-dependence of cost. The instantaneous decay rate. 
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normalized to the time-averaged (cose«0) rate, i s 

«•••«» - ' • iSSI: %£ll««-«« 
The corresponding normalized rate for a purely (V-A) interaction 

(p-6-3/i|, 5-1) i s 

R[x,e(t)] ( v_A ) - 1 + |^ ieose( t ) 

The maximum time variation of the r a t e , and hence the greatest 

experimental sens i t iv i ty to the degree of parity violat ion, i s attained 

at x-1 and for maximal variations of cose(t) . The spin-precessing 

magnetic.field should therefore be perpendicular to the u + spin 

di rect ion. The decays of most interest are those in which the e + i s 

emitted with x near 1 in a direction close to the )j+ spin precession 

plane. 

The amplitude of the resul t ing uSR signal, normalized to that 

expected for pure V-A muon decay, i s 

MV\ . R[x,6(t)] - 1 

A C x ) H[x,e<t>3 ( v _ A ) - i 

and with the definitions x - 1-x, d - 1-45/3 and p • 1-1p/3 

A(x) - (g«/p){1 • 2x[«/(l-2x) - 3p'(1+2x)]) (3.3) 

In the (V±A) Halts A(x) - *1. For saall x the (V-A) values of p and 6 

•ay be Inserted into equation (3.2) provided £ is then replaced by A(x). 
An additional Modification to equation (3.2) is required because 

the incoming p* spin direction cannot be observed experimentally. 
However, in the {V-A) limit with aasslesa neutrinos angular nonentun 
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conservation requires the p + from * + decay at rest to be emitted with 
their spin and nomentum directions anti-parallel. Deviations from this 
limit can only reduce the longitudinal polarization ? „ . With 6 
redefined to be the angle between the observed v + and e + momenta, 
equation (3-2) becomes 

dxd'cose) " x 2 { 3 _ 2 x + PyA<;)cos9C1-2X)} <3.« 

The quantity P̂ ACx) i s the amplitude of the uSR signal normalized 

to that expected for (V-A) decay of u + with Py-1. In the context of 

le f t - r ight symmetric theories values of P^AtxXl imply the existence of 

right-handed currents or m(v,j)>0. 

The remainder of this section i s devoted to re la t ing PuA(x) to the 

mass-squared r a t io E • M2(Wi)/M2(W2) and mixing angle c of the 

le f t - r igh t symmetric model. Following Beg et a l . " 2 ) , the effective 

low-energy Lagrangian may be written as 

Le f f - -(G/2)[VAV + r i a a A A V + n a v ( V A V + A A V ) ] 

where V and A are the vector and axial-vector parts of J^ and JR. 

With M, - M(W,), and M* - M(W»): 

G//2 - (e 2 /8M 2 )(cosc-sinc) 2 + (g 2/8Mf)<cosc+3lnc) 2 

2 2 2 2 2 2 
naa - ( * « . • M?) / (K Hf * M,) 

nav - -K(Mf - M2)/(.c2M2 + M2) 

te - (1+tancJ/(1-t»nc) 

The auan decay parameters are «mw: 

IP - (3/8)t(1'»%a)2**ni|vMl+ii|a*2«i|v] 
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n » o 
2 2 

£ - -^nav^+naa^CT+iaa + 2 nav] 
6 - 3/4-

2 and to leading order £6/p - 1-2e 
o 2 

P - 2c 

The u + from it+ decay at res t have the polarization character is t ic 

of Gamow-Teller g decay: 

p u " -2(n a a / T i av) / t 1 + ( f iaa / T i av) 2 ] *= 1"2(e+c)2 

Equation (3.3) may now be rewritten in terms of e and x,: 

PuA(x) - 1 - 2{2e 2 + 2e; + c 2[1 + 6x7(1+2x)]} (3.5) 

Each value of PJJA(X)<1 i s associated with an e l l ip t i ca l contour in the 

real z-z, plane. Thus measurement of P^A(x) constrains both e and %. 

3.3 Radiative Corrections 

Radiative corrections to muon decay have been evaluated in detai l 

only to order a. The first-order corrections are given by the virtual 

photon diagrams in Figure (3 .D(a)- (c) and the inner bremsstrahlung 

diagrams (d) and (e) corresponding to the radiative decay y -» evvY. 

Fischer and Scheck 1 1) have calculated the radiative corrections for 

(V-A) decay in the case wnere the electron polarization Is not summed 

over. The corrections Independent or electron spin direction are 

unchanged If the (V-A) interaction Is replaced by a more general vector 

and ax&ai-veetor interaction In cnarge retention for*. Florescu and 
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^ ^ 

(a) 

XBL eS3-10!4l 

FIGURE (3-D. First-order radiative corrections to auon decay froa 

virtual photon dlafraaa l^)-(c)„ and internal breasstrahlung dla«ra 

W *md (•). 
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KaMi'*) have calculated radiative corrections for a general Feral 

Interaction. Including order a radiative corrections for (V-A) decay 

and f i n i t e electron mass equation (3-4) becomes**'110) 

dxd(cose) * (1 -x^ /x 2 ) 1 / 2 ( [x 2 (3 -2x-xf /x ) • f c ( x ) ] (3-6) 

+ P u A(x)(1-xf/x 2 ) 1 / 2 Cx 2 (1-2x+m e x 0 /m v ) + f e (x)]cose] 

where 

f 0 (x) - (o/2if)x2{2(3-2x-xf/x)R(x) - 3*nx 
9 ? (3.7) 

+ C(1-x)/3x ][(5+17x-3*lx Hn(myx/me) + 2x(17x-11)]} 

f e ( x ) - (a/2ir)x2{2(1-2x+ra ex0/m I J)R(x) - inx , 8) 

- [(1-x)/3x 2][(1+x+34x 2)4n(m | Jx/m e)v3-7x-32x 2-.4(1- .. -Jta(1-x)/x]} 

R(x) - [An(m ux/m e)-1][2an(x" 1-1)+3/2] + S,n(1-x)Unx+1-x - 1] 
j> (3.9) 

- Jinx + 2L 2(x) - IT /3 - 1/2 

fx _ t and the Spence function L2(x) - - t £n(J- t )d t . 

I t should be noted that R(x), and hence f c (x ) and f e ( x ) , diverge 

logarithmically as x+1. Qualitatively, the infrared divergences in the 

vi r tual photon diagrams are no longer compensated by those of the inner 

bremsstrahlung diagrams since the phase space for radiat ive decay 

vanishes as x+1. These divergences may be eliminated by including 

multiple soft-photon emission. The main effect near x-1 i s to replace 

1+(2oA)Cin(m u/me)-1]ta(1-x) in R(x) [equation (3.9)3 by"> 

exp[(2o/ir)[ln(» u /« e )-1]tn(1-x) - ( l - x ) « « ' * > [ t a { « u / * 8 ) - 1 ] 

which vanishes as x*\ instead of diverging. It follows that an 
a.ppr".=inate correction of order a 2 aay be aide near x-1 by replacing 
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R(x) with 

R*(x) - R(x) + {2o/n)l ln(1-x)[ ln(n u /Be)- l3} 2 (3-10) 

although, of course, Rj(x) s t i l l diverges as x-»1. 

The data analysis uses equation (3.6) together with the radiative 

corrections of equations (3.7) through (3.10) to represent the y + 

differential decay rate. Figure (3.2) shows the resulting e + Momentum 

spectra paral lel and ant i -para l le l to the u + spin. The radiat ive 

corrections are clearly not negligible. 

3.1 Effects of Intermadiate Vector Bosons 

As noted in section (3-D the y + d ifferent ial decay ra tes for the 

(V-A) contact interaction and the W^-mediated interaction differ by 

terms of order (.m^/Hy)2. The effect may be approximated by modifying 

the decay parameters as 2 *) 

Cw - 1 + Sm^/SMw2 

Pw . 3/4 + mM

2/3Mw

2 

and the decay rate as TW~ 1 - T" 1 (1 + Sm^/SM^,2) 

In addition the order a radiative corrections contain extra 

terms'*J of order o(a v /M w ) 2 . These effects are a l l negligible in the 

present experiment. 
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tf(a)+tf(a2)_ 
effects 

0.2 0.4 0.6 0.8 
Reduced positron energy x 

X8L 811 -2103 

FIGURE (3-2). The (V-A) v* differential decay rate parallel 
(backward) and anti-parallel (forward) to the p + spin direction, and 
for unpolarized u*. The effects of radiative corrections are also 
Indicated. 
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3.5 Lorentz Struct w e 

Hiraula and Scheck") have recently obtained limits on non-(V-A) 

couplings using a hellcity projection form of the muon decay flavor 

retention contact interaction: 

H - (G 0//2){h,,(s+p) (s+p) + h, 2 (s+p)(s-p) + h 2 1 (s-p)(s+p) 

+ h 2 2 ( s -p) (s -p) + gi i (v a +a°)(v a +a 0 ) + g, 2(v a+a<*)(v a-a 0) 
+ gaifV^-aaXVo+aa) • e22(y°l-aa)(varaa) (3.11) 

+ f i i ( t « e + f a e ) ( t o B + t ' a B ) + f 2 2 ( t « & - f a B ) ( t a r t ' a e ) + h .c .} 

where s i k - T i ^ k . Pik " *i^s*k. v i k " "*! '*%. a i k " I F i ^ s t k . 

t i k " • i ( o o B / / 2 ) * k , t 'f^ - • i (o o S Y,/ /2)# | < and the par t ic le indices are 

as indicated in the h , t term. 

The pure (V-A) interaction i s very simple in t h i s form: only g 22*0. 

The combinations of covarlants in each term project onto s ta tes of 

definite he l ic i ty in the l imit of massless pa r t i c les , and eliminate 

interference terms except between (scalar ± pseudoscalar) and tensor 

interact ions. 

The deviations of the muon decay parameters from the i r (V-A) values 

are 

p-3A - - ( 1 2 / A ) { | g I l | 2 + | g I l | 2 + 2 | f l , | 2 + 2 | f 2 2 | 2 + R e ( h l l f M « + h 2 2 f 2 2 * ) J 

6-3/* - ( 3 6 / A C ) { | g „ | 2 - | g „ | 2 - 2 | f l , | 2 + 2 | f „ | 2 - R e ( h l l f . i * - h t l f 2 t * ) J 

C-1 - - { 8 / A ) { H ( | g l x | 2 + 2 | g l l | 2 - | g , i | 2 ) * | h » l | 2 + j h 2 1 | 2 - * | f l l | 2 + l 6 | f „ | 2 

- 8Re(h, , fn*-htift i*)} 

n - t8 /A)ReCg l , (h l , **6f l t *)»g l , (h l l *»6f , ,* )*g„h t I *+g l l h, 2 *] 

where A - H 1 C | g „ | 2 * | g , x | 2 * | g , . | 2 + | t , i | 2 H h l l | 2 * | h „ | 2 * | h , 1 | 2 * j h 1 I | 2 

* 1 2 C | f i . | 2 * | f u | 2 ) ) 
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The couplings are related to equation (3.3) by equation (3.12): 

« | 8 . . \2*\S2X ! 2 ) * | h , , | 2 + | h 2 1 |2*|h, t -2f „ |2*|h„-2f „ |2 

Measurement of PuA(0) £ A(0) therefore allows l imits to be set on the 

couplings g t l , h n , h 2 1 , and f U i Limits from the present experiment 

are presented in section (9 .6) . 

Several constraints are imposed on the couplings if i t i s assumed 

that ( i ) the charged weak interactions are mediated by heavy bosons 

with spin 0, 1, or 2, ( i i ) the vector* and tensor boson couplings are 

e-y universal , and ( i i i ) the scalar boson coupling may instead be 

proportional to the lepton mass (weak universal i ty): 

h U ) h 2 l r e a l , positive semi-definite 

h j j ' h n w i t h | h ! i | »his>h 2 i 

gii> ga* r e a l , positive semi-definite 

g n - g l i * With | g i a | 2 - g l l g 2 2 

f 2 2 - f 1 1 

Limits on g U l h M , h 2 l , and f M therefore constrain other couplings. 

I t should also be noted that any deviation of 6 from 3/1 would indicate 

a violation of e~u universality. 

Two special cases are of interest: 

1) In the standard electroweak model where the charged weak 

interaction Is mediated by a single heavy vector boson W± which couples 

universally 

A(0) - 1 - 2 | g l l | 2 / ( | g l , | 2 * | s „ | 2 ) 

and nore significantly P„ - ( g l , - 8 l | ) / ( g » i * g i i ) 
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so that PJJACO) « 1 - 2 g , , / g „ 

2) In the context of the left-right symmetric aodel g x l and g , 2 provide 

measures of e and c< 

4 
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Chapter U 

Muons in Matter 

4.1 Muon Deceleration and Thermalization 

The deceleration and thermal izat ion of \t+ in matter has been 

reviewed by Brewer et a l . 3 7 ' The main energy-loss processes depend on 

the u + energy. For kinetic energies E>2~3 keV the energy loss is by 

scattering with electrons. The y + beam is partially depolarized through 

spin exchange with the unpolarized electrons of the medium 3 8). The 

calculation in section (4.2) shows the depolarization to be 7x10 - J 4 for 

surface muons. In addition, multiple Coulomb scattering from nuclei, 

which is non-relativistically spin conserving, misaligns the u + spin 

and momentum directions. At E«2~3 keV the u + velocity is comparable to 

that of the valence electrons of the medium. The y + then begin to 

capture and lose electrons rapidly, forming a succession of short-lived 

muonium (u +e~) states. Again energy is lost in collisions with 

electrons. Below E»200 eV stable muonium is formed, and the energy 

loss is due to collisions of muonium with atoms and molecules. The time 

spent by the decelerating y + in muonium states is too short for the 

hyperfine transitions to cause any appreciable depolarization. 

In many non-metals the u + are thermalized as muonium. In others, 

muonium with E-1-20 eV participates in 'hot atom* reactions where the 

v* become incorporated into molecules. The stopping targets in the 

present work were either metals or liquid helium. The y* are 

thermal!zed In metals in a quasi-free state because the high conduction 

electron concentration effectively screens the p* from interactions 

with individual electrons, tin il«tul<a He the energetically favored final 
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state is the aolecular ion Hen* with binding energies1*) of 1.9 eV for 
the ground state and 1.2 eV for the first vibrational state. Huoniua is 
strongly disfavored in the final state due to the large difference 
between the ionization potentials of helium (24.6 eV) and muonium 
(13.5 eV). However, if any muons are thermal!zed as muonium they may 
survive in this form for a considerable time because of the 
improbability of encountering a He + ion with which to recombine as 
He + + y +e~ + Hey +. 

4.2 Muon Depolarization in Scattering from Unpolarized Electrons 

Ford and Mullin 1 8) have shown that when non-relativistic u +, with 
velocity 8 in the laboratory frame, scatter with unpolarized e~ through 
a center of mass angle e the probability that the final y + spin 
direction is parallel (e-1) or anti-parallel (e--1) to the initial spin 
direction is: 

2 
Q(e,e) - - ^ - e ~ a ,*[sin 2(e/2) - s i n \ e / 2 ) + s i n 6 ( e / 2 ) ] 

v 

where m-mg and p-m^. 

If the muons are initially fully polarized the final polarization 
after one scatter through 6 is 

2 
P u - 1 - 2 2y B ^ s i n 2 ^ ) - sin 1 |(0/2) + s in 6 (e /2)3 

The corresponding fractional energy loss Is 

v - - S 2 a i n 2 ( « / 2 ) . 
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With AP„ • 1-Pp the 'depolarizing power' of a given fractional energy 

loss is 

&P,i m 9 ? H — ^ - 2 - B [1 " sin (6/2) + sin (8/2)] W u 

and ~ ^ . 2 - 6 2 [~1 + 2 s i n 2 ( e / 2 ) ] 
d [ s i n 2 ( e / 2 ) ] w U 

The de po l a r i z a t i on per un i t energy l o s s i s maximized for 6-»0 and ir, 

and i s reduced by 25? a t the 8=ir/2 minimum. In the n o n - r e l a t i v i s t i c 

l i m i t the s c a t t e r i n g c ross s ec t ion o - c o s e c ^ ( e / 2 ) . Then cons ider ing 

only small angle s c a t t e r i n g the p o l a r i z a t i o n a f t e r one s c a t t e r i s 

2 
P u - 1 - 2 2 _ B 4 s i n 2 ( 6 / 2 ) 

with corresponding energy- loss 

dE - -Ew - -u(Y-1)w = -m(Y-1 )8 2 s in 2 (6 /2 ) 

The number of such scatters resulting in an energy loss 6E such that 

dE « 6E « E is 

„ 6E 6E 
d E m(Y-1)62sin2(e/2) 

and the polarization is then 

2 
PU(6E) - [1 - 2 — e'*sin2(e/2)]N 

• ' - « $ & « 
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The depolarization of non-relativistic (Y»1) muons i s therefore alaost 

independent of their energy and proportional to their energy los s . 

Surface muons i n i t i a l l y have E-1.1 MeV and Y-1.01. Using AE-4.lMev 

and Y-1.02 the depolarization when the p + are (almost) brought to rest 

i s 

1 - P „ - 2 H L l i l A E - 7 . 3 x 1 0 ^ 

t . 3 Spin-Lattice Relaxation 

In order to obtain the most precise value of the measured muon 

mean-life i,, to use in f i t t i ng the uSR data one would l ike to include 

information from the spin-held mode of the experiment. However, muon 

sp in- la t t i ce relaxation in the spin-held mode conspires with pari ty 

violation to change the measured T„ from i t s true value. 

I t should f i r s t be pointed out that while the 1.1-T spin-holding 

field i s sufficient t o quench v* depolarization in muonium, i t cannot 

'hold' the spins of quasi-free muons in the metal t a rge t s . The energy 

difference between s ta tes where the muon spin i s paral le l and 

ant i -para l le l to the 1.1-T field i s only AE « 6.2x10"^ eV, whereas the 

room temperature thermal energy i s kT - 2 .6xio" 2 eV. Relaxation of the 

muon spins toward the equilibrium situation, where the numbers of spins 

anti-parallel and parallel to the applied f ield are almost equal, 

requires the presence of oscillating Magnetic fields with frequency 

u - 9x10& a" 1 . Such fields are provided by the nuclear magnetic dipole 

aoaents and the lat t ice vibrations associated with low frequency 

acoustic phonons. The stopped muon polarization decays exponentially 

toward thermal equilibrium with the characteristic spin-lattice 
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relaxation tine constant Tj. 

Now consider a \i* with its spin anti-parallel to the bean 

direction. According to (V-A) theory the probabilty that the decay e + 

is emitted along the beam direction is enhanced by a factor of 

E(x) - 1/2(1-x) 

if the muon spin direction is reversed. The decay time spectrum becomes 

N(x,t) - N0exp(-t/Tu){exp(-t/T-|) + E(x)^-exp(-t/T-i) ]} 

If Ti is much longer than the observation time the decay spectrum 

appears almost exponential with an effective measured muon mean-life 

T U ' given by: 

V - T I - C £ H ] T , , ( " - 1 ) 

"hus Ty^Tjj for x>1/2, and the effect increases rapidly as x+1. 

The spin-held data from the second running period ('Run 2') with 

x>0.88 i s shown in Figure (1.1) . The f i t ted muon mean-life i s 

T W ' - 2.211 ± O.OOI(stat) us and the f i t t ed background of 1.2 + 9.8 per 

time bin i s consistent with zero. 

Figure (1.2) shows the T„' of the spin-held data f i t t ed as a 

function of the decay e + momentum. The background, which was found to 

be consistent with zero throughout the x range, was fixed to zero. The 

Run 2 and Run 3 aluminum target data has been combined. Different p* 

lifetime clocks were used In each of the three running periods, and the 

lower s ta t i s t i c s Run 1 data has been omitted since It covered a shorter 

x range than the Run 2 and Run 3 data. The curves are f i t s to equation 

(*.l) with f i n i t e angular acceptance effects Included in E(xJ aiid 



31 

5C.00O 

O 
to 
c 

00 
r*-

10,000 -

(0 
c 
<D 

1.000 -

600 

XCQ M3-MS 

FIGURE (*.1). Ttae spectrin of the spin-held data froa Run 2. The 
fitted nuon wean-life Is t„-2.2'*iO>.OCi»(stat.) i* with a fitted 
bacftfround of K2i9.8 per tiae bin. 
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FIGURE (1.2). Fitted uuon mean-life Ty' versus decay positron 

maentun for spin-held data froa al "inua, copper, and gold targets. 

The target natei'lal nuclear Magnetic woaent in units of nuclear 

aagnetona (n.nu.i i s indicated. The correlation between the putative 

apimrlattj.ee relaxation times T̂  and the nuclear magnetic mcments 

sun*sts a real spin-lattice relaxation effect. 

http://apimrlattj.ee
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assuming the true nuon mean-life T V = 2 . 1 9 7 vs. The best fit spin-lattice 

relaxation time constants of Ti-2.1* ", ns for Al, Ti-2.2* * ms far 

Cu, and Ti-15.6_1 ms for Au correlate with their respective nuclear 

dipole moments of 3.6, 2.3. an^ 0.1 nuclear magnetons. This correlation 

suggests the effect is due to spin-lattice relaxation rather than some 

residual background problem. In principle the foregoing method provides 

a means of measuring p + spin-lattice relaxat :>n time constants Ti-IO^Tj,. 

In conclusion no spin-held data muon lifetime information is used 

in fitting the pSR data, which is time-average unpolarized, since the 

two data sets do not necessarily have the same apparent T„. 

4.4 Spin-Spin Relaxation: ;iSK Signal Damping 

The spins of muons stopped in the target material precess under the 

combined influence of the external transverse magnetic field and the 

randomly oriented internal local fields produced mainly by the nuclear 

magnetic dipole moments. The muon spins therefore precess with slightly 

different Larmor frequencies resulting in a loss oi" ;>iase coherence. 

The decay Oi the spin phase coherence is observed experimentally as 

a damping, G(t), of the ySR signal amplitude. This is seen in Figure 

(4.3) which displays data from the second run period. Although the uSR 

signal damping can yield much information about the environment in 

which the u* are brought to rest, it is clearly an unwelcome nuisance 

in an experiment where one would like to measure a ySR signal amplitude 

determined solely by the weak interaction. If the exact form of G(t) 

were known the desired amplitude would, in principle, be simply the 

time t»0 amplitude obtained from a fit to the ySR data. Unfortunately. 
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FIGURE (4.3). The jiSR data from Run 2, contributing 73* of the 
total data base for the final results, with spin-precessing fields 
(a) &T-70-G, and (b) Bx-110-G. The exponential decay with muon lifetime 
has beer, factored out. Spin-spin relaxation causes a damping of the nSR 
signal mpliiwte. 
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thars i s no 'aaglc foraula* for G(t) which describes exactly the signal 

duping observed in real , i . e . laperfect, materials such as aetals 

which contain, to soae degree, i•purities and l a t t i c e defects. 

However, i t wil l be seen in the following discussion that approximate 

expressions for G(t) can be obtained if certain simplifying assuiptions 

are made. 

A wealth of general information about spin depolarization in ySR 

experiments can be found in the proceedings of recent topical 

conferences ' 1 0 ' . The recent review of transport mechanisms of l ight 

i n t e r s t l t i a l s in metals by Richter* 1) summarizes much useful 

information. 

In metals with large nuclear dipole moments such as copper and 

aluminum the local dipole fields are a few Gauss at the i n t e r s t i t i a l 

l a t t i c e s i t es occupied by the muons. The u + spin phase coherence decays 

according to the ensemble average 

G(t)exp(iu 0 t) - <exp[ij u ( t ' ) d t ' ] > 

where .w(t) - aio+u'(t) with to0 the Larmor frequency in the external 

f ie ld alone and <u'(t) the frequency shi f t due to dipolar in teract ions . 

An approximate analytic expression for G(t) can be obtained by assuming 

( i ) that the frequency modulation u ' ( t ) i s random, ( i i ) that i t i s a 

Gaussian random process so that only the second-order cumulant, or 

correlation function of u ' ( t ) with u ' ( o ) , need be considered and ( i l l ) 

t h a t t h e c o r r e l a t i o n f u n c t i o n d e c a y s c x p o n e n t i a l l Y w i t h « 9 ° r r c » a $ i 0 n 

ti»e T C ehwaeterlstie «? the ti»e a. u* *>%»!*« »t & "L»ttvc* »it« 
before diffusing to another. The correlation function becoaes 
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<«'(t)«(0)> - <i#»(0)2>exp(-t/TC) - 2o 2exp{-t/T c) 

and then G(t) - exp{-2o 2T 2[exp(-t/T c)-1+t/T c]} (4.2) 

Equation (4.2) i s the Kubo-Tomita'*2' or motional-narrowing form of the 

spin relaxation function. 

In the limiting case of immobile u + G(t,ic-»<») - e x p ( - o 2 t 2 ) , while 

for extremely mobile u + the local field fluctuations are averaged and 

motional-narrowing occurs: GCt.-tQ+O) « e x p ( - 2 o 2 t c t ) . For intermediate 

values of t c equation (4.2) provides a useful interpolation between the 

Gaussian and exponential l imi t s . 

The s t a t i c linewidth o 2 is related to the random local dipole 

f ields AB by 

o2 - Y2<AB2>/2 (4.3) 

where Yu « 8.5x10^ radians/sec-G, and is given by the van Vleck 

formula''3^ 

o 2 - (tiZ/6)T*y*liW)lU-3aoaZ9*)Z/r* (4.4) 
u j J 

where rj is the distance of the u + from the nuclear spin Ij, 6j is the 
angle between rj and the external field direction, and Tr„ and Yj are 
the gyromagnetic ratios for the |i+ and nuclei, respectively. 
Acccording to equation (4.4) a 2 depends markedly on the crystal lattice 
orientation relative to the external field. However, for the small 
external fields used in the present experiment («100 G) the orientation 
dependence is reduced strongly by additional interactions between the 
nuclear quadrupole momenta and the electric field gradient produced by 
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the auon. 
The main shortcomings in the assumptions used to obtain G(t) in 

equation (1.2) are now considered. Kehr et al.**' have shown that 
inclusion of only the second-order cumulant leads to a more rapid 
damping than +hat exhibited by their more general Markovian-random walk 
formulation. Although the precession frequency shifts u' are different 
at each interstitial site there are correlations between the u' at 
neighboring sites because the u + is subject to some of the same nuclear 
spins. This effect can be treated approximately by using a correlation 
time T C longer than the mean y.* residence time at each site. In 
addition, since the \x+ has been regarded as a classical particle 
localized at specific sites, possible derealization effects have been 
neglected. 

The preceding discussion has also ignored the possibility that y + 

become trapped at lattice defects. The defects may be impurities such 
as oxygen or nitrogen atoms which trap p* below about 80 K, lattice 
vacancies or dislocations which trap u + up to about room temperature, 
or larger voids in which the surface electric dipole layer and image 
force can produce a deep trapping well" 5). Kehr et al."1') have also 
constructed a Markovian-random walk theory of spin depolarization for 
diffusion in the presence of traps. They consider a two state model in 
which the u + is either trapped for an average time t 0 during which 
G(t)-exp(-o 2t 2), which is the simplest approximation corresponding to 
muons at fixed sites in the traps, or is untrapped for an average time 
t, during which G(t) is taken to be their result in the absence of 
traps. The contributing random walk processes are summed in integral 
equations which are solved by Laplace transform and inverted 
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numerically to yield G(t). I t should be noted that the in i t ia l 

conditions are not equilibrium conditions since the u* are stopped at 

random s i t e s . If the concentration of traps i s c then at time t -0 the 

fraction of u* In traps i s c, while under equilibrium conditions the 

fraction i s T 0 / ( T 0

+ T I ) . At room temperature equilibrium chouid be 

established in times short compared to the mean u* l ifet ime. 

The observed uSR signal damping, in principle, has a small 

sp in- la t t ice relaxation component. Any non-uniformities in the applied 

spin-precessing f ie ld B7 also contribute. 

I t should now De clear that the G(t) of equation (1.2) can provide 

only an approximation to the true form of the uSR signal damping. 

Therefore f i t t i n g the uSR data assuming equation (4.2) to be valid may 

lead to a f i t t ed time t-0 amplitude either smaller or larger than the 

true amplitude. The approach taken in the data analysis discussed in 

Chapter 7 i s to use the Gaussian limit of equation (4.2) and then t ry 

to show that th i s underestimates the true time t-0 amplitude. This 

procedure yields more conservative l imits on right-handed currents. 
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Chapter 5 

The Beaaline and Apparatus 

5.1 The Beamllne 

The TRIUMF M13 beamline**) shown in Figure (5.1) is a low momentum 
(20-130 MeV/c) pion and muon channel viewing the 1AT1 production target 
at 135° with respect to the primary proton beam. The secondary beam is 
transported through two 60° bends, the first right and the second left, 
to a final focus (F3) nominally 9.4 m downstream of the production 
target. The symmetric quadrupole triplet (Q3-Q5) produces a relative 
inversion of the images at the intermediate foci F1 and F2, thereby 
yielding an achromatic focus at F3. The symmetric configuration of the 
beamline elements also suppresses second order effects and produces a 
magnification of unity at F3. The beam phase space is governed by the 
setting of the horizontal and vertical jaws (J) upstream of the first 
dipole (B1). The momentum bite is restricted by the horizontal 
components of slits SL1 and SL2 at the intermediate foci F1 and F2. 
With the exception of B1 in Run 1, the dipoles were NMR-monitored. 

Figure (5.2) shows the positive particle fluxes obtained in the 
beam tuning studies of ref. (46). For data collection in the present 
experiment the beamline was tuned to 29.5 MeV/c, i.e. 1) below the 
29.8 MeV/c surface auon edge. This allowed a Z$ Ap/p momentum bite 
during occasional periods of low prlaary proton flux, although a I* 
Ap/p was noraally used. Under noraal running conditions 100 uA of 
500 HeV protons incident on a 2 aa thick carbon production target 
yielded 1.8x10* yVsec at the stopping target. The »* beaa spot raw 
spatial and angular diaensions were typically 6 aa and 35 arad 
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FIGURE (5 .1) . The TRIUMF Ml3 oeaaline. B1 and B2 are dipoles; Q1-Q7 

are quadrupoles; F1-F3 are foci; the s l i t s 5L1 and SL2, and the jaws J 

have both horizontal and vertical coaponents. 
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FIGURE (5.2). Particle fluxes versus beaallne •oaentua setting 
(taken from ref. 16). 
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horizontally, and 5 mm and 70 rarad vertically. 

Bean e* pass through the stopping target and do not satisfy the 

trigger requirements. Beam protons are stopped far upstream, mostly in 

the beamline vacuum window. The pulsed nature of the primary proton 

beam allows prompt ir+ and n + from n + decay in f l ight to be eliminated 

by timing cuts re la t ive to the cyclotron rf cycle. 

Approximately 2% of the \i+ flux originates from ir+ decay in f l i gh t . 

These 'cloud' JJ+ a re , on average, far less polarized than the surface 

muons. As an extreme example, the (V-A) backward decay of an 81.0 MeV/c 

ir+ yields a forward moving 29.5 MeV/c u + with parallel spin and 

momentum direct ions, thereby mimicking a (V+A)-produced surface muon. 

However, efficient transport of cloud muons to the stopping target beam 

spot (F3) requires the in-fl ight n + decays to occur close to the 

production target , i . e . to be prompt. The primary protons arrive at the 

production target in bursts of 2-5 nsec duration 43 nsec apart . In 

Figure (5.3) (a) the exponential decay of TT+ at res t (t.,,-23 nsec) 

underlies the time dis t r ibut ion, re la t ive to the cyclotron rf cycle, of 

29.5 MeV/c u + arriving at the stopping target . The residual cloud u + 

and prompt it* peaks are clearly vis ible in the Figure (5.3)(b) arr ival 

times of 30.5 MeV/c beam par t i c les . Events with beam particle arr ival 

tim.'S in the shaded regions of Figure (5.3) • which contain 98% of the 

cloud M+, are rejected in the data analysis. 

5.2 The Apparatus: An Overview 

After traversing the beaallne the bean passed through a 2 n i l mylar 

vacuum window and entered the apparatus shown in Figure (5 .4) . Beam ji* 

were stopped in either a metal foil or liquid helium target positioned 
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FIGURE (5.3). Bean particle arrival tines with respect to the *3 ns 

cyclotron rf cycle at (a) 29.5 McV/c and (b) 30.5 NeV/c. The shaded 

regions contain alaoat all of the cloud u* and proapt w* contaminations 

and are rejected. 
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FIGURE (5.1). The apparatus. P1-P3 are proportional chambers; S1-S3 

are scinti l lators; DI-DH are drift chambers. Muons entering the 

solenoid are slopped in tine target (Tgt). Decay e* emitted near the 
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at the center of the upstream section of the solenoid. The amount of 
material upstream of the stopping target was estimated to be 50 ng/cm 2 

in Run 1, 5t mg/cm 2 in Run 2, and 55 mg/cm 2 in Run 3. 
Decay e + emitted within 270 mrad of the beam direction were focused 

by the downstream section of the solenoid into a horizontally focusing 
cylindrical dipole spectrometer for momentum analysis. Multiwire 
proportional chambers and drift chambers in the target region measured 
the incoming beam }i+ and outgoing decay e + trajectories. Tracks 
recorded by drift chambers located near the conjugate foci of the 
spectrometer allowed reconstruction of the decay e + momentum. The 
amount of material downstream of the stopping target and upstream of 
the spectrometer was estimated to be 186 rag/cm2 in Run 1, 193 mg/cm2 in 
Run 2, and 216 mg/cm2 in Run 3. 

5.2.1 The Solenoid 

The solenoid consists of two co-axial sections essent ia l ly 

decoupled by the intervening septum. The two water-cooled coi ls of the 

upstream section produce the longitudinal field for the spin-held mode 

of the experiaent. They have inner diameter 6", outer diameter 10", 

length 2", 29 turns/coil, and a center-to-center separation of 7". The 

pole faces and coil separation were designed to alnlaize radial field 

coaponents over the target region. Coaputer simulations using the 

prograa POISS0N Indicated that within a radius of 1" and within ±0.25" 

longitudinally or the noalnal target position the f ie ld direction Is 

axial to within 2 mrad. 

TO* vertical transverse f ie ld used in the vSR aode was produced by 
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an additional water-cooled coil. The ySH coil consisted of a single 

turn of 0.125" * 0.5" copper having four horizontal sections transverse 

to the beam direction with centers 1.125" above and below the beam axis 

and 1.5*1" upstream and downstream of the nominal target position. 

Studies using the program POISSON indicated that within ±1" of the beam 

axis and within-±0.7" longitudinally of the target position the 

longit idinal field component did not exceed 1.0J of the transverse 

field. Field measurements made with the coil outside the solenoid 

indicated field strength uniformity of ±0.H% within 0.75" of the beam 

axis at the nominal target position. Transverse fields of 70-G and 

110-G were obtained with coil currents of '175-A and 750-A, respectively. 

A residual longitudinal field of about 10-G remaining at the target 

position after the upstream longitudinal field coils were turned off 

was nulled to within 2-G by applying a small reverse current to the 

coils. The null condition was indicated by a maximal ratio of events to 

stopped p + in Run 1, and by field measurements in Runs 2 and 3. 

The downstream section of the solenoid has three coils each with 

inner diameter 4.5", outer diameter 10", longth 6.25" and 

120 turns/coll. 

Table (5.1) shows the on-axis longitudinal fields calculated by 

P01SSCN for the spin-held (Bt.) and pSR (B7) modes. The stopping target 

position is at zero, with downstream positions being positive. The 

field values assume 1.31x10s A-turns/coll downstream, and 

5.*5* O^ A-turns/coll upstream for t^. For z>11.25" B^Z-BTZ-



Z B L z (z ) B T z (z) z B L z (z) B T z (z) z B T z fz) 
(inch) (Gauss) (inch) (Gauss) (inch) (Gauss) 

-4.25 283 6.50 5439 5412 22.25 8828 
-4.00 388 6.75 6034 6011 22.50 8730 
-3-75 528 7.00 6569 6550 22.75 8600 
-3-50 719 7.25 7081 7064 23.00 8454 
-3.25 1028 7.50 7522 7507 23.25 8291 
-3.00 1538 7.75 7894 7881 23.50 8110 
--2.75 2385 8.00 8217 8205 23.75 7910 
-2.50 3627 8.25 8491 8480 24.00 7691 
-2.25 5429 8.50 8721 8711 24.25 7451 
-2.00 7358 8.75 8913 8903 24.50 7191 
-1.75 9035 9.00 9073 9064 24.75 6912 
-1.50 10268 9.25 9204 9195 25.00 6611 
-1.25 11014 9.50 9315 9307 25.25 6293 
-0.75 11654 9.75 9406 9399 25.50 5956 
-0.50 11751 10.00 9480 9473 25.75 5610 
-0.25 11801 10.25 9533 9526 26.00 5256 

0.00 11811 0 10.50 9580 9573 26.25 4895 
0.25 11805 1 • 10.75 9617 9611 26.50 4527 
0.50 11763 2 11.00 9648 9642 26.75 4168 
0.75 11668 3 11.25 9674 9668 27.00 3821 
1.00 11450 6 11.50 9690 27.25 3483 
1.25 11038 11 12.00 9728 27.50 3159 
1.50 10300 21 12.50 9755 27.75 2847 
1.75 9079 34 13.00 9771 28.00 2559 
2.00 7421 56 13.50 9788 28.25 2295 
2.25 5523 89 14.00 9794 28.50 2048 
2.50 3765 138 14.50 9794 28.75 1819 
2.75 2587 206 15.00 9788 29.00 1613 
3.00 1821 290 15.50 9782 29.25 1428 
3.25 1406 387 16.00 9770 29.50 1260 
3.50 1214 505 16.50 9758 29.75 1109 
3.75 1170 654 17.00 9738 30.00 974 
4.00 1208 831 17.50 9712 30-25 855 
4.25 1323 1050 18.00 9676 30.50 749 
4.50 1525 1321 18.50 9637 30.75 656 
4.75 1603 1649 19.00 9588 31.00 572 
5.00 2146 2030 19.50 9531 31.50 435 
5.25 2564 2475 20.30 9458 32.00 333 
5.50 3059 2990 2C.50 9367 32.50 259 
5.75 3596 3542 211.00 9251 33.00 220 
6.00 4184 4142 21.50 9110 33.50 174 
6.25 4805 4H2 22.00 8932 34.00 139 

T*M* <5.« 



5.2.2 The Spectrometer 

The spectrometer consisted of an NMR-aonitored horizontally 

focusing cylindrical dlpole magnet with drift chambers located near i t s 

conjugate foci . The magnet was originally used by Sagane et a l . * 7 ) in 

measurements of the muon decay p parameter. The flat pole faces have a 

diameter of 37" and were separated by a gap of 14.5". When operated at 

125-A the water-cooled coils produced a central f ield of 0.32-T, a 98° 

bend angle for x'1 decay e + , and a momentum dispersion of 1.07*/cm. 

Enclosing the par t ic le t ra jector ies by a vacuum box with 5 mil mylar 

vacuum windows positioned close to the conjugate focal planes minimized 

momentum resolution loss due to multiple Coulomb scat ter ing. Drift 

chambers D3 and D4 [Figure (5.4)] were mounted to the vacuum box 

immediately upstream and downstream of the vacuum windows, repectively. 

5.2.3 Proportional Chambers 

The proportional chambers P1, P2, and P3 each had one horizontal 

and one ver t ical wire plane separated by a grounded 0.5 mil double-side 

aluminized mylar sheet. The anode wires were 0.5 mil diameter gold-

plated tungsten with 2 mm spacing. Cathode signals obtained from the 

0.5 mil single-side aluminized mylar chamber windows were used in the 

trigger. 

Chamber PI had circular aperture and 32 wires per plane. The 

windows and ground plane were 4 mm from the wire planes. Chambers P2 

and P3 were of identical construction with square aperture and 30 wires 

per plane. The windows end ground plane were 2 mo from the wire planes. 

In Runs 1 anG 3 the proportional chamber gas was 92J •ethane/8% 
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•ethylal , and in Run 2 aagic gas: 69.7J argon, 30.OK isobutane and 0-3% 

freon. 

The operating voltages, applied to the wires, were 3500 V for PI 

and 2500 V for P2 and P3 when using aethane/methylal; and 2950 V for PI 

and 2050 V for P2 and P3 when using magic gas. Amplifiers for the wire 

and cathode signals were positioned close to the chambers. The mean 

efficiency of the wire planes was >99.5% per plane. 

An additional chamber, denoted 'A' and identical to P2 and P3> was 

positioned between P1 and P2 in Run 3 in preparation for a measurement 

of the decay parameter 6 where the extended data momentum range 

(20-53 MeV/c) made highly efficient rejection of 's traight-through' 

beam e + events essent ia l . 

5.2.1 Drift Chambers 

The planar dr i f t chambers Dl-Dl [Figure (5.1)] were composed of 

sub-units each containing two planes of horizontal or vert ical sense 

wires. The sense planes were staggered by a half cel l width to resolve 

le f t - r ight ambiguities. The cell geometries used in D1, D2 and D3, and 

Dl are shown in Figure (5 .5) . The sense wires were 0.5 mil diameter 

gold-plated tungsten and the f ie ld wires were 3 mil diameter 

ber yl i urn- copper. 

D1 was of conical geometry. The wire spacing within each plane was 

0.100 n and the spacing between planes was C.35". In downstream order 

the two vertical and two horizontal sense planes contained 3, 1, H and 

5 wires. The chamber windows were 0.5 mil aluminum. 

02 was cylindrical with a 7" diameter aperture. Each wire plane 
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FIGURE (5.5). Drlft-chMber cell geometries: « sense, • field. 
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contained 8 wires spaced by 0.875". the separation between planes was 
0.250". The shortest, and potentially least efficient, edge wire in 
each sense plane was 3 ail beryl iuB-copper to render it completely 
inactive. The chamber windows were 0.5 nil aluainized mylar. 

D3, located at the spectrometer entrance, consisted of 3 
cylindrical chambers similar to 02 except that the apertire diameter 
was 11" and there were 12 wires per plane. D3 thus had a total of 6 
vertical and 6 horizontal sense planes. The three chambers were 
separated, except for a narrow outer annulus, by 0.25 mil alumlnized 
mylar windows. 

D4, located at the spectrometer exit, had a rectangular aperture 
and contained a total of 6 planes of 32 vertical sense wires and 4 
planes of 24 horizontal sense wires. The sense wire spacing was 24 mm. 

The drift chamber gas was 92* methane/8J methylal. The chamber high 
voltage was applied to the sense wires of D1, and to the field wires of 
D2, D3 and D4. The operating voltages were +2900 V for D1, -2900 V for 
D3, and -3000 V for D2 and D4. The efficiencies of the sense planes was 
equalized by applying +260 V to the sense planes closest to the chamber 
windows of D2, D3, and D4. 

Chamber signals above a 250 uV threshold were amplified by shielded 
LeCroy Model 4292 amplifier/discriminator cards mounted close to the 
chambers. Each chamber had a mean efficiency of at least 97J per plane 
except in Run 1, where D1 and D2 had mean efficiencies of 77* and 83J 
per plane respectively. 
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5.2.5 Scintillators 

Scintillators SI and S2 were 5 ail and 10 ail NE102A, respectively. 
Just upstreaa of SI and downstream of S2 were veto scintillators VI and 
V2 each of thickness 0.125" and inner diameter 1.5". 

Scintillator S3, which covered the downstream area of drift chamber 
Dk consisted of 3 horizontal strips 39" long * 8" high * 0.375" thick. 

SI, S2, V1, V2 and each strip of S3 were viewed from left and right 
by photomultipliers. 

5.2.6 Stopping Targets 

The muons were stopped in metal foils of >99.99? purity or in 

l iquid He. Because fo i l s of optimum thickness were unavailable the 

stopping targets were composite, consisting either of two back-to-back 

fo i l s or a single foi l preceded and followed by 1 mil aluminum f o i l s . 

The stopping target thicknesses are tabulated in Table (5 .2) . The 

compositions of targets having 1 mil Al foi ls are l i s t ed in upstream to 

downstream order. The target material calculated to be encountered by 

decay e + emitted by a mean range u + i s l i s t ed as ' residual thickness . ' 

The residual thickness i s also tabulated in terms of calculated u + rms 

range straggling lengths. The effect of the 1% Ap/p momentum bite has 

been included. Column (a) gives the number of straggling lengths to the 

downstream surface of the target. Column (b) gives the number of 

straggling lengths to the closest interface between f o i l s , the + (-) 

sign indicating that mean range u + stop beyond (before) the interface. 

Comparison of the calculated ranges with an experimental range curve 

taken in Run 2 indicates that the error on the number of straggling 



Target Run Thickness Residual Thickness Residual Straggling 
(aig/ca2) (ag/ca 2) Lengths 

(a) (b) 

Ag 1 2x 
Total 

136.5 
273 

96 8.1 3.** 

Al 1,2.3 150 35 4.6 3.7" 

Al* 2 2x 
Total 

142-5 
285 

171 22.6 3.6+ 

Au 1,2 6x 

Total 

6.6 
193 
6.6 

239 

Al 
Au 
Al Total 

53 
6.6 
60 

Au 
Al 

4.1 3.4" 

Cu 2 6x 

Total 

6.6 
110 
6.6 

156 

Al 
Cu 
Al Total 

16 
6.6 
23 

Cu 
Al 

2.5 1.6-

Cu* 1,2 2x 
Total 

111 
222 

81 8.3 3.1 + 

He 1 

Total 

38 
150 
38 
226 

Al 
He 
He Total 

86 
38 
124 

He 
Al 

17.2 

Table (5.2) 

lengths is unlikely to exceed ±0.5. The Ag and He targets were used 
only in Run 1. The residual thicknesses and straggling lengths for the 
other targets apply to Run 2. The change of proportional chamber gas 
from methane/methylal to magic gas for Run 2 and the presence of an 
additional proportional chamber upstream of the target in Run 3 alter 
the residual thicknesses. In particular for the Al, Au and Cu* targets 
in Run 1 the nuaber of residual straggling lengths in column (&) should 
be reduced by 0.5, and reduced (increased) in column (b) for a - (•) 
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sign. For Run 3 the nunber of residual straggling lengths for the Al 

target should be Increased by 0.1 in both colums (a) and (b). 

Huons stopping in the air between or beyond the foils, or in the 

foils' oxidized surface layers are likely to form muonium and 

depolarize. Column (b) indicates that the Cu target is too thin. The 

other targets most likely to have thickness problems are Cu* in Run 2 

and Au in Run 1. 

5.3 The Trigger 

The essential features of the trigger logic as it existed in Run 1 

are shown in Figure (5.6). Changes made to the logic in Runs 2 and 3 

are described later in this section. 

The inputs to the trigger logic were signals from the proportional 

chamber (P1-P3) cathodes, scintillators (S1-S3) and scintillator vetos 

(V1.V2) described in the preceding sections and shown in Figure (5.*t). 

The notation P1U, P1V etc. denotes the cathodes associated with the 

wire planes measuring the horizontal and vertical track positions 

respectively. S1L and S1R etc. denotes photomultipliers viewing the 

scintillators from left and right repectively. The three horizontal 

scintillator strips of S3 were viewed from left and right, and in top 

to bottom order, by photomultipliers denoted by (GI.Gt), (G2.G5), and 

(G3.G6). 

Three triggers were used: the straight-through trigger for 

spectrometer ncnentun calibration with bean e +; the u~decay trigger for 

noraal data taking; and the pulser trigger for online diagnostics such 

as checking ADC pedestals and searching for 'hot' or oscillating 
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FIGURE (5.6). Essential features of the trigger logic during Run 1. 
Subsequent ainor changes are described in the text. 
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wire-chaaber channels. 

Beam particles reaching the stopping target region have the 

signature 

Beam - P1.P2.S1.vT 

Particles leaving the stopping target region and traversing the Sagane 

spectrometer have the signature 

Sagane = P3.S2.S3.V2 

The straight—through trigger seeks to identify single beam particles 

which traverse the whole apparatus, and thus requires a coincidence 

between Beam and Sagane: 

Straight-through - Beam.Sagane 

The y-decay trigger requires the signature of a y-stop in delayed 

(0.1-10 ys) coincidence with that of a decay e +. The y-stop requirement 

that the beam particle stops in the stopping target is 

y-stop « Beam.y-stop veto 

where y-stop veto - P3.S2.V2 

The decay e + requirement that the outgoing downstream particle 

originates in the stopping target is 

Decay e* « Sagane.y-decay veto 

where u-deeay veto - PJ.P2.V1 

In Runs 2 and 3 PI and P2 were renoved fro* urdecay veto and were 

replaced by the ability to make software cuts on events with PI or P2 

http://P1.P2.S1.vT
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signals near the ydecay t iae . The p-atop t iae was provided by SI and 

the y-decay t iae by S2. 

An iaportant feature of the logic i s the a b i l i t y to t ag , and l a t e r 

reject in software, almost a l l events where the decay e + could have 

originated from extra u + rather than the y-stop rauon. This i s crucial 

in the ySR mode of the experiment since extra u* arr iving a t randoa 

times have correspondingly random precessed spin directions with 

respect to those of the y-stop muon3. They are therefore equivalent t o 

an admixture of unpolarized muons and thus mimic right-handed current 

ef fec ts . The a r r iva l of each beam par t ic le se ts a 10 us l a t ch . If a 

y-stop occurs within the 10 us latch the event i s tagged as an 

' ex t ra-before ' . In addition the arr ival times of ' ex t ra -a f te r ' beam 

part icles arr iving in the 10 \a following the y-stop were recorded. 

A high incidence of false extra-after signals due to P1 and P2 

after-pulsing following the p-stop were largely eliminated by inser t ing 

dead-time notches in 'extra-after*. The resul t ing ' e x t r a - a f t e r - 1 ' and 

•extra-af ter-2 ' were active from 0.6-10 us and 0.85-10 us in Run 1, and 

from 0.3-10 us and 0.5-10 us in Runs 2 and 3 respect ively. The 1/4 OR 

of P1 and P2 cathode signals in Extra was replaced in Run 2 by either a 

2/1 or a 3/1 coincidence, the choice depending on the proportional 

chaaber oathode eff iciencies . In Run 3 the role of PI and P2 in Extra 

was assuaed instead by the additional proportional ohaaber A between PI 

and P2. 
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5.4 Data Acquisition 

Event data was read from the CAMAC electronics into a circular 

buffer of a PDP-11/3il computer using the data acquisition program DA. 

The data was written to tape after several events were accumulated in 

the buffer. The program DA also supplied event information to the 

online analysis program MULTI. 

Drift chamber time information was obtained using a LeCroy System 

4290. The TDCs were operated in the common-stop mode, with the stop 

being provided by the t r igger . Digitized time information was 

transferred to the memory unit which then sent a LAM signal to the 

PDP-11/31. In addition the PDP-11/34 read TDC and ADC information from 

the proportional chambers and sc in t i l l a to r s ; TDC information on the u + 

arr iva l time re la t ive to the cyclotron rf cycle, y + l i fe t ime, and 

extra-after times; latches set by proportional chamber wire signals and 

tr igger logic elements; event scalers; and NMR-monitored f ie lds in the 

beamline dipoles and spectrometer. 

The CAMAC electronics were gated-off for 5 ms (reduced to 200 us 

during Run 2) while the PDP-11/34 read the event and cleared the CAMAC 

elec t ronics . In addition a computer 'busy' signal gated-off the t r igger 

logic to prevent another trigger being received until the CAMAC 

electronics were cleared. It should be noted however that the 

extra-before latch reaained operational during coaputer 'busy'. 

Online lnfiraation provided by HULTI Included histograas of 

wire-chaaber plane illuminations and n u l t i p l i c i t i e s , the beaa spot and 

angular d i s t r ibu t ions , the event t iae spectrum, scinti l lator and 

proportional chamber T©C and *©C distortbuttons, and the proportion of 

•vents with *3ttra-bef«*# *ma **tr*-afMr bean particles. 
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Typical event rates with 100 yA of protons incident on the 

production target were 60-70 Hz in the uSR mode and 25-30 Hz in the 

spin-held node. The ySR data presented here were obtained from 1.5*10^ 

raw t r igge r s . The cuts described in Chapter 6 retained 5.6$ of the 

events. 
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Chapter 6 

Event Reconstruction 

6.1 Wire Chamber Alignment 

The re la t ive positions of the wire chamber planes transverse to the 

beam direction were determined from the mean residuals of reconstructed 

beam e + t racks. Straight track segments were f i t t ed to h i t s in the 

horizontal and vert ical wire planes of the chamber groups PI, P2, P3, 

D1 and D2; D3; and D4 [Figure (5.4)] with the solenoid off and no 

stopping target between P2 and P3. Alignment of wire-chambers P1-D2 as 

a single unit ensured that the u + and e + polar angles e p and e e were 

measured re la t ive to a common axis . The chamber planes were thereby 

aligned to within 50 ym, while the rms residuals were typical ly 300 pm 

in the dr i f t chambers. 

6.2 Muon Track Reconstruction 

Straight muon tracks were f i t t ed to hi ts in proportional chambers 

PI and "2. A valid hi t was defined to be a signal from at least one, 

but no more than three, adjacent wires in the name plane. The track was 

assumed to pass through the center of the hit pattern. One and only one 

hit was permitted in each plane of PI. One plane of P2 was also 

required to have one and only one hi t , while either one or two hits 

were allowed in the other plane. The correct wuon track was assumed to 

be the one agreeing nost closely with the out gal rag positron track in 

stopping target position. Events with reconstructed cos0M<O.99 with 

respect to the Beam direction were rejected m the analysis. 
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6.3 Positron Track Reconstruction 

Straight e* track segments were f i t t ed separately to h i t s in the 

horizontal and ver t ical projections of the wire-chamber plane groups 

P3, D1 •, D2; D3; and M. Resolution of the le f t - r igh t ambiguity 

associated with each dr i f t chamber hi t re l ied on the staggered ce l l s of 

adjacent sense planes. The f i r s t sought track segments of acceptable 

straightness and slope were those with a h i t in each of the constituent 

wire-chamber sense pla-.es. In segments where such tracks were not found 

the number of sense planes required to have a hi t on the track was 

progressively decreased. If more than one track was found with h i t s in 

the same number of planes the track with the best chi-square was 

accepted. Tracks in a l l six segments were found in 99? of the t r igge r s . 

To guard against fake tracks from spurious h i t s , cuts were made on 

the to ta l number of h i ts in the wire chamber groups. The number of h i t s 

in the 10 planes of P3-D2 and i:i the 10 planes of D4 were each required 

to be S18; and in the 12 planes of D3 to be £22. Furthermore, the 

horizontal and ver t ical track projections in P3-D2 were each required 

to have h i t s in at leas t 3 of the 5 constituent planes; in D3 to nave 

h i t s in at least 1 of the 6 planes horizontally and 3 of the 6 planes 

ver t ica l ly ; and in D4 to have hits in at least H of the 6 planes 

horizontally and 3 of the * planes vertically. In addition only one 

h i t , as defined In section (6 .2) , t;as permitted In each plane of P3. 

The e* tracks through P3-D2 are not straight because of the 

longitudinal f ie ld In the downstreaa section of the solenoid. The P3-D2 

track space points were refitted to a curved track based on the 

f l r s t -oror optics or cylindrical!* synMtrlc f ields described m 

MMHttdix A. "Was test f i t tracks were obtained usint f i e ld values 9SJ of 

http://pla-.es
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those in Table (5 .1) . 

Approximate space:tiae relations were obtained by integrating the 

drif t - t iae distributions of ce l l s almost unlforaly illuminated by decay 

e + in ySR runs with the downstream solenoid off. The e* curved track 

residuals were used to dynamically fine-tune the space:time re la t ion 

for each d r i f t chamber plane in each run. The space:time re la t ions for 

the various planes were stored as arrays of dr i f t distances for each of 

512 1-nsec wide drif t- t ime bins. The f i r s t 3000 events on each data 

tape, typical ly containing 1.2x10^ events, were used for the 

fine-tuning after which the tape was rewound and the analysis 

res ta r ted . If for the i ' t h drift-t ime bin a residual r was obtained, 

the dr i f t distances for the i-8 to i+8 time bins were changed by 

A(i+k) - (sigri)rW[9-max(k,1):/200 

for 0 £ i+k £ 512 where 0 £ k £ 8, 

1.0 if | r | < 0.1 cm 

W « <0.5 if 0.1 cm < | r | < 0.2 cm 

0 if | r | > 0.2 cm 

and +1 if track coordinate > wire coordinate 

-1 if track coordinate < wire coordinate 
sign 

The changes are therefore largest for the i ' t h and i±1' th drift- t ime 

bins and then decrease l inearly away from the i ' t h bin. The procedure 

converges after about 1500 events. 

The drift-chamber rms residuals are shown in Table (6.1). The 

larger rms residual in the D1 vert ical projection i s not well 

understood. The 3$ of events with e* tracks in P3-D2 with reduced x2>20 

were re jec ted . 
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Drift Chuiber RMS Residual {*•) 

D1 (horizontal) 325 

(vertical) 600 

D2 325 

D3 250 

M 250 

Table (6.1) 

The e + track segments f i t ted in P3-D2; D3; and D4 were required to 

sat isfy several continuity c r i t e r i a . First-order optics (Appendix A) 

extrapolations of the tracks in P3-D2 and D3 into the solenoid bore 

were required to have both radial agreement, AR, and azimuthal 

agreement, RA$, <2 cm. Extrapolations of the tracks in D3 and M into 

the spectrometer were required to agree to within k cm in both ver t ical 

position and impact parameter with respect to the magnet axis , and to 

agree to within 0.08 in vert ical slope. The horizontal position of the 

e* track determined by the S3 sc in t i l l a to r pair time difference was 

required to agree with the extrapolated D4 track to within 10 cm. 

Events in which more than one of the three S3 s c in t i l l a to r pairs fired 

were rejected. 

Aperture cuts were made in the solenoid and spectrometer. Events 

with e* emitted from the stopping target at radii >1.8 cm or with 

cose e<0.975 were rejected. The e* track radial position at the exit of 

D2 (aperture radius 8.86 cm) was required to be <8.5 ca. The •axlaua 

track radial position in the solenoid bore (aperture radius 11.1 ca) 



was required to be <10 CB. The presence of gas l ines (Runs 2 and 3) and 

a heliui bag (Run 2) in addition to 02 signal cables within the 

solenoid bore made necessary t ighter radia l cuts of 8.5 CB in Run 2 and 

9.5 cm in Run 3. The vert ical position of the track at the spectrometer 

exit (vertical aperture ±16.8 cm) was required to be within ±15.5 cm of 

the median plane. Additional vert ical cuts were made at ±(6.4-9.4) cm 

around two horizontal r ibs supporting the vacuum window between the 

spectrometer and Dt. 

6.1 Extra Muons 

Most e + originating not from the decay of the observed stopped p + , 

but from the decay of another u + were eliminated by reject ing events 

with ' extra-before' or ' ex t ra -a f t e r -1 ' [section (5.3)] beam par t i c l e s . 

The small fraction of events with e + originating from untagged extra y + 

was reduced by requiring continuity between the e + and y + tracks at the 

stopping ta rge t . Requiring track separations < i).5 mm rejected 78? of 

uncorrelated ) j + -e + events and "\H% of correlated u + - e + events. 

Positrons from extra y + with random arr ival times consti tute a f la t 

background to the observed u + decay time spectrum. A comparison of the 

background levels before and after the cuts described above therefore 

provides a measure of the efficiency of those cuts . Figure (1.1) shows 

the Run 2 spin-held data time spectrum after the cuts were made. The 

f i t t ed background of 1.3±9.8 per time bin corresponds to ( 3±22)X10~ 5 of 

the time t»0 r a t e . Before making the cuts a spectrum with a similar 

number of events at early t ines had a background of about 1600 per time 

bin, or 3.6*10~2 of the t -0 r a t e . 



6.5 Momentum Reconstruct ion 

Tne amenta of e* passing through the horizontally focusing 

cylindrical dipole spectrometer were obtained to f i r s t order from the 

sua of the horizontal coordinates at the conjugate foc i . A noalnal x-1 

calibration point was provided by the sharp edge at the endpoint of the 

uSR data. The spectrometer momentum dispersion was measured to be 

approximately 1.07$/cm using e + beams obtained at several settings of 

the beamline elements. 

Empirical ad hoc corrections were introduced to make the 

reconstructed ySR data endpoint independent of impact parameter with 

respect to the magnet axis , mean squared (vert ical) deviation from the 

median plane, and vert ical position at the spectrometer ex i t . This 

procedure was repeated at several spectrometer set t ings to obtain 

corrections appropriate for x#1 at the standard spectrometer se t t ing . 

An additional correction eliminated a residual correlation between 

cos6 e and the reconstructed endpoint, which amounted to Ax-0.001 

between the cose e-0.975 and cosee»1 endpoints. The resul t ing momentum 

resolution was better than 0.2% rms. 

The spectrometer was re-calibrated with e + beams obtained at many 

beamline se t t ings . In Run 3 two sets of calibration data were taken 

with the spectrometer at 42J, 50*, 60JS, 72%, 86J, and 100J of i t s 

standard se t t ing , while in Runs 1 and 2 only the standard se t t ing was 

used. After allowing for a most probable e + energy loss of 

1.75 MeV-cm2/g in the material upstream of the spectrometer, the e* 

momentum was assumed to be proportional to the beaaline dipole 

settings. Any apparent non-linearities or offsets were attributed to 

the spectrometer. With the coefficients of the linear and quadratic 
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FIGURE (6.1>. Momentum correction versus nominal measured momentum 

required to yield linear momentum scale with x«1 unchanged. The curves 

are quadratic f i t s to the points. Additional points with x>1.05 in 

calibrations (c)-(e) were included when determining curves (c ) - (e ) . 
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dispersion terms allowed to vary linearly with spectrometer sett ing I t 

was found that: 

(1) the effective f ie ld integral for particles with a 98* bend angle at 

the various spectrometer settings increased (0.22±0.02)J more rapidly 

than Indicated by the NHR probe in the central f ield region; 

( i i ) the linear dispersion Increased by (1.1±0.2}% between the 

spectrometer U2% and 100* settings; 

( i l l ) the quadratic dispersion was consistent with being constant. 

An independent cal ibrat ion, incorporating the above spectrometer 

behavior, was performed using the reconstructed pSR data endpoints at 

several spectrometer se t t ings . The resu l t was consistent with the 

beamline cal ibrat ions, thereby indicating that the beamline did not 

deviate appreciably from the assumed linear behavior. 

The calibrat ion data displayed in Figure (6.1) shows the correction 

required at the standard spectrometer se t t ing to convert the original 

momentum scale to a l inear momentum scale leaving the nominal x-1 point 

unchanged. The mean of the five curves in Figure (6.1) was taken to be. 

the required momentum correction. 

Conversion of the linear momentum scale to an absolute momentum 

scale i s i l lus t ra ted by the following exmaple. The endpoint of the Run 

3 Al target data was at x«1.0030 on the linear momentum sca le . Allowing 

for uniform energy-loss in the material upstream of the spectrometer 

the expected endpoint i s at x-0.9916 on the absolute momentum scale. 

Thus ?. 'actor of C.9886 converts the linear momentum scale to the 

absolute scale. For data f i t t ing , uniform energy-loss was added back on 

to superimpose the data on the energy-loss straggled theoretical 

spectra (Appendix B). Since the calibration beam e* and the decay e + 
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traverse s i a l l a r amounts of • a t e r l a l , t he l i k e l y error In e s t i a a t i n g 

the uniform energy- loss has n e g l i g i b l e e f f ec t on the ooaentua 

u l t i m a t e l y a t t r i b u t e d t o t h e decay e* . 

The 1o p o s s i b l e sys t ema t i c e r r o r i n t h e momentum c a l i b r a t i o n was 

taken to be the s tandard dev ia t ion of the c o r r e c t i o n s given by the f i v e 

curves in Figure ( 6 . 1 ) . They a r e shown in Table (6.2) for t h e c e n t e r s 

of the momentum bins used in the data a n a l y s i s . 

Standard Devia t ion i n Cor rec t ion Ax Momentum x 

0. 89 

0. 91 

0. .93 

0, ,95 

0, .97 

0 .99 

0.00066 

0.00053 

0.00010 

0.00029 

0.00017 

0.00006 

Table (6.2) 

The above momentum c a l i b r a t i o n sys temat ic e r r o r s a re t o be added in 

quadrature with a l i k e l y e r r o r of ±0.0001 in determining the uSR data 

endpoin t . 

- Events with x<0.88 (x<0.92 in Run 1} , which have lower s t a t i s t i c a l 

power and l a r g e r pos s ib l e sys temat ic e r r o r s i n momentum r e c o n s t r u c t i o n , 

were r e j e c t e d in t h e a n a l y s i s . 
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Chapter 7 

Data Analysis 

7.1 Overview 

The ySR data in 0.04 us time bins and six 0.02 wide x bins were 
fitted to 

N(t) - N0[Jc(x)dx + PyA(x)G(t)<cose>tJD(x)dx]exp(-t/Ty) (7.1) 

Here C(x) and D(x) are the angle independent and dependent parts 

respectively of the radiat ively corrected (V-A) different ial decay ra t e 

[section (3.3)] smeared by the e + energy-loss straggling (Appendix B) 

and by a sum of Gaussian momentum resolution functions. 

The f i t parameters common to a l l x bins were the JJ+ mean-life *„, 

the v* spin precession frequency <D and the i n i t i a l time t 0 incorporated 

into <cose>t» and the two (one) parameters of the Kubo-Tomita 

(Gaussian) spin relaxation function G(t) [section (4 .4 ) ] . The other f i t 

parameters were the normalizations N0 and the asymmetries P)iA(x) 

re la t ive to the (V-A) prediction for each of the six x bins . 

Both the spin-held [Figure (4.1)] and pSR data [Figure (4.3)] are 

consistent with zero background. Since any f i t t ed positive background 

would increase the apparent decay asymmetry and thus strengthen the 

l imits on right-handed currents, the uSR data background was fixed to 

zero. It was checked that the spin-held data exhibited a consistent 

exponential decay rate over the tiae range used In the uSR f i t s . 

The aaxiBun likelihood poisson s ta t i s t i cs x 2 , defined by 

X2 - zRei-Oi+ojlntot/ei)] 
1 
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where o^ and e± are the observed and expected number of events 

respectively in the i ' th bin, was minimized using a double precision 

version of the HINUIT minimization program. 

7.2 Positron Momentum Spectra 

Positrons leaving the stopping target and traversing the other 

material («200 mg/cm2) upstream of the spectrometer are energy-loss 

straggled to lower momenta where the unstraggled decay asymmetry i s 

l e s s . The e + energy-loss straggling therefore increases the apparent 

asymmetry below the endpoint. Figure (7.1) shows the uSR data momentum 

spectra for the Al and Al* targets . The greater energy-loss straggling 

is apparent in the more rounded shoulder in the thicker Al target data. 

The radia t ively corrected (V-A) u + differential decay ra t e [section 

(3-3)] was evaluated for cose»-1,0,1 at momentum intervals of 

Ax«0.0004. These three momentum spectra were energy-loss straggled for 

both ionization and bremsstrahlung using the formalism of Tsai" 9 ) as 

described in Appendix B. 

The three straggled momentum spectra were then smeared by a sum of 

three Gaussian momentum resolution functions with standard deviations 

0, 2o, and 3o determined by f i tt ing the tine-average ySR data to a 

straggled unpolarized (cos8-0) momentum spectrum. 

The integral of C(x) [equation (7.1)] for each x bin was evaluated 

by summing the appropriate smeared and straggled decay rate points of 

the cose»0 spectrum. Similarly the Integral of D(x) for each x bin was 

evaluated by subtracting the sum of the cose*-1 decay rate points froa 

the sum of the cose*! decay rate points and then dividing by 2. 
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FIGURE (7.1). Hoaentua spectra or uSR data with (a) M target and 

(b) Al* tartet . Greater energy-loss straggling in the thicker Al* 

target results in a less sharp edge. 
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7.3 The Positron Angular Acceptance 

The angular acceptance of the apparatus for decay e + in each x bin 

i s given by the observed p e dis tr ibution observed in time-average 

isotropic vSR data. In practice one selects a time window which 

maximizes the number of decay e + originating from ji + with precessed 

spin directions averaging to zero polarization. The p + polarization 

directions ?„, assumed to l i e along -p„ i n i t i a l l y , preeess with 

frequency to-g^eBj/^yC The <cos6>t of equation (7.1) i s given at any 

time t by the mean cose between the p e and precessing P p d i s t r ibut ions . 

If the dis tr ibut ions contain N events 

<cose> t - (1 /N 2 )ncos6i j ( t ) (7.2) 
i j 

where cose^j(t) « (sinSpCosiO^sinegCOSijie)! 

+[(cose„)iSiniot + (slneusin<i> )iCOSa>t](sin6esin<j>e)j 

+[(cos8jJ)ieosa)t - (sin8„sinij) ) i s inu t ] ( cose e ) j 

Note that if azimuthal symmetry i s present equation (7.2) reduces to 

<cose>t - <cos8j,><cosee>cos<jit (7.3) 

Since the precise precession frequency i s unknown unti l the f i t i s 

complete, <cos8>^ i s pre-calculated instead for 1° steps of the 

precession angle *-ut using equation (7.2) . As the f i t proceeds 

variation of the parameters w and t , causes the t i n s bins to correspond 

to different ranges of the 1* precession angle s teps . The <oose> t for a 

given t ine bin i s then the mean <cosS>^, weighted for y* decay within 

the bin, of the precession angle steps or fractions thereof 

ocrrespcr.aing to Uiatt ttrme bin. I t SIM>M1«1 be noted that tfte tlne-aer© 
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parameter t 0 i s well-defined because the observed p^, and hence P u > 

distr ibut ion defines the time-zero phase of the pSR signal . 

Since the procedure described above i s applied to the data in each 

f i t the analysis should be immune to any acceptance changes due, for 

example, to variations in the u + beam phase space or detector 

efficiencies provided the reconstructed quantities for any given event 

are independent of detector efficiency. 

7.4 Positron Momentum Acceptance 

The e + momentum acceptance is a maximum near x«i and decreases to 

about 60S of maximum at x«0.88. Approximating the momentum acceptance 

changes as linear within each of the six x bins a lows simple 

acceptance corrections to be made. 

For each x bin the mean x of time-average F -0 uSR data [section 

(7.3)3 i s calculated and compared with the co responding mean x of the 

theoret ical smeared and straggled unpolarized (cose-0) momentum 

spectrum of section (7.2) . If the data mean x l i e s <Axd> from the bin 

center while the theoretical mean x i s at <ix t >, the acceptance 

correction factor multiplying the theoretical spectra Ax from the bin 

center i s f(Ax) - 1+kAx where k - 3»101<(<Ax<j>-<&xt». After applying 

such corrections to each x bin of the aaeared and straggled cose--1,0,1 

aoaentua spectra the integrals of C(x) and D(x) are calculated as 

described in section (7.2} . 
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7-5 Monte Carlo Tests 

The data f i t t i n g method described in the preceding sections was 

tested using a simple Monte Carlo event generator to produce (V-A) 

•events' according to the radiat ively corrected decay ra t e of section 

(3 .3) . The f i t t ed asymmetry normalized to that expected for (V-A) 

decay, P yA(x), should be consistent with unity. 

Two 'da ta ' sets were generated with different input cos8y, cose e , 

and momentum acceptance dis t r ibut ions . Each 'data ' set contained 

2.0x10^ 'events ' compared to 0.59x10^ real events contributing to the 

final experimental r e s u l t s . The f i r s t 'data ' set had constant input 

cosep (0.99-1.00), cose e (0.975-1.000) and x (0.88-1.00) acceptance 

d is t r ibu t ions , and a u+ spin precession frequency corresponding to 

Bf«70-G. For the second 'data ' se t , generated for BT«110-G, the input 

cose u d is t r ibut ion decreased l inearly to zero at cos6y-0.99; the cose e 

distr ibution decreased l inear ly by 50X from cose e-1+0.975j and the x 

acceptance decreased l inear ly by 10$ from x-1+0.68. In both caoes the 

input Gaussian spin relaxation function G(t) reduced the uSR signal 

amplitude at t«10 us to 70% of i t s t«0 value, which was the largest 

damping observed in the metal target data. No 'events ' were generated 

for t<0.12 ys, again imitating the rea l data. No apparatus effects were 

Included other than those implicit in the input cose,,, cose e , and x 

acceptance d is t r ibut ions . The integrals of C(x) and D(x) in equation 

(7.1) were therefore determined from the momentum spectra of section 

(3.3) without the energy-loss straggling an«l smearing described In 

secis«i« (7,2J. 

The f i t t ed Pw«(xJ averafenl ower x teams far the two "nJata" sets were 

J&.fS96i«D.©ffltU!> acna (D.fSSSjtffl.ttfo&S. 'lit* relets, we eenslsttetaey ®.f these 
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values, and or the ooablned value 0.9997*0.0007 with the input PvHx) 

of unity at a s ta t i s t i ca l level 6.7 tiaes that of the real data gives 

confidence in the f i t t ing procedure. The combined f i t ted P^A(x) for 

each x bin are plotted in Figure (7.2) . 

7.6 Data Fitting Results 

The resu l t s of the various f i t s described in th i s section are 

tabulated in Tables (C.I) and (C.2) of Appendix C. All runs except 

those with some known deficiency were included in the f i t s . For 

example, several runs were rejected because of par t ia l deflation of the 

helium bag (present only in Run 2) between drift-chambers D2 and D3. 

The final resul ts are based on the normalized asymmetries P,,A(x) 

f i t ted to each x bin for the various stopping targets and Bf se t t ings . 

The resu l t s of these f i t s are shown in Table (C.1) for both Gaussian 

and Kubo-Tomita u + spin relaxation functions G(t). The f i t t ed i n i t i a l 

depolarization (12.4±0.9Jf) in liquid He may be due to u +-e~ spin 

exchange processes during or shortly after u + thermalization. The 

f i t ted P„A(x) averaged over x bJ.ns for each metal target data set are 

displayed in Figure (7.3). The Run 2 Cu and Cu* target data exhibits 

s ignif icantly smaller PyA(x) [1.8o for Gaussian G(t)l than the other 

metal target data. Muon range-straggling calculations [Table (5.2)] 

show that the 156 mg/cm2 Cu target was too thin to stop the u + well 

within the ta rge t , while the 222 mg/cm2 Cu* ta rge t , composed of two 

f o i l s , may have suffered from u + stopping between the f o i l s . 

The P„A(x) for a l l x bins and targets should be consistent i f the 

ooaentun cal ibrat ion i s correc , If the decay parameters p and 6 have 
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fields are 8x»70-G (closed symbols) and Bf-nO-G (open symbols). 



their {¥*») values [see equation (3.3)1. and If the targets do oat 

produce differing in i t ia l u* depolarizations. Excluding the He and Run 

2 Cu and Cu* data, the remaining 52 P„A(x) values for Gaussian C(t) 
2 have a mean of 0.9973*0.0016 with X*J"&3.5 (C.L.-11JI). Inclusion of Run 

2 Cu and Cu* yields a mean P„A{x) - 0.993440.0011) with x«»-1Q6.7 

(C.L.-0.2X). The f inal resu l t i s based on the metal target data se ts 

excluding Run 2 Cu and Cu*. The Run 1 Cu* data se : was retained because 

there the u + stopped 0.5 rms straggling lengths deeper in the second 

foil due to the proportional chamber gas being methane/methylal instead 

of magic gas. The x bin averaged P^A(x) in Figure (7.3) for the ten 
2 remaining data se ts are s t a t i s t i c a l l y consistent with Xs'8.4 

(C.L.-49J). Figure (7.1) shows the P„A(x), averaged over the remaining 

metal t a rge t s , for each x bin with the lo possible momentum calibration 

systematic error added in quadrature to the s t a t i s t i c a l er ror . With 

only the s t a t i s t i c a l errors the points have Xs"7.5 (C.L.-19J). The l ine 

i s the best f i t using the world average 6 and p values [section ( 9 . t ) ] . 

Table (C.I) shows that for Run 1 Ag, Au, and Cu*, and for Run 2 Au 

(70-G and 110-G) the Kubo-Tomita G(t) f i t s did no*" have x 2 less than 

the Gaussian G(t) f i t s . Since for these data sets the Kubo-Tomita G(t) 

closely approaches i t s Gaussian limit the true P„A(x) may be less than 

that obtained with Gaussian G(t) . Refitting with a form G(t)«exp(-atB) 

yielded B>2, lower x 2 t and lower PyA(x) for Run 1 Ag, Au, and Cu* but 

not for Run 2 Au. For the 10 metal targets and Kubo-Tomita G(t) the 

mean PuA(it)-1.0020±0.00l8. When the lower values for Run 1 Ag, Au, and 

Cu* are used instead the mean PMA(x)«1.0013±0.0018, which i s s t i l l 

s ignif icant ly larger than the Gaussian G(t) mean P„A(x)«0.9973±O.OOl6. 

Thus the global use of Gaussian G(t) appears to have provided a lower 
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bound on P„A(x). 

Three auxiliary f i t s were aade to each data s e t . Firstly, with Git) 

fixed to unity a common P.,A(x)G(t) was f itted to the x bins for each v* 

spin precession period. The f itted PgA(x)G(t) tabulated in Table (CI) 

and plotted in Figure (7.5) versus the time-range midpoint indicate the 

actual form of G( t ) . The curves In Figure (7.5) correspond to the 

Gaussian G(t) obtained in the primary f i t s . The aluminum target data, 

which has a s ignif icant ly better x 2 ?or Kubo-Tomita G(t) i s seen to 

exhibit an actual G(t) far closer to Gaussian than exponential. The ySR 

signal damping in Al i s much larger than observed in other experiments, 

and may be due to p + trapping in cracks or other defects in the 

cold-rolled Al f o i l s . 

Secondly, for each data set a common PuA(x) was f i t t ed to the 

x bins for each of five 0.005 wide cose e bins with a Gaussian G(t) 

fixed to that obtained in the primary f i t . The resul ts are shown in 

Table (C.1). The 50 measurements in the data sets contributing to the 
2 final resul ts have Xus'52.1! (C.L.-33J). The combined data in Figure 

2 
(7-6) are consistent (x-.'=1>1*. C.L.-85?) with fitted P uA(x) independent 

or reconstructed cose e. 

Thirdly, a common P uA(x) was fitted to the x bins for individual 

runs with the Gaussian G(t) obtained in the primary fit for the 

corresponding data set. The results are tabulated in Table (C.2). 

Figure (7.7) displays the results as a histogram of the deviation of 

the individual run P,jA(;i) from the data set aean in units of the 

individual run statistical error. The histogram is consistent 

(x.»«11-6, C.L.-60J) with a normal distribution truncated at ±to. There 

is no evidence for 'bad* runs apart from those rejected for known 
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FIGURE (7.5). Values of P„A(x)G(t) for each it* spin precession 

cycle with BT-70-G (circles) and Bj-110-G (triangles). The curves 

assume Gaussian p* spin relaxation functions G(t). 
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FIGURE (7.7) . Histogram of the deviation of the individual run 

P„A(x) from the corresponding data set mean In units of the individual 

run s tat i s t ica l error. All runs l isted in Table (C.2) are included. 
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deficiencies prior to data f i t t ing . The PuA(x) of Individual runs 

contributing to the f inal resu l t s are displayed in the Figure (7.8) 

histogram. 

In each of the three auxil iary f i t s the y* spin precession 

frequency, the i n i t i a l time t 0 and the muon mean-life were fixed to the 

corresponding values determined in the primary f i t s . The s t a t i s t i c a l 

errors on PMA(x) in the auxiliary f i t s have been increased by the 5% 

required to compensate for the fixed parameters. 
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Chapter 8 

Corrections and Systetnatics 

8.1 Corrections 

8.1.1 Muon Depolarization in Scattering with Electrons 

The muon beam polarization i s reduced by spin exchange effects in 

scat ter ing with the unpolarized electrons of the medium 3 8 ' . Assuming 

that the muon energy-loss for E>3 keV is due ent i rely to scat ter ing 

with electrons, the calculation in section (1.2) shows the polarization 

of the stopped beam is 0.9993 of the i n i t i a l P u - A possible error of 

±0.0002 i s assigned to th i s estimated depolarization. The f i t t ed values 

of P(JlA(x) should therefore be corrected upwards by a factor of 

1.0007±0.0002. 

8.1.2 Coulomb Scattering 

The method for obtaining the <cos8>t f o r e a c n time bin was 

discussed in section (7.3) . I t was shown that if azimuthal symmetry 

applied 

<eosB>t » <cos8u><cosee>cosut 

Coulomb scattering i s r e l a t i v l s t i c a l l y hel ic i ty conserving and 

non-re la t iv i s t ica l iy spin conserving. The non-relativistic l imit i s 

assumed to apply to the \i*. which in i t ia l ly have 8*0.27. The effect of 

multiple Coulomb scattering i s tc misalign the p* spin and momentua 

directions, and to misalign the true and measured e* emission 
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direct ions . Consequently corrections must be made to both <cose„> and 

<cose e>. 

To a good.approximation material upstream of the midpoint between 

proportional chambers P1 and P2, which measure the incoming muon 

direct ion, contributes to the misalignment of the y + spin and momentup' 

directions while material downstream of th i s point does not. However, 

sca t ter ing in the production target material and in the material near 

P1 require corrections of opposite sign to <eos6j,>. Consider an 

idealized beamline which admits only n* with momenta along the beam 

axis after Coulomb scat ter ing in the production ta rge t . Suppose the 

amount of material near PI i s negligibly small. Since the n + spins and 

momenta are misaligned |<cos6i J ) S pi n >|<|<cos8 ) i >|-1. Now suppose the 

amount of production target material is negligibly small so that the n + 

leave the beamline with spins and momenta aligned along the beam axis . 

Scattering near PI leaves the spins aligned along the beam axis and now 

| < c o s e u > | < | < c o s e y i S p l n > | - 1 . 

The mean production target thickness traversed by the p + was 

6.2 mg/cm2. The thickness of the other material upstream of the 

midpoint of PI and P2 was 18.1 mg/cm2. Scattering near P1 should 

therefore dominate* requiring a net upwards correction to <cose„> and a 

downwards correction to P yA(x). I t should be noted that acceptance 

effects and software cuts preferentially reject potential events with 

the' largest y* scattering angles near PI. Detailed Monte Carlo studies 

using calculations of tfoiiere s c a t t e - l n g " ' * 1 ) yield a correction for 

<cos8j,> of *0.0003, and hence a correction factor for P„A(x) of 0.9997. 

A possible error of ±0.0002 i s assigned to I he correction. 

The e* scat ter ing i s wore transparent. Events in which the e* i s 
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scat tered out of the angular acceptance, i . e . to cose e<0.975, are los t 

while events in which the e + are scattered into the angular acceptance 

are gained. Thus <cos6 e true-* < < c°s8 e> and an upwards correction to 

P„A(x) i s required. Monte Carlo studies yield a correction factor , 

averaged over the various stopping ta rge ts , for PpA(x) of 1.0002. A 

possible error of ±0.0001 i s assigned to th i s correction. 

8.1.3 Extra Muons 

The number N of muons expected to be present in the stopping target 

i s determined by the u + beam rate X and mean-life T„ : 

dN , N 
dt T U 

If the beam is turned on at t-0 

N(t) « Xx u [1-exp(- t / T ) J )] 

Assuming an average proton current of 80 yA incident on the 

production target the y* beam rate i s estimated to be A-1.5X101* Hz from 

the observed y-stop ra te corrected for dead-time. 

Events with extra y + arriving up to 10 us before the y-stop are 

tagged as 'extra-bef ores ' and are rejected. The residual admixture of 

extra-befores arriving before the 10 JJS rejection period i s therefore 

XTyexpt-IOus/T^-S-SxIO"11. The requirement of continuity between the p* 

and e* tracks at the stopping target [section (6.0)] i s estimated to 

reduce the admixture to 0.9*10"*. Taking these extra-before p* to be 

time-average mmpolariaed with ires pec*. Vo the w -s top mans implies a 

corrftctton factor of D.©©©1 far the fatten P„Mx). k pou ' te le •ernar ©f 
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±0.0001 is assigned to this correction. 

A slailar calculation for extra-after y* arriving unobserved during 

the 0-0.3 lis notch (Runs 2, 3) in extra-after-1 [section (5.3)3 laplies 

correction factors of 1.0005 for BT»70-G and 1.0011 for Bj-no-G. 

However, the after-pulsing in PI and P2 which necessitated the notch 

cause some extra-after 'u+ arriving within the notch to be observed as 

after-pulses after the notch. The above corrections are therefore too 

l a rge . If extra-after-2, with a 0-0.5 us notch (Runs 2, 3)t i s used 

instead of extra-after-1 the mean f i t t ed PyA(x) i s reduced by 0.0009 

whereas the calculated reduction i s 0.0013. Thus 30? of the effect 

appears to be los t to after-pulsing. A larger proportion of extra-after 

V* arr iving within the shorter 0-0.3 us notch should be observed a3 

af ter-pulses. I t i s estimated that the calculated corrections should be 

reduced by 50$. Averaging over the two Bf values and including the 

effect of the longer 0.6 ]xs notch in Run 1 yields a correction factor 

of 1.0004 for the f i t t ed P t JA(x). A possible error of ±0.0003 i s 

conservatively assigned to th i s correction. 

8.1.4 Cloud Muons 

Figure (5.3) indicates that 98$ of cloud y + are eliminated by the 

rf time cuts . The f i t t ed asymmetry i s reduced by 0.015 when no rf time 

cuts are made. The residual 2% of cloud u + therefore require an 

estimated correction factor of 1.0003*0.0002 for th'j f i t t ed P A(x). 
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8.1.5 Longitudinal Field Component 

Any residual longitudinal component in the y + spin precessing f ield 

reduces the apparent uSR signal amplitude. 

The methods used to null the *10-G longitudinal f ield in the 

stopping target region [section (5.2.1)] are estimated to leave an rms 

residual longitudinal field »1-G. 

In addition the y + experience the longitudinal components of the 

random local fields due to the nuclear magnetic dipoles. As noted in 

section (M.I) the local fields are a few Gauss for aluminum and copper. 

However, at room temperature the u + are mobile and sample many 

different local fields in succession. The time-average local field seen 

by the u + i s therefore reduced. Assuming a uniform applied transverse 

f ie ld , the local f ield AB is related to the s t a t i c linewidth o by 

equation (4.3): <AB2>«2o2/Tfw

2. Taking o 2 from f i t s using the Gaussian 

spin relaxation function G(t ) -exp(-o 2 t 2 ) yields effective rms local 

f ields AB r m a ranging from 0.2-G for the Au target to 1.0-G for the Al 

ta rge t . The rms longitudinal local field component i s &Brm3/v'3. 

After adding in quadrature to obtain the to ta l longitudinal f ie ld 

Bj, the correction factor for P„A(x) Is 1/cos(B£/B<i>) - 1.0001 when 

averaged over the Bp values. A possible error of ±0.0001 Is assigned to 

this correction. 

8.1.6 Tlainc Errors 

Any random spreads In the tines attributed to the irstop and 

prdecay relative to the true tines effectively snear the «S« signal, 

thereby reducing i t s apparent amplitude. The time spreads of signals 
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from the l e f t and r ight photomutlipliers viewing SI and S2 with respect 

to the Bixed S1 and mixed S2 signals allow an estimate of 2 ns for the 

rms error on the l ifetime of the individual muons. The p + spin 

precession period i s T-1.06 ps for Bj«70-G and T-0.65 ys for Bx-110-G, 

resul t ing in a correction factor for P^ACx) of 1/cos(2irx2ns/T) - 1.0001 

when averaged over B-j values. A possible error of ±0.0001 i s assigned 

to t h i s correction. 

8.1.7 Summary 

The corrections discussed in the preceding sections are summarized 

in Table (8 .1) . The combined correction factor i^ 1.0016±0.0006. The 

possible errors in the u + and e + Coulomb scat ter ing corrections have 

been added l inear ly , as have the possible errors i < the extra-before 

and extra-after muon corrections, before being added in quadrature to 

the other possible e r rors . 



Source of Correction Correction Factor 

Muon depolarization in scattering with e" 1.0007 + 0.0002 

Coulomb scat ter ing of muons 0.9997 + 0.0002 

Coulomb scat ter ing of positrons 1.0002 ± 0.0001 

Extra-before muons 1.0001 ± 0.0001 

Extra-after muons 1.0004 + 0.0003 

Hesidual cloud muons 1.0003 ± 0.0002 

Longitudinal f ield component 1.0001 ± 0.0001 

Timing errors 1.0001 ± 0.0001 

Total correction factor 1.0016 ± 0.0006 

Table (8.1) 
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The major sources of possible systematic error , other than those 

associated with the corrections of section (8.1) , are discussed in the 

following sect ions. Other possible systematic errors are estimated to 

be small compared to ±0.0001. 

8.2.1 Reconstruction of e u and e e 

The main sources of possible systematic error in the reconstruction 

of cose^ and cos8 e are longitudinal misalignment of the wire-chambers 

and the approximations involved in using the f i rs t -order optics 

formalism (Appendix A) to determine the e + t rack. 

A possible error of ±2 mm in the re la t ive longitudinal positions of 

P1 and P2, and of P3 re la t ive to D1 and D2, correspond to errors of 

±0.0002 in <coseM> and <cos9 e>. 

Monte Carlo studies show that the f i rs t -order optics foraalism 

reconstructs the e* tracks, in the absence of scat ter ing and chamber 

resolution effects , with an accuracy much better than ±0.0001 in . 

<cose e>. A 10? change in the assuaed field strength was shown to cause 

a change in the reconstructed <cosee> saall compared to 0.0001. In 

practice ainiaizlng the wlre-chaaber ras residuals allowed the f ie ld 

scaling factor [95* of the Table (5.1) values] to be determined to ±5*. 

A aore conservative estimate of ±0.0002 for the possible error 

associated with the first-order optics foraallaa i s adopted here. 

The v* and •* nave radii of curvature or -10 a and *15 a in the 

spin precesslng field Bj. Ignorlnc their 5 oa path length through Bf 

causes a negligible error In the reconstructed <ooe«p> and <ooeac>. 
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The possible reconstruction errors are therefore estimated to be 

±0.0002 in <cosey> and ±0.0003 in <cose e>. 

8.2.2 Momentum Calibration 

The possible errors in the momentum calibration for the various x 

bins are shown in Table (6.1). Near the (V-A) limit an error Ax in 

momentum yields 

A[PuA(x)]/PyA(x) - -k&x/(.1->ix2) 

The momentum calibration contributes a possible error of ±0.0010 to the 

determination of the endpoint asymmetry Pvk(Q)-^P^S/p [section (9 .4) ] . 

8.2.3 Definition of x-1 

In order to f i t the data to the theoretical momemtum spectra i t i s 

necessary for their endpoints to coincide. This was achieved by f i t t ing 

the endpoint positions of both the data and 'events' generated from the 

theoretical spectra, and adjusting the data x to obtain agreement as 

discussed in section (6.5) . Assigning a possible error of ±0.0001 to 

the endpoint agreement yields an error of tO.OIf in the fitted 

asymmetries, i . e . t0.0001 for P„A(x)-1. 

8 .2 .* Energy-Loss Straggling 

An error of HOI In the Mt&unt of d̂ownstream Material traversed by 

the •* corresponds to an werafe error or i©.0©®3 in the f itted f^ACx). 
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8.2.5 Muon Mean-Life 

The f i t s described in section (7.6) were performed with the u + 

mean-life fixed to the mean value obtained for the corresponding run 

period* The combined mean-life from the three run periods, which used 

different clocks, i s t u-2.209±0.003 us assuming zero background. The: 

s t a t i s t i c a l error i s ±0.006 us for free background. A more conservative 

estimate of ±0.008 us i s adopted here for the possible error in T U . This 

corresponds to an error of ±0.0003 in the f i t t ed P uA(x). 

8.2.6 Summary 

• The possible systematic errors discussed in sections (8.1) and 

(8.2) are summarized in Table (8.2) . The combined possible systematic 

error i s ±0.0013 when averaged over x bins. Table (9.1) shows the 

possible systematic errors for the individual x bins, which differ due 

to the momentum calibration contribution. 



Source of Possible Error Error 

Muon de po l a r i z a t i on in s c a t t e r i n g with e~ ±0.0002 

Coulomb s c a t t e r i n g of muons +0.0002 

Coulomb s c a t t e r i n g of pos i t rons ±0.0001 

Ext ra-before muons ±0.0001 

E x t r a - a f t e r muons ±0.0003 

Cloud muons ±0.0002 

Longitudinal f i e l d component ±0.0001 

Timing e r r o r s ±0.0001 

Recons t ruc t ion of 8y ±0.0002 

Recons t ruc t ion of e e ±0.0003 

Momentum c a l i b r a t i o n ±0.0010 

Def in i t ion of x-1 ±o.ooon 
Pos i t ron energy- loss s t r a g g l i n g ±0.0003 

Muon mean- l i fe Ty ±0.0003 

Total 1o possible error ±0.0013 

Table (8.2) 
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Chapter 9 

Results and Conclusions 

9.1 The Normalized Asymmetries 

The weighted mean normalized asymmetries P,jA(x) of the data sets 
contributing to the final result are shown in Table (9.1). The 
corrections discussed in section (8.1) are included and the estimated 
possible systematic errors discussed in section (8.2) are also shown. 

x Range P u A(x) Systematic Error 

0 .88-0.90 0.9961±0.0071 ±0.0029 

0.90-0.92 1.0109±0.0062 ±0.0021 

0 .92-0 .91 0.99'18±0.0017 ±0.0018 

0 .91-0 .96 1.0019±0.0010 ±0.0015 

0 .96-0.98 0.9939±0.0031 ±0.0011 

0 .98-1 .00 1.0002±0.0028 ±0.0009 

Table (9.1) 

The systematic errors listed In Table (9.1) should be regarded as 

being coapletely correlated between the x bins. Thus if the results for 

N of the x bins are coabined the chl-aqpare i s given by 

x 2 - XItPi-0i)t\r»]1J(prdj) 
ij 

stat stat sys sys where VJJ - *ijet oj * vi oj 

and pj and d| are the predicted and data values respectively. 
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9.2 Right-Handed Current Limits With Massless Neutrinos 

In l e f t - r igh t symmetric models with massless neutrinos the 
2 2 

mass-squared r a t i o e-M (Wj)/M (W2) and mixing angle ; are re la ted to 

the normalized asymmetries by equation (3-5): 

PjjAtx) - 1 - 2 { 2 e 2 + 2e? + ? 2 [ 1 + 6x7(1+2x) ] } 

The right-hand side i s unchanged if the replacements e+-e and z+~Z 
are made. Fit t ing the asymmetries in Table (9.1) to equation (3.5) 

2 

therefore yields two minima of equal chi-SLjuare xo in the real e-5 

plane. The physical minimum, denoted by (e 0 l&o)i has e 020 whereas e<0 

implies imaginary M(W2). The 90J confidence l imits (±1.6150) on c for 
2 2 e-e 0 correspond to the (e 0 t ? ) for which x »Xo+2.706. The contour in 

2 2 

Figure (9.1) i s a curve of constant x -Xo+2.706 and thus represents a 

90J confidence l imit in the above sense. 

Limits on M(Z2) are implied by the re la t ion [section (2.2)] 

MUj^M^jcosewVAcosZew 1 ) . Assuming M(W,)-81 GeV/c2 and 

81^8^ -0 .217 [section (2.1)] the following special case 90J confidence 

l imits are obtained: M(W2)>381 GeV/c2 and M(Z2)>H»»8 GeV/c2 for any c; 

M(W2)>«43t GeV/c2

 a n d M(Z»)>510 GeV/c2 for c-0; |c|<0.0J»1 for M(W2)-»; 

and -0.057<c<0.01'» for any M(Wt). 

9.3 Limits On H(Wt) With H(vuR>«0 

The H a l t s obtained In the preceding section assuned aassless 

neutrinos. As discussed in section (2.3) a popular aodel'*) with 

Majorana neutrinos has very heavy t•«(«*)] right-handed neutrinos. In 

that oase WR i s decoupled from trnuon decay and the present experiment 
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sets no l imi t s on right-handed currents. Here l imits on M(W2) are 

obtained for another possible, if less appealing, scenario: that 

neutrinos are Majorana par t ic les with M(veR)«M(v„R)<40 HeV/c2 . For 

simplicity i t i s assumed that the mixing angle £-0 so that W2*WR. 

According to Rekalo") the differential decay ra te for u~ via 

(V-A), and hence for u + via (V+A), including f i n i t e v y mass, but 

neglecting e" mass and radiat ive corrections i s 

2 
dxd(cose) " <1~v 2 / k 2 )x 2 { (3 -2x)+(3-x )v 2 / k 2 +cose[1-2x- (1+x)v 2 / k 2 ] } (9.1) 

2 2 2 2 

where v-MCv^), k -ny-2mj,Ee, and x«Ee/Ee(max) with EeCmaxJ-dn^-v )/2mu.. 

Limits on M(Wa) as a function of M(VUR) were determined from the 

normalized asymmetries in Table (9.1). M(V,JR)-0,14.9,21.1,25.9,29.9, 

33.1 and 36.6 MeV/c2 yield WR-mediated Ee(max) at the WL~mediated 

x«1,0.98,0.96,0.94,0.92,0.90, and 0.88 bin boundaries respectively. 

Considering only the Table ;9.1) asymmetries lying below the 

WR-mediated Ee(max) the best f i t (V+A) admixture to the (V-A) decay 

ra te was determined for each of the above M(V M R). The u + from 

WR-mediated w+ decay have momenta too low to be accepted by the 

beamline for a l l the above M(V„R)*0. Since i t i s assumed here that c-0 

I t follows that the f i t ted (V+A) admixture i s e 2 for the above 

M{VWR)»0, and 2e 2 for H(V„R)>0. The unphysical t 2<0 region was 

excluded and 90J confidence lower Hal t s on M(Wt) were determined in 

the regaining physical region. 

The result M(Ma)>Mi* GeV/c2 for KV^RJ-O i s In close but not 

perfect agreement with the Un i t M(tft)><l3« GeV/c2 for c-0 and •(«)-© 

obtained from the 90S confidence e*c contour In section (9 .2) . 
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Accordingly the mass l imits found here were reduced by 2% to establish 

agreement at m(v)-0. The resul t ing l imits on M(W2) as a function of 

M(v,jj{) are shown in Figure (9 .2) . The kink near M(V V R)«5 MeV/c2 

corresponds to the W^-mediated ir+ decay y + momentum decreasing below 

the beam-line se t t ing as M(VUR) increases. 

The absence of radiative corrections in °iuation (9.1) introduces 

an error into the M(W2) l imits when the (V-A) and (V+A) momeritum 

spectra have different endpoints, i . e = when M(V„R)*0. The radia t ive 

corrections in section (3.3) reduce the (V-A) decay ra t e for 

unpolarized muons by 8.2$ at x-0.99 and by 3.5$ at x-0.89. Consequently 

in the 'worst case' f i t , where the x«0.978-1.00 W^-mediated x bin 

coincides with the x-0.88-0.90 V^-mediated x bin, the f i t t ed e 2 should 

be =5$ too small. Increasing the central value of e by 5% for the 

MCvyRj-SS.t MeV/c2 point reduces the corresponding 90? confidence l imit 

on M(Wj) by only 0.2J. Thus the error introduced by the cosence of 

radiative corrections in equation (9.1} i s negl igible . 

9.*t Limits On Vv6/p 

The normalised asymmetries P„A(x) are related to the nuon decay 

parameters g, 6, and p by equation (3.3): 

P„A(x) - e*P,,«/pHl • ? x [ « / ( W x ) - 3p/(1+2x)]} 

TV> endpolnt asymmetry P̂ ACO) - ?P„6/p was obtained by f i t t ing tht 

asymmetries in Table (9.1) by equation (3.3) using the world average 

value a >> of p-0.75UiO.0026, and i-O.Tf îO.OOX which combines the 

previous worli average value l l ^ iO-TOSHaO.0095 with the preliminary 

http://p-0.75UiO.0026
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FIGURE (9.2) . Contour representing 90* confidence limit on H(W2) 

versus the mass of any right-handed v„ assuming ;HveR)<<H(vyR). 

For M(V„R)>5 MeV/c2 surface nuons from HR-aediated ** decay have 

momenta below the toeamline momentuM acceptance. The allowed region l i e s 

above the contour. 
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r e s u l t " ) 6-0.748±0.005 froa Run 3 of the present experiment. The f i t 

to the asynaetries before Baking the correction of +0.0016 discussed in 

section (8.1) was shown in Figure (7 .1) . The uncertainties in 6 and p 

introduce a possible systematic error of ±0.0009 into the determination 

of £PM6/p. The f i t t ed value i s £Pp6/p«0.998i»±O.OOl6±0.0016. Since any 

unknown sources of u+ depolarization or any neglected background can 

only decrease the apparent r e su l t , a lower l imit for £Py6/p should be 

quoted. Excluding the unphysical (£Pj,6/p>1) region the 90S confidence 

l imit i s £Pp6/p>0.9951. 

9.5 Limits on M(vpL) and V^L Helicity in IT+ Decay 

Limits on the mass of the left-handed muon neutrino and i t s 

he l ic i ty in pion decay can be deduced from the 905 confidence l imit 

£Pu6/p>0.9951. The weakest l imits are obtained if i t i s assumed that 

right-handed currents are absent. In that case £6/p-1 and hence 

Pp>0.9951. The 905 confidence limit on the V^L he l ic i ty in ir+ decay i s 

then | h ( v y L ) | > 0 ' ^ 5 1 * T h e corresponding l imit on the v pL velocity 

e-v/c>0.9951 in ir+ decay yields the 90J confidence l imit 

M(vpL)<3«0 MeV/c2. For comparison the world average va lue 1 1 ) 

M(V W L)<0.5 MeV/c2 implies P„>0.99986 in the absence of right-handed 

currents. 
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9.6 Lorentz Structure Restr ic t ions 

The couplings in the h e l i c i t y projection form of the f lavor 

re tent ion interact ion Hamiltonian due t o Mursula and Scheck 3 *' are 

re la t ed to £6/p by equation ( 3 . 1 2 ) . If only one coupling other than the 

(V-A) coupling g 2 2 « 1 i s non-zero tne 90% confidence l i m i t £P,,6/p>0.9951 

r e s t r i c t s | g t l | , | f I t |<0.050 and | h l t | , | h 2 1 | < 0 . 1 0 . The r e l a t i o n s among 

the couplings under the assumption of e-p universa l i ty were discussed 

in sec t ion ( 3 - 5 ) . 

In the spec ia l case that the charged current weak interact ions are 

mediated by one heavy spin 1 boson the y + polarizat ion in ir+ decay i s 

given by P u « ( g 2 2 - g n ) / ( g 2 2 + g i i ) and hence g, i<0.0025 with 90? 

confidence. 

Mursula and Scheck a l s o considered the case of neutral Q° exchange 

in addition to WL* exchange. The Q° would have t o t a l lepton number L-0 

but L e-±1 and L y «*1. With the new sca lar , vector , and tensor couplings 

denoted by n, 7, and <(> instead of h, g, and f respect ive ly they find: 

56/p « 1 - 2 ( | Y 1 1 | 2 + | T r l 2 | 2 + M | < t l l l l | 2 ) 

I f only one coupling i s non-zero the 90S confidence l i m i t s are 

| Y , i | , | Y l a | < 0 . 0 5 0 and I*! i |<0 .025 . 

9.7 Limits On Composite Leptons 

The p o s s i b i l i t y that leptons and quarks are composite at some mass 

s c a l e A has received considerable at tent ion in recent years . Among the 

s trongest experimental l i m i t s on A currently quoted*****) are those 

fron Bhabba s c a t t e r i n g (>75Q GeV), nation (g-2) O860 GeV), and a more 
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aodel-dependent estlaate froa v-hadron sca t te r ing (>2.5 TeV). 

The effects of coapositeness may be analyzed in terms of new 

effective contact in teract ions . Following the analyses of P e s k i n " ' , 

and Lane and Barany") the most general SU(2)xU(1) invariant contact 

interaction contributing to p + evv i s 

L c o n t - (g /A KntG^^O (e^K^eO + n2(vwRYK|iR)(eRY l cv e R) 
+ Tt,(vuLY,eveL)(eRYlcuR) + Ti„(eLTfSLKvuRYKveR) 

(9-3) 
+ n s(v pLVR^ eL veR) + ns(v,jLVeR)(eLUR) 
+ Ti7(v y Rv L)(eRv e L) + n,(v p Rv eL)(eRUL) 

where g i s a coupling of hadronic strength; the m are of order unity 

and are normalized so that |TIL|*1 i n t n ® diagonal coupling 

(g 2/2A 2)[nL(eL> K eL)(e LY l ce L) + . . . ] 

The f i r s t and second terms in equation (9.3) are purely left-handed 

and right-handed respectively, and henee are indistinguishable from the 

usual. (V-A) and (V+A) interact ions. 

There are three special cases of in teres t : 

1. If only left-handed (right-handed) leptons are composite then only 

the purely left-handed (right-handed) term survives, i . e . only 

Th (n i ) * 0. 

2. If both left-handed and right-handed leptons are composite but 

contain quite different se ts of constituents then the purely 

left-handed and right-handed terms doalnate, i . e . m.n*»other n j . 

3. If there i s no v R , or M(vR) i s large, only n i .n i 'O. 

Assualng an effective interaction Lagrangian Lgff - Ly_A • L^n t 

yields the endpoint decay rate: 



1 - P„A(0) - 2(620GeV/A)\g 2Aw) 2(nf + n* + n»/*) 

The limit P„A(0)«eP,16/p>0.9951 then implies 

A 2 > (2780GeV) 2 (g 2 /4 i rV(TU + ru + tis/H) 

with 90% confidence. (If the not unreasonable assumptions g2/1ir«2.1 

ni>0.2 are made, the l imit A>2200 GeV would be obtained.) 

For the special cases discussed ear l ie r the l imit becomes 

1. Only left-handed leptons composite: no l imi t . 

Only right-handed leptons composite: A2>(2780GeV)2(g2/4ir)n2 

2. Left- and right-handed leptons have 

different sets of constituents: A2>(2780GeV)2(g2/4ir)n2 

3. No VR, or M(vR) large: A2>(2780GeV)2(g2/J)Tr)n3 



107 

Appendix A 

First-Order Optics of Solenoidal Fields 

This Appendix follows closely a set of notes by K. Halbach"*). The 

equation of motion for a par t ic le of momentum g and charge e in an 

external magnetic f ie ld B is 

g - e(xxB) <A.1) 

Evaluation of V.B-0 on the solenoid axis (z-axis) gives the f i r s t 

order off-axis f ie ld components 

B x - -xB z ' /2 and By - -yB z ' /2 

where d/dz is denoted by ' • 
Then from (A.I) 

Px " e(y Bz + zyB zV2) (A. 2) 

p y - -e(zxB zV2 + xB z) (A.3) 

p z - e(yx - xy)B zV2 (A.H) 

With z-Vo and eB z/mv 0 - Bz/Bp - k, where Bp is the magnetic 
rigidity of the particle, (A.2) and (A.3) become 

x" - y'k + yk'/2 

y" - -(x«k + xk»/2) 

which with the notation w • x+iy any be written as 

w" - -i(kw' «• k«w/2) (A.5) 
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Introducing a new coordinate system t - £+in in the w plane, but 

rotated by -a with respect to w - x+iy gives 

w - ceia (A. 6) 

w' - ( C + ia'Oeia (A.7) 

w" - (?" + a i a ' c ' + io"c - a , 2 c ) e l a 

and from (A.5) 

5" + i (2a '+k)C + ( i a " - a , 2 - a , k + i k ' / 2 ) c - 0 

fz 
Now set t ing a' - -k/2, a - -(1/2Bp) B 2(z)dz yields 

J 0 

C" + (k/2) 2 5 - 0 (A.8) 

The particle motions in the £ and n directions of the rotating x, 

coordinate system are now decoupled: 

£»+(k/2)25 - 0 and n"+(k/2)2n - 0 

Equation (A.8) has solution 

C(z) - c Icos(kz/2) + c,sin(kz/2) 

and hence c ' (z) - (k/2)[-Cisin(kz/2) + c 2cos(kz/2)3 

Choosing the i n i t i a l conditions c(0)-Co and c*(0)-c, ' implies c t-Co and 

c»»2co'/k. Thus (c,c*) a t z+L are related to (c*»C*') a t z by 

fc "j TcosdcUZ) (2/k)sin(kU2>l fc, 1 

[c'J [-(k/2)aln(kL/2) cos(kU2)J[c,'J 



where k«<Bz>/Bp. 

The track vector in the laboratory (w) coordinate system i s given 

by (A.6) and (A.7): 

x+iy - (5+itiMcosa+isina) 

x '+iy ' - [5'+iu'+(n-i€)k/2](coso+isino) 

Transport matrices between the stopping target and the wire planes 

of P3-D2 were formed by multiplying together the transport matrices of 

(A.9) corresponding to successive short steps along the solenoid axis 

using the f ie ld values in Table (5 .1) . The i n i t i a l e + track vector at 

the stopping target may then be determined from a leas t squares f i t to 

the wire chamber space points. 
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Appendix B 

Positron Energy-Loss Straggling 

The e* lose energy by ionization (including Bhabba scat ter ing) and 

bremsstrahlung. The ionization energy-loss AE has a much shorter t a i l 

than the bremsstrahlung, fa l l ing as 1/(AE)2 versus 1/AE for the 

bremsstrahlung. Comparison of the formulae given by Tsai ' shows that 

the ionization (bremsstrahlung) process dominates for AE less (greater) 

than about 20-MeV/(Z+2.5) where Z is the atomic number of the material . 

Since the pSR data x range of 0.88-1.00 corresponds to an energy range 

of 6.3 MeV both processes must be considered. 

According to Tsai 1 ") the probability that an electron with i n i t i a l 

energy E0 has energy E'>E0-A0-AE after traversing t radiation lengths, 

where A0 i s the most probable energy-loss due to ionizat ion, is 

P<E.,E.,t) - ( 1 + 0 .5772b t ) [ | i ] b t [ l - j ^ J ^ (B.1) 

where r - 0.15J)MeV(Z/A)g 

with . g » number of g/cm2 for t radiation lengths 

and b - (H/3)[1+(Z+1)/9(Z+nHn(l83Z-1''3)] 

with n - ln( lM0Z~ 2 / 3)/*n(183Z - 1 / 3) 

I t follows from equation (B.1) that the probability of the 

straggled energy lying in the range Ep-A0-AEi < E" < Eo-Ao-AEj is 

P ( E . . E B ( t ) . 1 * ° ^ t

7 2 b t

 { [ A E l

b t - A E l

b t ] - - ^ U E ^ - ' - A E , 1 * - ' : ! ) (B.2) 

The r e l a t i v e l y corrected (V-A) differential decay rate [section 



I l l 

(3*3)] was evaluated for co36--1,0,1 at amentum Intervals of Ax-0.0004 

in the range x-0.88-1.00. These three momentum spectra were straggled 

according to equation (B.2) Ignoring the most probable ionization 

energy-loss A0 which i s essent ia l ly constant over the x range of 

in te res t . Equation (B.2) i s valid for AE210r. Consequently the stopping 

target material and the other material upstream of the spectrometer 

traversed by the e* were each divided into 10 steps and the straggling 

was performed by successive application of equation (B.2). 
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Appendix C 

Tables of Data Fit Results 

Run Period 1 
Target Ag 
% 70-G 
Events Fitted 24457 

x Range 
Gaussian 

P„A(x) 
Kubo-Tomita 

0.92-0.94 0.9796 

0.94-0.96 1.01114 

0.96-0.98 1.0125 

0.98-1.00 1.0085 

Mean P,jA(>c) 1.0068. 

+0.0194 
-0.0197 
+0.0160 
-0.0164 
+0.0132 
-0 .0136 
+0.0105 
-0.0111 

+0.0070 
-0.0071 

887.35 2 
x • 
A 9 1 2 

0.9798 

1.0145 

1.0127 

1.0087 

1.0070 

887.36 

+0.01 94 
-0 .0198 
+0.0161 
0.0165 
0.0132 

-0.0137 
+0.0105 
-0 .0112 

+0.0070 
-0.0071 

cos8 e Range 

0.975-0.980 

0.980-0.985 

0.985-0.990 

0.990-0.995 

0.995-1.000 

P y A(x ) (Gaussian) 

0.9978 
+0.0172 
-C.0181 

,+0.0159 
-0.0166 

,+0.0141 
-0 .0150 

1 . 0 0 0 4 + 0 - 0 1 J * 3 

-0.0151 
,+0.0138 

0.9921 

1.0272 

1.0156 0.0150 

t(us) 

0.89 

1.94 

3.00 

4.06 

5.11 

6.17 

7.22 

8.28 

9 .20 

P M A(x)G(t ) 

1.0211 

0. 9679. 

0.9941 

1.0073 

0.9632*2 

1.0083 

0.9582 

0.9270 

0.8137 

+0. 
0 . 

+0. 
0 . 

+0. 
0 . 

• 0 . 
- 0 . 

0095 
0101 

.0145 
,0150 
0156 
0168 
0193 
0214 
0273 
0294 
0272 
0342 
0445 
0511 
0587 
0684 
0905 
1005 

Table ( C D . . . 
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Run Period 1 
Target Al 
B T 70-G 
Events Fit ted: 27410 

x Range Gaussian 
PpA(x) 

Kubo-Tomita 

0.92-0.94 ••«<!.5 
0.94-0.96 '•«<S2 
0.96-0.98 0 9 8 4 ? + 0 ' 0 1 3 1 

° ' V O ^ - 0 . 0 1 3 5 
0 .98-1 .00 0 9 7 H 3 * 0 - 0 1 1 6 

0 , y W - 0 . 0 1 2 1 

Mean P^ACx) 0 9 8 4 9 * 0 * 0 0 7 1 

° ' y O 4 y - 0 . 0 0 7 2 

0.9980, 

1.0055' 

0.9896 

0.9798 

0.9927 

+0.0211 
0.0205 

+0.0182 
-0 .0172 
+0.0173 
-0.0151 
+0.0168 
•0.0138 

+0.0089 
-0.0087 

X t n " 916.57 915.73 

oosee Range P„A(x) (Gaussian) t (us) P^AUMt) 

0.975-0.980 1 0 0 2 i » * 0 - 0 1 5 6 0.89 fifi +0.0101 
° * 9 8 6 7 - 0 . 0 1 0 5 

0.980-0.985 1 n n « i + 0 ' 0 1 i 4 0 

1 ' 0 0 8 1 - 0 . 0 1 4 8 1.94 n Q f t i 7 + 0 ' 0 1 2 8 

° ' 9 8 1 7 - 0 . 0 1 3 4 
0.985-0.990 0 9 7 0 1 * ° - 0 1 l t 3 

0 , y ' -0.0149 3.00 0 9 5 8 5 * 0 ' 0 1 6 7 

° - a 5 O : > -0 .0175 
0.990-0.995 0 9 7 2 8 * 0 - 0 1 5 0 

°'*'d -0.0156 4.06 0 9 7 9 2 * 0 - 0 1 9 1 1 

° * y 7 9 2 - 0 . 0 2 0 9 
0.995-1.000 0 9 6 9 9 * 0 ' 0 1 6 9 5.11 0 9 1 8 4 * 0 , 0 2 7 6 

0 , y l 8 -0.0295 
6.17 0 9 0 1 2 * ° > 0 3 8 8 

0 , 9 0 , 2 - O . O I I 1 6 
7.22 „ +0.0490 

° ' 9 3 2 5 - 0 . 0 5 3 3 
8.28 0 9 1 3 5 * 0 - 0 5 6 1 

° * 9 1 3 5 - 0 . 0 6 2 4 
9.20 0 9 7 5 4 * 0 , 0 6 0 5 

° * 9 7 5 -0.0775 

Table (C.I) oont. 
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Run Period : 1 
Target Au 
Br 70-G 
Events F i t t e d : 20174 

x Range Gaussian 
PpA(x) 

Kubo -Tomi ta 

0 ,92-0 .94 , „ „ +0.0209 
• - 0 0 5 1 -0 .0213 1.0051 +0.0209 

-0 .0214 

0 .94 -0 .96 +0.0174 
1 ' 0 3 5 7 - 0 . 0 1 7 9 1.0357 +0.0175 

-0 .0180 
„ „ +0.0146 +0.0146 

0 .96 -0 .98 0.9957 
^ -0 .0151 

0.9957 -0.0151 
„ „ +0.0120 +0.0120 

0 .98-1 .00 ° ' 9 9 5 1 - 0 . 0 1 2 8 0.9951 -0.0128 

Mean P u A(x ) 1 0 0 4 0 + ° ' 0 0 7 7 

' * u w -0 .0077 1.0040 +0.0077 
-0.0077 

2 
X - 1015.16 X 2 - 1015.18 

9 1 3 9 1 2 

cose e Range P u A(x ) (Gaussian) t (us) P p A(x )G( t ) 

0.975-C.980 1 . 0 2 2 3 + ° ' ° l 6 l t 

, u * ° - 0 . 0 1 7 7 0.89 8 +0.0119 
0 , 9 8 1 5 - 0 . 0 1 2 4 

0.980-0.985 0 9 9 ^ 1 + 0 * 0 1 6 5 
{ i ' ^ i -0 .0174 1.94 1 . 0 2 0 * * 0 * 0 1 2 2 

* u ^ ' -0 .0135 

0,985-0.990 '•—XSS 3.00 0 9 7 9 7

+ 0 - 0 1 7 6 
U ' * ' y - 0 . 0 1 8 9 

0,990-0.995 • •«<SS 4.06 1 * 0 2 l 6 - 0 . 0 2 3 8 

0 .995-1 .000 •••wSSS 5.11 *0.0150 
1 * 0 3 5 7 - 0 . 0 2 2 7 

6,17 0 9 0 7 8 + 0 - 0 " 3 1 

7.22 M +0.0548 
° * 9 0 7 5 - 0 . 0 6 l 4 

8.28 0 9 H 5 6 * 0 , 0 7 2 3 

9.20 0.67M*!*"5 - 0 . i 2 8 6 

Tfcble (C.HJ ©omit. 
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Run Period 1 
Target cf 
BT 70-G 
Events F i t t e d 23734 

x Range Gaussian 
PpA(x) 

Kubo-Tomita 

0 .92-0 . 94 0 9 9 3 0 * 0 ' 0 1 9 5 

°-™3 -0.0199 0-9930l° .0195 
.0199 

0 n "~0 96 »•'»«!?! 0.9905*JJ 0167 
0171 

0 .96-0 . 98 '•°°°*Vo\ll 1.0005*°, 0138 
0143 

0 . 9 8 - 1 . 00 1 0 1 4 5 * 0 ' 0 0 9 7 
1 , C 1 ^ - 0 . 0 1 0 4 1 . 0 1 4 5 - 0097 

0104 

Mean P^ A(x) 1 0 0 4 0 + 0 ' 0 0 6 9 
1 , U U -0.0070 1.0041*°/ 0069 

0070 

936.60 936.60 

c o s e e Range P uA(x) (Gaussian) 

0.975-0.980 ,+0.0171 
° - " i 6 - o : o i 8 ! 

0.980-0.985 1 0091 + 0 - ° ' 5 5 
1 - o o y l - 0 . 0 1 6 4 

0.985-0.990 0 9 9 6 8 * 0 * 0 1 5 1 

° * y y t , o - 0 . 0 l 6 0 

0.990-0.995 0 9 9 5 7 * ° - ° m 

° ' 9 y b ' - 0 . 0 1 5 4 

0.995-1.000 1 0 3 4 1 + 0 ' 0 1 3 9 
1 , u ^ -0 .0155 

t (us) PuA(x)G(t) 

0.89 0.9988*°,; 

; .94 1.0078*°-- 0 . 
3.00 0.9890*°* 

4.06 0 . 9 * 9 ! $ ; 

5.11 0.9841*°* 

6,17 L o ^ e ; 0 : 

7.22 0.9471 _ „ ' 

6.28 0.89471J; 

9.20 0.8932*°* 

01 c; 
0114 
0126 
0135 
0156 
0169 
0201 
0218 
0287 
0314 
0359 

.0395 
0471 
0538 
f>644 
0717 
0852 
0983 

Table (C.l) cont. 
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Rtr. Period : 1 
Target He 
»T 70-G 
Events F i t t e d : 285*7 

x Range Gaussian 
P uA(x) 

Kubo -Tomita 

0 .92-0 .91 ° - 8 M 5 - 0 . 0 2 1 2 0.9121 +0.0216 
-0.0217 

0 .91-0 .96 R R +0.0183 
0 > 8 8 3 5 - 0 . 0 1 8 1 0.9321 +0.0220 

-0.0222 
0 .96-0 .98 ° ' 8 9 0 6 - 0 . 0 1 6 2 0.9396 +0.0198 

-0.0199 
0 .98-1 .00 +0.0153 

° ' 8 6 5 3 - 0 . 0 1 5 6 0.9117 +0.0191 
-0.0191 

Mean P^Afx) +0.0087 
° - 8 7 6 J , - 0 . 0 0 8 7 0.9252 +0.0106 

-0.0106 

x f 1 B - 910.98 X2 - 906.9? 
9 1 3 

c o s e e Range P„A(x) (Gaussian) t (ys) P p A(x)G(t) 

0.975-0.980 n . - , . ,+0.0196 
° - 8 9 5 6 - 0 . 0 2 0 2 0.89 0 . 8 9 1 2 + 0 - 0 1 1 5 

U , 0 y l -0 .0118 
0.980-0.985 fi +0.0190 

° - 8 7 1 5 - 0 . 0 1 9 1 1.91 0 ' 8 0 4 2 - 0 . 0 1 6 1 
0.985-0.990 . +0.0186 

° ' 8 5 1 1 - 0 . 0 1 8 9 3.00 C.8322 +°«°202 
-0.0207 

0.990-0.995 „ +0.0183 
° - 8 9 0 0 - 0 . 0 1 8 7 1.06 0 7 9 7 5 + 0 * 0 2 5 9 

O , 7 y ' ! 5 - 0 . 0 2 6 7 
0.995-1.000 0 8 7 9 1 + 0 > 0 2 0 1 

0 , B 7 9 1 -0.0206 5.11 . 7 „ n f t + 0 . 0 3 5 9 
° ' 7 2 0 8 - 0 . 0 3 7 0 

6.17 0.6660+°'°IS7 

-0.0182 
7.22 n ,,.,.-+0.0589 

° - 6 5 5 0 - 0 . 0 6 1 1 
8.28 "•**S:SI 
9.20 "•«C!:3 

Table (C.I) cont. 
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Run Period 2 
Target Al 
Br 70-G 
Events Fi t ted 1*3335 

x Range Gaussian 
P„A(x) 

Kubc -Tomita 

0 .88-0.90 1 n n f i 1 + 0 . 0 1 3 9 
K 0 0 6 1 - 0 . 0 1 4 0 1.0089 +0.0141 

-0.0143 
0.90-0.92 1 . 0 1 7 1 * 0 ' 0 1 1 8 

, u " - 0 . 0 1 1 9 1.0200 +0.0121 
-0 .0123 

0 .92-0 .91 0 9 6 7 9 + 0 ' 0 1 0 3 

O , V t 3 ' 9 - 0 . 0 1 0 3 0.9707 +0.0104 
-0 .0105 

0.9^-0.96 0 9 9 9 5 + 0 - 0 0 8 6 

O , y y 9 5 - 0 . 0 0 8 7 1.0025 +0.0089 
-0.0092 

0 .96-0.98 0 9 9 2 2 + 0 • 0 0 7 i , 

0 , y ^ -0.0075 0.9952 +0.0088 
-0.0076 

0.98-1.00 1 0 0 3 2 + 0 - 0 0 6 2 

1 , 0 W -0 .0061 1.0064 +0.0081 
-0.0064 

Mean P^ACx) 0 9 9 7 1 + 0 ' 0 0 3 6 
O , y y n - 0 . 0 0 3 6 1.0004 +0.0038 

-0.0038 

x L 3 - 1 5 2 9- 2 8 w 1 5 2 8- 7 7 

c o s e e Range P,jA(x) (Gaussian) t (ys) P„A(x)G(t) 

0.975-0.980 0 9 8 4 4 + 0 ' 0 1 0 9 
0 , y 0 -0.0112 0.64 1 0 0 2 7 + 0 * 0 0 5 1 

1 , 0 0 ' ; 7 -o.oo52 
0.980-0.985 0 9 9 2 5 + 0 - 0 0 8 2 

0 , S y 2 5 - 0 . 0 0 8 3 1.70 n Q f i R t ; + 0 - 0 0 6 8 

° ' 9 6 8 5 - 0 . 0 0 6 9 
0.985-0.990 1 n n f t i + 0 - 0 0 7 i * 

K 0 0 8 1 - 0 . 0 0 7 6 2.76 -+0.0088 
° - 9 5 0 8 - 0 . 0 0 9 0 

0.990-0.995 0 9 9 9 2 * 0 - 0 0 ? 2 3.82 0 O i | 2 7 + 0 - 0 1 0 9 

° ' ^ 2 7 - 0 . 0 1 1 2 
0.995-1.000 0 9936" ° - 0 0 7 1 

° ' 9 9 : J t > - 0 . 0 0 7 2 4.87 0 9 1 0 7 * 0 ' 0 1 " 6 
O , y l O 7 - 0 . 0 l 4 9 

5.93 o - ^ o 0 : ^ 
6.99 ••«<SS 
8.05 0 TZZO* 0 - 0 3 1 1 9 

° - 7 Z Z O - 0 . 0 3 5 8 
9.08 0 7 1 1 2 + 0 . 0 4 7 7 

° * 7 1 1 -0.0K92 

Tatle (C. I ) cont. 



Run Period 
Target 
BT 
Events F i t t ed 

2 
Au 
70-G 
1-.1158 

x Range Gaussian 
P uA(x) 

Kubo-Tomita 

0 .88-0 .90 

0 .90-0 .92 

0 .92-0 .91 

0 .94-0 .96 

0 .96-0 .98 

0 .98-1 .00 

Mean P y A(x) 

1 n i f t f t + 0 - 0 1 5 0 

1 * 0 1 8 8 - 0 . 0 1 5 2 
+0.0121 

1 , 0 2 5 0 - 0 . 0 1 2 5 

0 9 8 3 9 + 0 ' 0 1 0 8 
O , y O 3 y - 0 . 0 1 O 9 
0 9 9 7 6 + 0 - 0 0 9 2 

° ' 9 y ' -0.0093 
0 9 9 2 I * 0 ' 0 0 7 8 

0 ' 9 5 W -0.0080 
0 9 9 4 9 + 0 - 0 0 6 3 

0 , 9 y 4 y - 0 . 0 0 6 6 

0.9975 +0.0037 
-0.0037 

1.0195 

1.0257 

0.9816. 

0.9983 

0.9931 

0.9957 

0.9989 

+0.0153 
0.0155 

+0.0129 
0.0129 

+0.0113 
0.0113 

+0.0100 
-0.0098 
+0.0095 
-0.0085 
+0.0080 
-0.0072 

+0.0013 
•0.0012 

X2 - 1510.97 X 2 - 1510. 99 
* U i | S n l » » 2 

cos8 e Range P„A(x) (Gaussian) t (us) P uA(x)G(t) 

0.975-0.980 0 9 9 0 5 * 0 - 0 1 1 1 ' 0.61 0 9 9 8 9 + 0 ' 0 0 5 7 
U - a y D y - 0 . 0 0 5 8 

0. 980-0.985 +0.0085 
1 , 0 1 ^ -0 .0087 1.70 0 9 9 4 1 4 + 0 ' 0 0 7 2 

O ' y i m - 0 . 0 0 7 l 
0.985-0.990 o 991 r ° - ° 0 8 0 

0 , 9 y l -0.0082 
2.76 0 9 9 1 6 + 0 ' 0 0 8 9 

0 , y 9 1 -0.0092 
0.990-0.995 0 9 9 2 2 + 0 - 0 0 7 5 

0 , y 3 -0.0077 3.82 0 . 9 9 8 1 + 0 - 0 1 1 5 

" ' ^ -0.0120 
0.995-1.000 0 9 9 8 9 + ° - 0 0 7 4 O . 9 9 B S _ 0 > 0 0 7 6 1.87 0 9 9 7 8 + 0 ' 0 1 3 8 

5.93 O Q R 8 f i + 0 - 0 1 8 2 

° ' 9 8 8 8 - 0 . 0 1 9 1 
6.99 . --,,.+0.0213 

K 0 0 6 5 - 0 . 0 2 1 0 
8.05 0 9 2 3 ^ 0 • 0 3 , , 1 , 

0 , 9 2 3 1 -0.0365 
9.08 1 O i f i * , * 0 * 0 3 * 3 

K 0 1 6 6 - 0 . O 3 9 5 

Table (C . l ) c o m . 
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Run Period 2 
Tar s e t Cu 
Bj 70-G 
Events Fi t ted: 129820 

x Range PpA<x) 
Gaussian Kubo-Tomita 

0 .88-0 .90 0 9 9 7 7 + 0 - 0 1 1 1 3 

° * y y ' ' - 0 . 0 1 4 4 0 9 9 7 7 * 0 - 0 1 " 2 

° - y y 7 7 - o . o i 4 4 
0 .90-0 .92 ft O « 5 f t + 0 - 0 1 2 0 

° - 9 8 3 8 - 0 . 0 1 2 1 
0 O 8 , Q + 0 . 0 1 1 9 
o . y o 3 9 _ 0 # 0 1 2 1 

0.92-0.94 0 9 9 2 8 + ° - 0 1 0 1 

0 , 9 ! K -0.0102 0 9 9 2 q + 0 - 0 1 0 1 

° ' " 2 9 - 0 . 0 1 0 2 
0 .94-0 .96 0 9 8 1 9

+ 0 - 0 0 8 8 

U , y O l y - 0 . 0 0 8 9 0 9 8 2 0 + ° - 0 0 8 8 

U f 8 2 0 - O . o o 8 9 
0 .96-0 .98 0 9 8 5 1 + ° - ° 0 7 5 

° , S W V o . 0 O 7 6 ° - 9 8 5 2 - 0 . 0 0 7 6 
0 .98-1 .00 0 9 7 9 6 + 0 - 0 0 6 J ' 0 , y ' y -0.0065 

0 9 7 9 7

+ 0 - 0 0 M 

O , y ' 9 7 - 0 . 0 0 6 5 

Mean PyA(x) 0 9 8 4 4 * 0 * 0 0 3 6 
U , y o ^ - 0 . 0 0 3 6 0 9 8 i ( 5 + ° - 0 0 3 6 

° * y M 5 - 0 . 0 0 3 6 

1421.57 X - 1424.54 

cos6 e Range PuA(x) (Gaussian) t (us) PuA(x)G(t) 

0.975-0.980 ft OBfiC u , U T O O 

° ' 9 8 6 5 - 0 . O 0 9 0 
0.64 

0.980-0.985 . +0.0082 
° - 9 8 2 3 - 0 . 0 0 8 4 1..70 

0.985-0.990 0 9 9 1 5 + ° - ° 0 7 7 

O , y y l t ) - 0 . 0 0 7 9 2.76 

0.990-0.995 ft of tnf i + 0 ' 0 °75 
° ' 9 8 0 6 - 0 . 0 0 7 6 3.82 

0.995-1.000 ° ' 9 8 6 6 - O . O 0 7 2 4.87 

5.93 

6.99 

8.05 

9.08 

0.9841 

0.9792 

0.9792 

0.9641 

0.9799. 

0.9340^ 

0.9289 

0.9656 

0.9123 

+0.0054 
-0.0054 
+0.0071 
-0.0Q72 
+0.0086 
0.0088 

+0.0114 
-0.0117 
+0.0135 
0.0140 

+0.0192 
0.0200 
+0.0247 
0.0259 
+0.0283 
0.0304 
+0.0444 
0.0476 

Table (C.I) cont. 
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Run Period 2; Target - Al; Bj - 110-G; Events Fitted - 56529 

x Range Gaussian 
P„A(x) 

Kubo-Toaita 

0 .88 -0 .90 0 9 8 3 9 + 0 - 0 2 1 2 
0 , 9 B J 3 - 0 . 0 2 1 4 0 9 9 4 0 + 0 , 0 2 2 7 

0 .90 -0 .92 i o i f i 7 + 0 - 0 ' 7 8 

1 > 0 1 8 7 - 0 . 0 1 8 0 
+0.0195 

1 ' 0 2 9 0 - o : o i 9 3 

0 .92 -0 .94 1 n i t t * 0 - 0 ^ " 
K 0 1 6 3 - 0 . 0 1 5 7 

1 n ? f i n + 0 - 0 1 7 1 

1 ' 0 2 6 0 - 0 . 0 1 6 9 

0 .91 -0 .96 i n n ? f i + 0 - 0 1 3 0 

1 , 0 0 2 6 - 0 . 0 1 3 3 
1.0117 ,+0.0149 

-0 .0146 

0 .96-0 .98 0 9 9 4 6 + 0 ' 0 1 1 0 

0 - 9 y -0 .0113 1.003: 
+0.0130 
-0 .0126 

0 .98 -1 .00 0 9 9 0 9 + 0 - 0 0 9 6 

° - y y o y - 0 . 0 1 0 0 '•«»5:S:J 
_ „ +0.0054 +0.0062 

Mean P u A(x ) 
? ° - 9 9 8 8 - 0 . 0 0 5 4 

X » * . " 1 5 2 5 - 5 9 

1.009C 

X ? * . , - 1522.1 
' -0.0062 ? ° - 9 9 8 8 - 0 . 0 0 5 4 

X » * . " 1 5 2 5 - 5 9 

1.009C 

X ? * . , - 1522.1 2 

c o s e e Range PpA(x) (Gaussian) t (ys) P M A(x )G( t ) 

0 .975-0.980 ••«<SS 0.44 *»»:S:S£ 
0.980-0.985 ••*<!!§ 1.09 ' •«*»$% £ 
0.985-0.990 1 n n f l u + 0 - o m 

U 0 0 8 i , - 0 . 0 1 1 8 1.75 0 9 7 6 5 + 0 , 0 1 3 ° 
u - y ' o : ' - 0 . 0 1 3 5 

0.990-0.995 0 9 9 5 6 + 0 - 0 1 1 0 

° - 9 y 5 b - 0 . 0 1 l 4 2.40 0 9 7 2 9 + 0 , 0 1 5 1 

0 , y 7 z y - 0 . 0 1 5 7 
0.995-1.000 1 0 0 9 2 + 0 , 0 1 0 5 

1 , 0 0 9 2 - 0 . 0 1 0 9 3.05 0 9 3 7 5 + 0 ' 0 1 9 1 

0 , 9 3 7 5 - 0 . 0 1 9 8 

3.71 0 . 9 4 6 1 + 0 ' 0 2 1 2 

3 -0 .0223 

4.36 0 9 3 3 3 + 0 ' 0 2 5 2 

°" " " - 0 . 0 2 6 5 

5.01 R O+0.0302 
0 , 8 7 7 8 - 0 . 0 3 1 6 

5.67 0 7 9 9 0 + 0 ' 0 3 8 8 

° ' ' " - 0 . 0 4 0 4 

6.32 ° ' 8 5 9 6 - 0 . 0 4 4 3 

6.97 M +0.0488 
° ' 8 * 3 7 - 0 . 0 5 2 0 

7.63 0 8 1 2 9 + 0 * 0 5 7 1 

0 , 0 1 2 S - 0 . 0 6 1 3 
8.28 ° - 8 M 8 3 - 0 . 0 7 5 1 
9.10 n T f t f i i * 0 - 0 7 1 1 2 

° ' 7 8 6 1 - 0 . 0 7 9 8 

Table (C.l) cont. 
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Run Period 2; Target - Al*; Bx - 110-G; Events Fitted - 55**5 

x Range Gaussian 
PpA(x) 

Kubo-Tonl ta 

0 .88-0 .90 0 9 7 0 1 + 0 ' 0 2 2 1 
0 , 9 7 0 - 0 . 0 2 2 1 0.9832 ,+0.0230 

-0 .0245 

0.90-0,, 92 0 9 8 5 7 + 0 - 0 1 8 5 0.998S 
+0.0222 
-0.0193 

0 .92 -0 .91 1 n n J i f i + 0 - 0 1 5 6 

1 ' 0 0 , , 6 - 0 . 0 1 5 8 1.0191 +0.0243 
-0 .0166 

0 .91 -0 .96 0 9 9 2 9 * 0 ' 0 1 3 " ° ' 9 y z 9 - 0 . 0 1 3 6 1.0067 p+0.0208 
-0 .0166 

0 .96-0 .98 1 0 0 3 l + ° - ° 1 0 9 
l , O O 3 ^ - 0 . 0 1 1 2 1.0167 r+0.0120 

-0 .0143 

0 .98-1 .00 0 9 9 9 1 + 0 - 0 0 9 0 

" ' ^ -0 .0095 1.0117 r
+ 0 . 0 l 8 l 
-0 .0103 

Mean P y A(x ) 0 9 9 6 8 * 0 ' 0 0 5 " O , 9 9 b 8 - 0 . 0 0 5 5 
X T „ , - 1537.18 

1.010C 

X 2 , H 2 - 1533-1 

+0.0067 
-0 .0061 0 9 9 6 8 * 0 ' 0 0 5 " O , 9 9 b 8 - 0 . 0 0 5 5 

X T „ , - 1537.18 

1.010C 

X 2 , H 2 - 1533-1 7 

c o s 8 e Range PpACx) (Gaussian) t (us) P y A ( x ) G ( t ) 

0 .975-0.980 , n l 1 , + 0 . 0 1 5 1 
1 - 0 1 1 6 - 0 . 0 1 5 8 0 .41 1 0 0 1 1 + 0 , 0 0 9 ° 1 , 0 0 1 -0 .0094 

0.980-0.985 o-«C°«ll? 1.09 1 0 0 9 7 * 0 , 0 1 0 1 1 

1 , O O y ' - 0 . 0 1 1 0 

0.985-0.990 i^:S!! 1.75 n Q f i n f i * 0 , 0 1 3 6 

0 , 9 6 0 6 - 0 . 0 1 1 1 

0.990-0.995 0 9 9 3 3 + 0 ' 0 1 1 2 

O , y y 3 3 - 0 . 0 1 1 5 2.40 0 9 7 9 8 + 0 , 0 1 5 3 

O , y 7 y ° - 0 . 0 l 6 0 

0 .995-1 .000 0 9 9 3 8 + 0 ' 0 1 0 6 

O , y a 3 8 - 0 . 0 1 0 7 3.05 0 9 5 9 2 + 0 , 0 1 9 6 

O , y 5 9 2 - 0 . 0 2 0 4 

3.71 0 9 0 4 2 + 0 , 0 2 3 9 

1.36 0 9 3 5 9 + 0 , 0 2 5 9 

° : 9 3 5 9 - 0 . 0 2 7 3 

5.01 n flQ.?+0.0324 
0 , 8 9 0 2 - 0 . 0 3 3 8 

5.67 0 9 0 2 8 + 0 , 0 3 5 3 

° - y o 2 a - 0 . 0 3 7 6 

6.3? 0 9 O 3 3 + 0 , 0 J n 9 

o , V O 3 3 - 0 . 0 4 4 9 

6.97 0 , 8 6 2 1 - 0 . 0 5 3 4 

7.63 °'™Vo%l 
8.28 *«<%£ 
9.10 

o , » < £ 
Table (C.I) cont. 
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Run Period 2; Target - Au; B T - 110-G; Events Fitted - 28«56 

P„A<x) 
x R a n 8 e Gaussian Kubo-Tomita 

0 .88 -0 .90 ,+0.0290 
° ' 9 7 5 6 - 0 . 0 2 9 5 

. Q „ , + 0 . 0 2 9 0 
° - 9 7 5 6 - 0 . 0 2 9 5 

0.90-0 .92 1 n ? f i « i + 0 - 0 2 4 3 

1 - 0 2 6 " - 0 . 0 2 4 7 
1 n p f i u * 0 ' 0 2 " 3 

1 - 0 2 6 4 - 0 . 0 2 i » 7 

0.92-0 .94 ° - 9 8 8 6 - 0 . 0 2 1 5 
n Q f t f l f i * 0 - 0 2 1 1 

° - 9 8 8 6 - 0 . 0 2 l 4 

0 .94-0 .96 1 onn.* 0 - 0 1 7 1 ' 
1 > 0 1 ^ -0 .0179 

i o i 4 4 + 0 - o m 

1 , 0 1 -0 .0179 
0 .96 -0 .98 ° - 9 6 9 8 - 0 . 0 1 5 9 0 9 6 9 7 + 0 ' 0 1 5 5 

° ' a b y ' - 0 . 0 1 5 9 

0 .98 -1 .00 0 g 9 6 9 + 0 ' 0 1 2 2 

0 , 9 y b 9 - 0 . 0 1 3 1 
0 9 9 6 9 + 0 - 0 1 2 3 

u - y y D y - 0 . 0 1 3 1 

Mean P^ACx) 0 g g ^ 0 ' 0 0 " 0 . 9 9 3 9 _ Q > 0 0 7 4 

X T * * , - 1561.77 

0 9 9 3 9 * 0 ' 0 0 7 1 1 

0 , / V 3 y - 0 . 0 0 7 4 
X i , „ - 1561.77 

0 g g ^ 0 ' 0 0 " 0 . 9 9 3 9 _ Q > 0 0 7 4 

X T * * , - 1561.77 

0 9 9 3 9 * 0 ' 0 0 7 1 1 

0 , / V 3 y - 0 . 0 0 7 4 
X i , „ - 1561.77 

cose e Range PpA(x) (Gsussian) 

0.975-0.980 0.9664*°;° 2 g 

0.980-0.985 1 - 0 0 4 1 - 0 . 0 1 6 9 

0.985-0.990 °- 9 7 7 4 -0 .Ol6O 

0.990-0.995 1,0215!J;SJ^ 

0.995-1.000 0 ' 9 8 5 4 - G \ 0 1 5 8 

t (ys) P u A ( x ) G ( t ) 

0.44 +0.0129 
y y -0 .0137 

1.09 0 . 9 8 7 4 + 0 - 0 1 6 9 

* ' -0.0175 

1.75 0 9 9 3 6 + 0 ' ° m 
O , 9 y 3 b - 0 . 0 l 8 4 

2.40 0 9 9 0 2 + 0 ' 0 2 0 3 

° - y w 2 - 0 . 0 2 1 7 
„ „ _ . +0,0262 

3.05 0.9517 
-0.0277 

3.71 1 0 3 1 1 + 0 - 0 1 6 7 

l , U : 5 -0 .0228 

4.36 0 9 6 5 5 + 0 ' 0 3 2 1 

° ' y b b 5 - 0 . 0 3 5 5 

5.01 „ +0.0354 
° ' 9 8 7 5 - 0 . 0 4 0 9 

5.67 1 0 9 0 1 + 0 - 0 3 5 4 

1 , 0 i ' U 1 -0 .0424 

6.32 0 9 4 3 5 + 0 - 0 6 1 1 

° ' 9 M 3 5 - 0 . 0 6 6 7 
6.97 0 9 6 1 4 + 0 * 0 5 2 5 

U , S 0 1 -0 .0630 

7.63 0 9 8 2 4 + 0 * 0 5 6 1 

U , y 0 , e -0 .0713 

8.28 o 9 i 8 « > + 0 - 0 7 6 2 

° ' 9 1 8 5 - 0 . 0 9 U 8 
9.10 0 9 9 2 8 * 0 * 1 0 7 5 

Table (C.I) cont. 



Run Period 2; Target - Cu; B T - 110-Gj Events Fitted - *192* 

X R a n g e Gaussian " Kubo-Tomlta 

0.88-0.90 COTSa^gJl 0.**%™ 
0.90-0.92 O ^ O I ^ g J 0.9779!S;Sg 
0.92-0.94 0.9900!S; 0°; 8

8° O . J ^ J j g 
0.94-0.96 i . « i 6 ^ : « s i . « » 3 : 5 ! ? 
0.96-0.98 0.9783!^]g 0.9866*°,; J] J* 
0.98-1.00 0 .9514!J;^0 0 .9594*° ; °^ 

MeanP^x") 0 . 9 7 9 5 ^ X 5 ? . 0 . 9 8 8 2 * ° ^ 
X l „ , - 1"78.43 x ? , „ - 1^77.57 

cosee Range P yA(x) (Gaussian) t (ys) PuA(x)G(t) 

0.975-0.980 °' 9 6 9 9-o!oi62 
+n 01 u? 

0.980-0.985 °* 9 5 9 0-o!oi46 
0.985-0.990 ° - 9 8 1 9 - O - 0 1 3 6 

0.990-0.995 °' 9 7 5 8-o!oi35 
0.995-1.000 0 , 9 9 3 2-o!oi22 

0.44 n --.-+0.0114 
° ' 9 8 1 2-0.0117 

1.09 0 9991 * ° - 0 1 2 7 

° ' 9 9 9 1 - 0 . 0 1 3 3 
1.75 0 9 5 5 6 * ° ' ° 1 5 7 

° - y : > b O - 0 . 0 l 6 4 

2.40 °-'=3«;g 
3.05 "•*<2* 

„ „ +0.0241 
3.71 ° - 9 3 9 3 -0 .O255 
4.36 0 9 K 5 2 * 0 ' 0 2 7 7 

" ' ^ -0.0298 
5.01 0 9481 * ° - ° 3 3 7 

0 , 9 4 8 1 - 0 . 0 3 6 1 
5.67 n Q f t j j f i + 0 - 0 3 ° 1 

° - 9 8 1 , 6 -0 .0346 
6.32 - Q ,-+0.0457 

° * 9 7 6 8 - 0 . 0 4 9 8 

6.97 " ••«<!£? 
7.63 ^ < o S 
8.28 0 9 4 l 3 + 0 - 0 6 U 

° * ^ 1 3 - 0 . 0 7 3 2 
9.10 n H f t f i o * 0 * 0 7 7 6 

° ' 8 8 6 9 - 0 . 0 8 9 8 

Table (C.I) cont. 
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Run Period 2; Target - Cu*; % « 110-G; Events Fitted - 392*1 

x R a n B e Gaussian " Kubo-Tooita 

0.9.-0.96 0 . « . * » » " - " C S S 
o.K-o.,8 o.,938;s:»!« i .««*:S» 
0.9S-,.00 0.9759!°:™; O - ^ ^ ' J g 

X „ „ - 1521.30 xT„»,- 1519.18 

cosee Range P̂ ACx) (Gaussian) t (ys) P^AUJGCt) 

0.975-0.980 0.971 ̂ I§ * oi 70 

0.980-0.985 °- 9 7 9 l | lS;oi51 6 

0.985-0.990 0.9886!J;J]J° 

0.990-0.995 °- 9 7 9 3 -o!oi39 

0.995-1.000 0.9678!°;J]3J 

0.J)1J 1-°°°Cmi! -0.0119 
1.09 0 9H9 i + 0 - 0 1 l »7 

0 , 9 4 9 1 - 0 . 0 1 5 1 
1.75 n O f t , ,+0.0149 

° - 9 8 6 3 - 0 . 0 1 5 8 
2.10 0 9 5 8 4 + 0 , ° 1 8 0 

° ' y 5 0 4 - 0 . 0 1 8 9 
3.05 0 9 3 5 9 * ° - 0 2 2 7 

3.71 0 9 7 2 4 + 0 - ° 2 6 8 

" • ^ -0.0282 
4.36 0 9 3 1 5 + 0 - ° 3 1 7 

5.01 R+0.0341 
0 - 9 3 3 8 - 0 . 0 3 6 4 

5.67 „,+0.0295 
' • 0 1 8 6 - 0 . 0 3 5 8 

6.32 ft ft;) +0.0566 
0 > 8 2 1 7 - 0 . 0 5 9 8 

6.97 n o f i 7 a + 0 - 0 5 3 3 

° ' 9 6 7 3 - 0 . 0 5 9 8 
7.63 n Q ( -o 7

+ 0.0599 
° * 9 5 8 7 - 0 . 0 6 7 7 

8.28 o 9 4 2 6 * 0 - 0 6 7 * 
° * V , Z O - 0 . 0 8 0 0 

9.10 0 9 2 J I 6 * 0 * 0 7 7 2 

°* 9 2 * b -0 .088U 

Table (C.I) cont. 



Run Period 3; Target - Al; Bj - 110-C; Events Fitted - 98282 

x Range Gaussian 
PvA(x) 

Kubo-Toaita 

0.88-0.90 »•*<;;?? 
0.90-0.92 •••"•SSS 
0.92-0 .91 +0.0118 

I . U ^ 3 _ 0 0 1 2 0 

0.91-0.96 o 9 8 9 4 * 0 - 0 1 0 * 
° ! 9 0 y -0 .0105 

0.96-0.98 o-*«SS 
0.98-1.00 '•""ftSf? 
Mean P uA(x) 

2 
Xi j 

0 9 9 i ) 2 + ° - 0 0 J ) 2 

° ' y ^ -0.0042 Mean P uA(x) 
2 

Xi j 2 0 - 1241.78 

0.9837. 

0.9861 

1.0295 

•0.0181 
-0.0180 
+0.0155 
0.0153 

+0.0135 
-0.0131 

0 9 9 6 3 + 0 ' 0 1 2 2 

° " y y t > 3 -0 .0117 

••"CSS 

1.0011 +0.0049 
•0.0049 

1239.12 

c o s e e Range P uA(x) (Gaussian) t (us) 

0.44 

P u A(x)G(t) 

0.975-0.980 0 9 9 9 4 + ° ' 0 1 0 5 

° - 9 y y -0 .0108 

t (us) 

0.44 0 9 9 9 6 + 0 - 0 0 7 2 
O , V y 9 b - 0 . 0 0 7 4 

0.980-0.985 1 0 0 9 5 * ° - ° ° 9 7 
1 , O O y t > - 0 . 0 0 9 9 1.09 ° ' 9 m -0.0087 

0.985-0.990 ••"-CSS 1.75 0 9 7 6 3 + 0 ' 0 1 0 0 

O , 9 7 5 3 - 0 . 0 1 0 3 
0.990-0.995 <>•«<££ 2.40 0 . 9 5 7 9 + ° ' ° 1 2 0 

0.995-1.000 o-'»C-o°S 3-05 ° ' 9 5 6 5 - 0 . 0 l 4 4 
3-71 0 9 4 0 0 + 0 ' 0 1 6 9 

° * S 4 0 0 - 0 . 0 1 7 4 
4.36 n Q , , n + 0 . 0 1 9 3 

° , 9 3 6 0 - 0 . 0 2 0 0 
5.01 0 B Q +0.0234 

° - 8 9 3 7 - 0 . 0 2 4 3 
5.67 n ft1-,+0.0298 

° * 8 l 9 2 - 0 . 0 3 0 8 

6.32 0 > t t 6 2 6 - 0 . 0 3 3 9 
6.97 0 > 8 7 8 3 - 0 . 0 4 2 0 
7.63 ° ' 8 5 * 6 - 0 . 0 4 5 7 

Table (C.I) cont. 



£9£0 '0- 05£0*0+ 8228*0 2 '8£8 02 »H 29£ 
01-20*0- 6220*0+ 1956*0 £*£l?6 02 9H S2£ 
1920*0- £520*0+ 5lt98*0 0*21T6 02 9H L0£ 
2920*0- 5520*0+ 29»i8*0 I* £06 02 9H LS2 
22lj0*0- Olt|0*0+ 6098*0 0*218 02 9H Slr2 
1520 * 0- trtr20*0+ 5258*0 tr*288 02 SH ll»2 
5*r20*0- 2£20*0+ 8£88*0 2*256 02 3H 0tr2 
2220*0- 5120*0+ IT 268*0 2*116 02 »H S£2 
££20*0- 8220*0+ 6058*0 2*288 02 9H ££2 

5810*0- 9210*0+ £200*1 2*6lr8 02 »no £5£ 
2020*0- 9610*0+ 8686*0 2*916 02 »no 6££ 
9610*0- 0810*0+ 8£00*l 6*898 02 *no £t£ 
9tTlO*0- L£lO*0+ 8920*1 6*0£6 02 *"0 LZZ 
9610*0- f!8l0'0+ 2266 *0 l*9£6 02 »r»0 £12 
tr6lO*0- 0810*0+ 2266*0 6*028 02 »no 502 
6920*0- 2)720 "0+ 6200*L 0*298 02 *n0 16 L 

9810*0- £210*0+ 5900*1 tr-506 02 nv 8tf£ 
2 i l 0 * 0 - 1510*0+ 2t£0*l tr'806 02 nv t72£ 
8020*0- 9810*0+ 6910*1 £*926 02 nv 2l£ 
2910*0- 6U0 '0+ £600*L 8*916 02 nv 022 
£020*0- 16 10*0+ £500"L 6*056 02 nv 012 
2£20*0- 5220*0+ 6tjtr6*0 8*968 02 ny 981 

2610*0- 8210*0+ 9986*0 2*668 02 TV 2tr£ 
9220*0- £120*0+ £096*0 5*068 02 TV 2l£ 
0£20*0- SL20*0+ 0686*0 8*298 02 TV 80£ 
5020*0- 2610*0+ 8200*1 2* £26 02 TV 262 
8610*0- 0610*0+ 1296*0 6*lfr6 02 TV t?£2 
2020*0- 1610*0+ 9696*0 1*228 02 TV 602 
0520*0- 2£20 *0+ £186*0 l*9£8 02 TV 002 
5L£0*0- 6820*0+ 6800ri 8"6£8 02 TV 661 
iri.LO'0- 19 10*0+ 6200*1 8*9ti8 02 TV £81 

5910*0- £510*0+ 85 to* I 2*296 02 8V 2S£ 
0610*0- 8210*0+ 2000*1 6*U26 02 8V Otr£ 
1810*0- 9510*0+ Ir8tf0* L £*Hl8 02 3V 9l£ 
8210*0- 0210*0+ £ 100*1 2* £68 02 av 822 
2020*0- 1610*0+ 8226*0 2*016 02 3V *\Z 
2610*0- 8210*0+ 2200*1 tr*888 02 8V 902 
S£20*0- £120*0+ 22tO* I L 158 02 8y tj6L 

JOJJ3 TK>TWrcjs (x)Vrt«* "*X (OJ^fl *)4>J«1 unH 



Run Target Bx(G) % PyA(x) Statistical Error 

409 Al 70 1478.1 1.0126 +0.0147 -0 .0154 
111 Al 70 1542.3 1.01 86 +0.0145 -0.0151 
419 A1 70 1444.5 1.0138 +0.0180 -0.0191 
434 Al 70 1541.5 0.9559 +0.0187 -0 .0193 
135 Al 70 1487.7 0.9794 +0.0185 -0 .0192 
442 Al 70 1512.2 0.9723 +0.0185 -0 .0192 
443 Al 70 1530.0 0.9998 +0.0193 -0 .0202 
454 Al 70 1514.8 0.9789 +0.0172 -0 .0180 
468 Al 70 1544.3 0.9801 +0.0198 -0 .0207 
469 Al 70 1435.4 1.0254 +0.0184 -0 .0194 
492 Al 70 1515.0 0.9959 +0.0133 -0 .0138 
503 Al 70 1499.9 0.9914 +0.0149 -0.0154 
504 Al 70 1394.3 0.9932 +0.0140 -0 .0146 
517 Al 70 1512.4 1.0027 +0.0153 -0 .0160 
518 Al 70 1494.6 0.9953 +0.0182 -0 .0189 
529 Al 70 1557.4 1.0095 +0.0173 -0.0181 
530 Al 70 1535.2 0.9931 +0.0167 -0.0174 
541 Al 70 1424.7 1.0091 +0.0167 -0.0174 
542 Al 70 1507.2 1.0131 +0.0175 -0 .0183 
549 Al 70 1489.3 0.9912 +0.0171 -0 .0177 
550 Al 70 1544.7 0.9856 +0.0171 -0.0181 
561 Al 70 1470.5 1.0068 +0.0149 -0 .0156 
562 Al 70 1444.4 0.9723 +0.0173 -0 .0180 

579 Al 110 1557.1 1.0074 +0.0149 -0 .0159 
580 Al 110 1532.1 1.0249 +0.0166 -0.0173 
592 Al 110 1412.0 1.0186 +0.0131 -0.0141 
593 Al 110 1522.8 0.9752 +0.0161 -0 .0167. 
619 Al 110 1489.9 0.9784 +0.0181 -0 .0188 
620 Al 110 1373.0 0.9748 +0.0190 -0 .0197 
716 Al 110 1487.7 0.9887 +0:0172 -0 .0178 
717 Al 110 1479.2 1.0202 +0.0149 -0 .0159 
723 Al 110 1474.6 0.9821 +0.0174 -0 .0182 
724 Al 110 1534.0 0.9948 +0.0165 -0 .0173 

663 A l * 110 1425.1 1.0222 +0.0150 -0 .0163 
664 A l * 110 1502.8 0.9605 +0.0185 -0.0191 
673 A l * 110 1464.3 1.0014 +0:0160 -0 .0170 
674 Al« 110 1523.2 0.9804 +0.0168 -0.0175 
691 A l * 110 1472-2 1.0020 +0.0164 -0 .0172 
692 A l * 110 1464.5 1.0148 +0.0160 -0 .0170 
699 A l * 110 1572.1 0.9673 •0.0183 -0 .0189 
700 A l * 110 1440.6 0.9977 •0.0174 -0 .0183 
707 A l * 110 1518.7 1.0043 •O.0159 -0 .0167 
708 A l * 110 15*9.9 0.9844 •0.0160 -0 .0167 

Ttblc (C.2) com.. 



Run Target Br(G) P v A(x) S t a t i s t i c a l Error 

i t l 8 Au 70 1390.3 0.9686 +0.0201 -0 .0210 
i»30 Au 70 1409.2 0.9790 +0.0156 -0 .0165 
431 Au 70 1445.2 1.0137 +0.0150 -0 .0162 
446 Au 70 1443.8 1.0001 +0.0162 -0 .0171 
447 Au 70 1510.7 1.0090 +0.0132 -0 .0143 
1*72 Au 70 1425.3 1.0137 +0.0175 -0 .0188 
473 Au 70 1421.5 i . 0138 +0.0172 -0 .0189 
495 Au 70 1576.2 1.0020 +0.0143 -0 .0150 
507 Au 70 1399.5 0.9933 +0.0172 -0 .0182 
508 Au 70 1474.7 0.9937 +0.0150 -0 .0162 
521 Au 70 1401.2 1.0115 +0.0139 -0 .0147 
522 Au 70 1454.3 0.9890 +0.0148 -0 .0152 
533 Au 70 1414.5 1.0116 +0.0153 -0 .0165 
534 Au 70 1412.4 0.9682 +0.0183 -0 .0190 
545 Au 70 1495.5 0.9877 +0.0160 -0 .0168 
546 Au 70 1529.2 0.9927 +0.0153 -0 .0163 
553 Au 70 1412.5 1.0017 +0.0165 -0.0174 
554 Au 70 1461.5 0.9759 +0.0176 -0 .0184 
565 Au 70 1538.2 0.9798 +0.0146 -0 .0152 
566 Au 70 1410.1 0.9999 +0.0170 -0.0181 
567 Au 70 1273.9 1.0264 +0.0264 -0 .0289 

583 Au 110 1535.3 1.0254 +0.0125 -0.0131 
584 Au 110 1485.9 0.9834 +0.0147 -0.0152 
596 Au 110 1512.4 0.9910 +0.0146 -0.0153 
597 Au 110 1448;6 0.9742 +0.0146 -0.0152 

414 Cu 70 1356.3 0.9940 +0.021 9 -0.0231 
415 Cu 70 1515.9 0.9838 +0.0172 -0 .0180 
426 Cu 70 1457.1 0.9837 +0.0169 -0 .0176 
427 Cu 70 1456.5 0.9765 +0.0160 -0 .0167 
440 Cu 70 1400.1 0.9871 +0.0163 -0.0171 
441 Cu 70 1526.2 0.9630 •0.0180 -0 .0187 
450 Cu 70 1445.7 0.9691 +0.0187 -0.0194 
451 Cu 70 1458.4 0.9786 +0.0181 -0 .0189 
464 Cu 70 1448.7 0.9796 +0.0166 -0.0175 
465 Cu 70 1500.4 0.9940 +0.0174 -0.0185 
467 Cu 70 1531.3 1.0075 +0.0117 -0 .0123 
4B8" Cu 70 1462.8 0.9740 •0.0174 -0.0182 
4»9 Cu 70 1497.0 0.9933 +0.0138 -0 .0143 
499 Cu 70 1409.1 0.9658 •0.0234 -0 .0247 
500 Cu 70 1531.3 0.9951 •0.0154 -0 .0162 
5113 Cu TO 1421.6 0.9909 •0.0146 -0 .0152 
5? 4 Cu 70 14130.2 0.9985 •0.0143 -0 .0150 

Table IC.2J cent. 



Run B T(G) 
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525 Cu 70 1437.6 
526 Cu 70 11158.8 
537 Cu 70 1112.3 
538 Cu 70 1511.5 
557 Cu 70 1173.8 
558 Cu 70 1174.8 

575 Cu 110 1520.0 
576 Cu 110 1612.0 
588 Cu 110 1142.1 
589 Cu 110 1531.7 
712 Cu 110 1446.6 
713 Cu 110 1503.2 

600 Cu* 110 1481.2 
601 Cu* 110 1473.0 
669 Cu* 11C 1533.0 
695 Cu* 11J 1507.4 
696 Cu* 1'.0 1497.5 
703 Cu* 110 1433.1 
704 Cu* 110 1520.9 

883 Al 110 1305.1 
884 Al 110 1271.9 
890 Al 110 1353.9 
896 Al 110 1*00.9 
903 Al 110 1325.9 
909 Al 110 1303.9 
914 Al 110 1285.5 
921 Al 110 1197.7 
928 Al 110 1357.0 
934 Al 110 1359.3 
940 Al 110 1346.3 
9«7 Al 110 1363.6 

0.9686 +0.0156 -0 .0164 
0.9755 +0.0185 -0 .0192 
0.9984 +0.0162 -0 .0171 
0.9830 +0.016? -0 .0178 
0.9769 +0.0173 -0 .0181 
0.9945 +0.0169 -0 .0176 

0.9920 +0.0118 -0 .0122 
0.9629 +0.0165 -0.0171 
0.9903 +0.0140 -0 .0147 
0.9711 •0.0144 -0 .0149 
0.9705 +0.0162 -0 .0169 
0.9587 +0.0166 -0 .0172 

0.9683 +0.0158 -0 .0164 
0.9747 +0.0172 -0 ;0180 
0.9993 +0.0159 -0 .0167 
0.9529 +0.0183 -0 .0190 
0.9869 +0.0182 -0 .0189 
0.9744 +0.0156 -0 .0163 
0.9858 +0.0163 -0 .0170 

Run Target 3T(G) X , 2 2 9 P,JA(X> S t a t i s t i c a l Error 

1.0018 +0.0175 -0.0183 
0.9703 •0.0153 -0 .0158 
1.0101 +0.0144 -0.0151 
1.0033 •0 .01 ?Z -0 .0139 
1.0038 +0.0150 -0 .0156 
0.9900 +0.0140 -0 .0145 
1.0112 +0.0149 -0 .0155 
0.9859 +0.0163 -0 .0169 
1.0074 •0 .0128 -0 .0133 
0.9908 •0 .0126 •0 .0131 
0.9957 +0.0135 -0 .0110 
0.9620 +0.01 H9 -0 .0153 

Table (C.2) c e n t . 
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