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PREFACE

This report describes findings of research performed during the first year of
work under contract DOT-0S-50119 for the Office of University Research, Office of
the Secretary of Transportation. The application of freight pipeline for the move-
ment of solid goods offers a new option in the field of transportation. Thus, the
purpose of the first year of research was to evaluate the technical and economic
feasibility of freight pipe]iné as an intercity transportation mode.

The report for the first year consists of the following five separate volumes:

I. Cost and Level of Service I. Zandi; B. Allen; E. Morlok,
Comparison K. Gimm; T. Plaut; J. Warner
II. Freight Pipeline Technology I. Zandi and K.K. Gimm
ITI. Cost Estimating Methodology Section A: J. Warner and E. Morlok
Section B: K. K. Gimm and I. Zandi
Iv. Demand Analysis Methodology B. Allen and T. Plaut
V. Impact Assessment I. Zandi and K.K. Gimm

The second year of research currently is being devoted to sharpening the concepts,
broadening the areas of concern and applying the tools of analysis developed in the first
year to a specific origin-destination transportation corridor. ’

The authors wish to acknowledge gratefully the assistance given by Mr. David C.

Ryan Jr. of the Office of R & D Policy, Office of the Secretary of Transportation.
His numerous technical and editorial suggestions have been of great help to us.

Barry Silverman, Melissa Clark-Rhodes, and Janet Hines have also contributed to

this document in various capacities.

Iraj Zandi
Principal Investigator
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The Demand for Freight Transportation
The Case of the Intercity Freight Pipeline
Executive Summary

In order to determine the feasibility of intercity freight pipelines, it was
necessary to determine whether sufficient traffic flows currently exist between
various origins and destinations to justify consideration of a mode whose operating
characteristics became competive under conditions of high traffic volume.

An intercity origin destination freight flow matrix was developed for a large
range of commodities from published sources. A physical screening was then applied
to yield a flow matrix which consisted of only goods which could be physically moved
by pipeline. Rather than consider all possible origins and destinations, a high
freight traffic density corridor between Chicago and New York and another between
St. Louis and New York were studied. These corridors, which represented 18 cities,
had single direction flows of 16 million tons/year. If trans-shipment was allowed
at each of the 18 cities, flows of up to 38 million tons/year were found in each
direction. These figures did not include mineral or agricultural products.

| After determining that such pipeline eligible freight traffic volumes existed,
the next step was to determine the ability of freight pipeline to penetrate such
markets. This entailed a modal sp]iﬁ analysis. Since no markets presently exist in
which freight pipeline 1is involved, it was not possible to empirically observe such
modal competition and shippers' behavior therein. Thus an abstract demand-modal
split model was formulated whére'shipper's'reaétion to an abstract set of pipeline
performance characteristics, e.g., rate, time in‘transit, reliability, etc., was
assumed to be the same as their reaction to the same set of abstract’performance
characteristics when exhibited by existing modes. Since shippers' behavior with
respect to truck and rail perfbrmancé?characteristics was already observable, it was
possible to determine how shippers chdoée among freight transportation modes using
different abstract performance characteristics.

Modal split models were run on aggregate'data from the 1967 Census of Transpor-
tation. Transportation rates and transportation times by both truck and rail were
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estimated and then in turn used in the modal split models. Such models (logit esti-
mated) yielded reasonable classifications of existing traffic into truck or rail by
3 digit STCC commodity.

Modal split models were also run on disaggregate data specially collected for
this study. Six major national firms were contacted and data (rate, time, reliabil-
ity) on the chosen mode and on the non-chosen modevwere collected for four of them.
Modal split models (logit estimated) were then developed for three of the four firms.
Such models performed quite well for one firm and with moderate success for the other
two. | _

The freight pipeline service characteristics were then substituted into both
the aggregate and disaggregate models (truck versus pipeline and then rail versus
pipeline) and estimates of pipeline penetration into particular STCC commodity groups
were made. In general, pipeline was estimated to be able to penetrate 20-50% of
each of the STCC markets investigated ceteris paribus. For some commodities, however,

the estimated penetration was 50% or more.

_Based on these very preliminary results, it appears that freight pipeline has
market penetration potential that is consistent with high volume participation in the
intercity freight market. Needless to say, ‘caveats are necessary at this point in
time. The results of the second year of study shouTd enable more definitive con-
clusions to be drawn. ' “
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THE DEMAND FOR FREIGHT TRANSPORTATION: THE CASE
OF THE INTERCITY FREIGHT PIPELINE

Introduction

While literature on freight transportation demand exists ranging from a macro-
economic point of view (1,2) to a microeconomic point of view (3,4,5), a literature
search revealed that the presentation of theory was discussed more frequently than
empirical studies (with the exception of Polenske, (6)). Recently, however, some
freight demand and modal split models have been estimated (e.g. Benishay and Whitak-
ker, (7), used Samuelson's (3) Model; Reebie, (8), estimated containerizable flows
between 130 aggregate Office of Business Economics (OBE) regions; and Hartwig and

(1) For a gross regional product-econometric transportation demand model see
Mathematica, Studies on the Demand for Freight Transportation, Princeton, NJ,
1967.

(2) For a discussion of a multi-regional input-output flow model see Lang, A.S.
"Demand and Supply: The Technology of Transportation" in E. Williams, ed., The
Future of American Transportat1on, Prentice Hall, Englewood Cliffs, NJ, 1971
pp. 41-57. .

(3) Samuelson,. P., "Spatial Price: Equilibrium and Linear Programm1ng", American
Economic Rev1ew, Vo] XLII,. 1952, pp. 165 177

(4) Baumol, W. and H. Vinod, "An Inventory Theoret1c Model of Freight Transport
Demand", Management Science, Vol.' 16, 1970, pp 413-422.

(5) Allen, W.B. and L.N. Moses, "Overseas Trade: Competition Between Air and-Sea"
Transportation Research 'Forum Papers, Richard B. Cross and Co., Oxford, Indiana,
1968, pp. 235-248 & Allen, W.B., "The Demand for Freight Transportation: A
Micro Approach", Transportation Research, Vol. 11, 1977, pp. 9-14.

(6) Polenske, K. et.al., State Est1mates of the Gross Nat1ona] Product D.C. Heath
and Co., Lexington, Mass., 1972. T

(7) Benishay, H. and G. Whitakker, Demand and Supply in Fre1ght Transportat1on The
Transportation Center, Northwestern University, 1965

(8) Reebie Associates, National Intermodal Network Feasibility Study, prepared for
U.S. DOT, FRA, Washington, DC, 1976,




Linton (9), estimated a disaggregate modal split model with techniques used in the
current urban passenger transportation models). ,

Freight- demand theory work is still in its infancy, and that which has been done
is limited to a handful of researchers. The bulk of the work which has been done is
also relatively recent, and there is more work currently in progress than has prob-
ably been’produced in the past. However, much of the current work is either theo-
retical in nature or based in the heavily empirical-oriented field of input-output.
The latter:deals in levels of geographical aggregation and production function aggre-
gation which may be too large for the purpose of the research on freight pipeline
(although some attempt to use some of this data shall be made and shall be deve]oped
in the second year report), i;e.,gftyis not commodity or route specific enough to be
of use in determining pipeline feasibility. |

Thus, while the intention here was not to "reinvent the wheel", the existing.
literature has been sorveyed.and it was determined that much of it was not useful
for the purposes of this‘freight pipeline research project. It must be remembered
that pipeline transport of freight is an area where little market research has been
done. Of course, no observations of the existing demand for freight transport via
pipeline exist since»hot very many freight pipelines yet exist in the United States.
(Petroleum and its products are excluded from the analysis since pipelines already
move the product in great numbers; only one coal slurry pipeline exists in the U.S.
and some chemical lines exist--see Zandi, (10), and Kim, (11). Thus, the task of
estimating demand for freight pipeline was made more difficult because no past evi-
dence was available. |

Since a d1rect approach using past freight pipeline experience was not possible,
an indirect approach (as outlined below) was undertaken. This approach suggested
that even without past pipeline experience, prospective shipper's behavior toward
p1pe11ne cou]d be inferred from their behavior regarding the modes with which they
currently have a choice, i.e., the Quandt-Baumol (12) abstract mode approach.

(2)’ HaFfw1g,’J and W. Linton, "D1saggregete Mode Choice Models of Intercity Freight
Movement", Unpublished Master's Thesis, Transportation Center, Northwestern
Un1vers1ty, 1974.

‘(;g) Zandi, I., "Future of Pipeline--Beyond Liquid and Gas", Proceedings of the Fif-
teenth Annual Meet1ng, Transportation Research Forum, Richard B. Cross, Oxford,
Indiana, 1974 pp. 187 193

(11) Kim; K.S.; “"A Review of Practical Experience with Solid Pipelines", Proceed1ngs
of the F1fteenth Annual Meeting Transportat1on Research Forum, Richard B. Cross,
Oxford, Indiana, 1974, pp. 371-380.

(12) ‘Quandt, R. and W. Baumol, “"The Demand for Abstract Transportation Modes:
- Theory and Measurement", Journal of Regional Science, Vol. 6, 1966, pp. 13-26.
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It must be noted that whether a demand for a freight pipe]ihe is obtained
(traffic generation and new location decisions aside) depends (1) on whether a suffi-
cient traffic volume exists and-(2). on whether the pipeline can competitively attract
a sufficient amount of that traffic. Thus, if an insufficient freight traffic volume
exists to sustain a pipeline, (2) becomes superflous.

The Flow Data

The -first task was to determine what freight traffic volumes now exist. Since
a pipeline would flow from point to point, disaggregate flows on a geographiéal basis
were desired, where possible. Due-to size or-special -handling requirements it will
be physically impossible for some items to go through a pipeline. Therefore, it was
desirable to obtain data on freight. traffic volumes as disaggregated as much as
possible by commodity codes in order to eliminate STCC (Standard Transportation Com-
modity Code) codes from the freight traffic data which had physical limitations such
as to preclude movement by pipeline.

Freight transportation-volume data for the U.S. are not readily available in
any generally consistent form: The Peat, Marwick, Mitchell data (gathered for the
Reebie study (8) are presented only in terms of ‘total flow of containerizable pro-
ducts. - Apparently these data were-once in a form disaggregated.by commodity (at:
least on the DOT multiregional input-output level), and it seems that once a product
was associated with a containerizable class, its.STCC commodity code identification
was dropped. Thus, commodity specific data were erased and only general aggregations
of containerizable commodities were maintained.

The problems of :finding consistent. flow data for the U.S. were documented in
Whitten'(lg).and“were~br0ught-up'to'ddtegianeébie (8).- This situation has not im-
proved much since 1968, although the Peat, Marwick, MitchelT data could have been a
basic improvement had. the commodity: code: identification not been‘lost. ~Existing:-
sources of data differ with'respecthto*their‘covérage -~ both in terms of commodity
detail and géography.f.Someafreightytransportafion modeé-aregbetter covered thén
others. Some data give comprehensive information on origins but not on déstinations,
while other data give the reverse. ‘ - ' Lo ' '

Data which are the: most cons1stent for-a: frelght transportat1on mode are pro—
vided by the 1% Rail Wayb111 current]y adm1n1stered by U.S..DOT. These data are

(13) Whitten, H., ed., Tkansport Flow Data: Proceedings of the National Transpor-
tation Flow Statistics Forum, The Transportation and Logistics Research Center,
The American University, Washington, DC, 1968.




available on a five digit commodity level (which is quite disaggregate) and on a
state-to-state basis. There are dangers in expanding the 1% waybi]] up to anbesti—
mate of complete enumeration since the waybill is not strictly a 1% sample. These
and other problems in the waybill were described by Banks (14) in the Bnrden Study.
Noted was that as the degree of disaggregatibn was increased for geographical and |
| commodity data, the Tower the confidence which could be placed on extrapo]ations of
flows from the 1% sample. Nevertheless, with the exception of TOFC/COFC (Trailer

on Flat Car/Container on Flat Car) movements (somewhat less than 5% of rail carload-
ings), the 1% waybill sample is inclusive of all commodities. This data source is
an important one.

However, .the -authors must express caution in using the data. Using stateéto-
state data for iron ore in a study of commodity flows done for U.S. DOT (15), one
found an estimated complete enumeration of .a yearly flow of iron ore from Minnesota
to I11inois which wou]dvexhaust the-yearly capacity of the I11inois Steel works com-
plex (exclusive of Lake movements of iron ore) several times over. Nor was,thfs
magnitude of commodity trans-shipped to waterway in I11inois. When a comparison was
made of complete enumeration data"derived:fromfthe 1% waybill samb]e for individual
railroads with the quarterly commodity.statistics (QCS) reports (true enumerations)
of those railroads, errors.of: over .100% were found for some carriers.

Railroad TOFC/COFCHmovementson an origin-destination basis were not publicly
- available. While the FRA-Reebie study (8) apparently has such data, it is not clear
that these are available for public consumption. ’ v

The best sources of multimodal freight traffic data were found to be the three
Censys of Transportation (1963, 1967, 1972) taken to date. This data includes
all transportation modes except pipeline (and express, etc.). There was an un-
fortunate lack of commodity coverage in the Census. Only the manufacturing STCC's
(20-39) were covered and then only if the movement was from a manufacturing point.
Any movement of manufactured goods from a warehouse or andistribution point (a move-
ment most likely by truck) was excluded. Also excluded were local movements (defined
as originating and terminating within the same municipal boundaries or as terminating
within 25 miles of the origin).

(14) Banks; R.L. and Associates, "An Estimation of the Distribution of the Rail
Revenue Contribution by Commodity Groups and Type of Rail Car, 1969",
Washington, DC, for the USDOT, October, 1972.

(15) U.S. DOT, "The Future Market for Rail Transport in the Northeast", Office of
Po]1cy and P]ans Deve]opment TPI-30, Washington, DC, 1973. - -

-
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The latter exclusion was not disturbing for purposes of the freight pipeline
study since the goal herein was to investigate an intercity freight pipeline. How-
ever, the lack of coverage of ‘thé raw material movements (STCC 1-18--primarily
agricultural products and products of mines, STCC 19 is ordnance) and the lack of
coverage of scrap and waste and'of-containerized'movements (STCC's 40-46) was most
1mportant S1nce 1t is poss1b1e to envision compat1b1e movements of raw materials
and manufactured products e.g., a s1urry of coal as the mode of conveyance for a
capsu]e, 1t would have been des1rab1e to have all possible commodity flow information.
However, f]ows ‘of unprocessed products were not available from the Census. The 1977
Census of Transportat1on will rect7fy this commodity coverage difficulty with re-
spect to raw mater1als - ! :

Public ava11ab1]1ty of ‘tapes for the '1967 Census of Transportat1on enabled con-
struction of an origin- dest1nat1on (0-D) matrix with 25 orjg1ns and 59 destinations -
(the 1972 tapes ‘allowed 27 or1g1ns) The 25 origins were dubbed production areas
and were SMSA S (Standard Metropo]1tan Statistical Area) or combinations of SMSA's
(e.q. the Ph11ade1ph1a product1on area ‘was the f1ve county Philadelphia SMSA, the
one county Trenton (NJ) SMSA and the ‘three county W11m1ngton (Del.) SMSA). Thus
the’ or191ns and dest1nat1ons were much broader in scope than the names attributed
to them in row and co]umn head1ngs of matrices. The 59 destinations included the’

25 or1g1ns p]us 25 other product1on areas plus 9 reg1ona1 ‘catchalls. The destination
list was thus exhaust1ve of the country; the or1g1n 11st was not however--but did
cover the maJor origins of traff1c

An or1g1n “destination matrix cou]d have been constructed by commodity (commodity
detail was up to 5 d1g1t STCC) by mode and by sh1pment s1ze However, the same
level of deta11 was not ava11ab1e for ‘each product1on area. For large and diverse
product1on areas’ (e g ’ Ph11ade1ph1a Ch1cago, Los’ Ange]es) there was available con-
s1derab1e commod1ty coverage and- qu1te a number of five digit commodities were listed.
Small and less d1verse product1on areas (e g., Denver At]anta) had on1y a few two .
d1g1t STCC s reported Cor R Lemen Lo e '

' Thus, to obta1n an. or1g1n dest1nat1on matrix w1th a minimum number of zeros
elements it was necessary to aggregate commod1t1es Prec1s1on was losts;’ of course,
in the course of aggregat1on . On a d1saggregate 1eve1 _many zeros wou]d be reported
and many “of these’ wou]d be 1n ce]]s 1n wh1ch the true read1ng was not zero, but was
included in a h1gher 1eve1 of aggregat1on because 1t was small or to assure that
inadvertent disclosure of pr1v11eged data was not made

The Census data was- found to present other d1ff1cu1t1es wh1ch may cast doubt on
its reliability. Comparing national complete enumerations of QCS rail data with the
compiete rail enumerations estimated from the Census on a commodity-by-commodity




basis yielded Census estimates of from 25% to 400% of actual (QCS) totals. Other
difficulties exist with respect to the Census of Traﬁsportation. These were out-
lined in Crecine, Moses, and Stucker (16).

Despite these difficulties, during this study, nine matrices were produced, each
for 25 by 59 origin-destination pairs, and at the three'digit STCC commodity code
level of aggregation. These matrices reflected commodities which passed the physical
screen on "pipelineability" (17), but also met certain prerequisites with respect to
the number of production areas where observations existed and where percent of goods
shipped was over 100 miles. The micro demand analysis (to be discussed below) con-
centrated on these commodities. These matrices shall be discussed below.

Some attempt could be made to fill in some of the data gaps from the Census of
Transportation. That is the Rail 1% Waybill covered the raw material and scrap
STCC's. Dgpartment of Agriculture (USDA) data shows origin by state to 41 destination
cities (some of which--but not all-coincided with the Census' 25 production areas)
for fresh fruits and vegetables. An investigation of the Census of Agriculture can
frequently identify counties where products are grown in a state, and hence 1ikely
origins can be determined. Many of these products move by truck due to the agricul-
tural exemption.

There was very little systematic information on grain traffic volumes except'for
the 1% Rail Waybill. Truck information was non-existent except for some local area
studies (Beuthe, (18), Iowa State University, (19)). The Army Corps of Engineers
does provide port information‘on’a commodity basis; however, the original origin of
a movement was not given, nor was the ultimate destination. The USDA did not track
grain movements. As discussed below, some surmising was done with the data as avail-
able.

The Department of Interior, Bureau of Mines (20) produces origin destination

(16) Crecine, J., L. Moses, J. Stucker, "The Census of Transportation: An Evalua-
tion", Transportation Research Forum Papers, Richard B. Cross, Oxford, Indiana,
1966, pp. 87-105.

(17) Gimm, K.K.,"Inter and Intra Urban Fre1ght Transportation Via Pipeline", Ph.D
D1ssertat1on, in Civil and Urban Engineering, University of Pennsylvania, Phila-
de]ph1a, Pennsylvania, 1976.

(18) Beuthe, M., "A Predictive Model of Regional Demands for Freight Transportation",
Journal of Regional Science, Vol. 12, #1, 1972, pp. 85-94.

(19) Iowa State University, An Economi¢ Analysis of Alternative Grain Transportation
Systems: A Case Study, prepared for the .Department of Transportation, Federal
Railroad Administration, washlngton DC, November, 1973.

(20) U.S. Department of Interior, Bituminous Coal and Lignite Distribution Calendar
{Sgg 1974, Bureau of Mines, Division of Fossil Fuels, Washington, DC, }Apr11 18,
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information for bituminous coal and lignite movements. Origins are 23 defined areas
and destinations and are all states (except for Louisiana for some reason). These
movements were also given by mode. ‘

Finally the U.S. Department of Commerce, the U.S. DOT, and the Army Corps of
Engineers, (21) cooperated to produce a report on the internal origin of U.S. exports
and internal destination of U.S. imports for the.year 1970. Balfe et.al. (22) have
cast some doubt as to the utility of this data.

First Cuts with the Flow Data

Because the flow data were in very rough form, a study approach was to examine
the Reebie study (8) flow data. The Reebie freight traffic volume data were reported
between 130 origins and destinations in 40 foot trailer equivalents. These origins-
destinations were OBE (Office of Business Economics-U.S. Department of Commerce)
reg1ons or their aggregates and were basically exhaustive of the whole country The
name of a primary city designated a particular region.

The Reebie flow data were built up from: the 1% Rail Waybill, a special TOFC/
COFC survey of the railroads; the Census of Transportation; the fresh fruits and
vegetables data from the Department of Agriculture; Post Office Department flow in-
formation; and a special survey on the inland origin and destination of U.S. exports
and imports (for 1970). This did not, however, represent the U.S. universe of freight
shipments. Freight traffic flows were allocated to regions by each region's popu-
lation or manufacturing emp]oymeht. These freight traffic data were then normalized
to the year 1971 since originally they were from various sources and based on differ-
ent years. .

The Reebie study (8) flow data were those which were dubbed as prime or suitable
containerizable by previous Maritime Administration studies. Marginal and unsuitable
flow data were excluded-from-the ddta;base;f,,~ :

In consultation with~the Pipeline Technology Group of this project, it was de-
cided that aftergthe.exc]usion:of periShab]e products, 90 perceht of those products

t

(21) Domestic and Ihternat1ona1‘Trénéportat1on of U.S. Foreign: Trade: 1970, U.S.
- DOC, Bureau.of ‘the Census, 'U.S. DOT, Office of the Secretary, Department of

the. Army, Corps of” Engineers, Washington USGPO 1972.

(22) Balfe, M., R. He11mann,»J. Johnison, and W. Wendling, "Limitations of Policy
‘ Formulat1on with Imperfect Information: A Case Study with Respect to the
- Great 'Lakes", Mimeo, University of W1scon51n, Milwaukee, Wisconsin Sea Grant
Program, 1975.




which were prime or suitably containerizab1e were likewise prime and suitable for , :
pipeline. The origin-destination flow data provided by the Reebie study (8) pre- 4;;} |
sented a percentage of perishable products- thus making it possible to state freight

traffic volumes in terms of non-perishable commodities. Ninety percent of the re- f
maining total freight traffic volume was used as the rough approximation of the
potential freight pipeline traffic. ,

However, the Reebie study (8) data did not take into account flows of ores, coal,

and minerals (STCC's 10, 11, and 14) which were considered to be prime candidates

for pipelineable commodities. Consequently, it was necessary to determine these

flows and bdt them into the Reebie Study format. Since most of the products which
 Mmove any“appreciab1e'distance go by rail and/or barge and since reliable data only
existed for rail (except for coal), a rail origin-destination matrix was constructed
from the . 1% Wayb111 samp]e This was compared with the coal flow data derived from
. the Department of Interior as a check for consistency.
o It was: decided that the 1nvest1gat1on of the Reebie study (8) data would be used
to concentrate on the Northeast and M1dwest states-—bas1ca11y the 17 state area from
Maine to Mary]and and West V1rg1n1a,‘then west along the 0h1o R1ver and up the
Mississippi: R1ver to encompass I]]1no1s The ana]ys1s fociised-on 45 of the Reebie
study's (8) 130 areas and thereby e11m1nated the difficulty of:dealing with an un-
wieldy 130 by 130 matr1x Th1s dec1s1on was .also due to the fact that a priori
evidence was ava11ab1e from prev1ous persona] work of .‘the: authors with the Census of
Transportation ‘which showed that certain h1gh fre1ght traffic dens1ty corr1dors

exist. : : o ‘ ’
Since the origin destination data, was co]]ected on the bas1s of product1on areas
or OBE regions which bear the names of cities, a hypothetical p1pe]1ne running along

two high freight traffic density coriridors in the Northeast and Mtdwest states con-

necting 18 major cities was assumed for analysis. The first assumed pipe]ine routed

from Chicago, through Gary, South Bend, Toledo, (with a spur to Detroit), Cleveland,
Akron, Youngstown, Pittsburgh, Johnstown, Harrisburg, and Philadelphia to New York.
The second assumed pipeline routed from St. Lcuis, through Indianapolis, Dayton,

Columbus, Wheeling, and then on to Pittsburgh to join with the other line (See Map 1).

Data were analyzed in several ways. In one analysis data were examined for only

the 18 cities actually on the assumed pipeline network. Thus an 18 by 18 flow-matrix
was made of freight traffic volumes both originating and terminating in the 18 areas.
This ana1ysis (initially) excluded minerals and ores. A flow matrix of'contatners,

less pehishab1e goods, was constructed .(shown in Table I) and the entries multiplied ‘;;D
by .9 (the estimate of the non-perishable containerizable goods that were assumed
pipelineable). The container equivalents were then multiplied by 17.75 tons. This

[l




Map 1. Hypothetical Pipeline Network
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equivalence was derived from the average of the weights given in a flow of con-
tainers from New York given in the Reebie study (8) report.

The weight of many of the containers given in Reebie study report (8) was
22 tons/container although other, lower weights, of course, exist. A weighted
average over all commodities could have been used, but time preciuded its calcula-
tion. From the point of view of making a preliminary estimate, the 17.75 tons/
40 foot container based on the New York sample was deemed adequate.

These flows are shown in Table I. (They must be multiplied by .9 x 17.75
to yield tonnages). Note that intra-area flows were excluded (the main diagonal-x)},
as were flows between areas virtually contiguous, e.g., Chicago-Gary, Akron-
Youngstown, x. In some cases the Reebie study (8) data showed no flows existing -
¥, €.9., Youngstown to South Bend. In other cases, flows do occur, but it was
assumed that they would not move by pipeline due to circuity, z, in the network
presented herein, e.g., Chicago-St. Louis.

The sums of the rows and columns of Table I did not represént the total
exports and imports of the respective cities, but only those exports (imports)
to (from) the other 17 cities. Since 112 other possible exporters/importers exist,
these flows could be small relative to the total activity of the area. However,
since these areas were relatively close to one another and were some of the
larger population centers, a gravity model hypothesis would lead to the conclusion
that fairly high freight traffic volumes occur between these areas.

Table II shows the loading on the various links of the hypothetical ﬁipeline
network using the data from Table I (converted to tons). The westbound 1ink
with the highest freight traffic volume on line one was between Akron and Cleveland
with an estimated flow of 9.8 million tons of potentially pipelineable products.
The eastbound 1ink with the highest freight traffic volume was between Harrisburg
and Philadelphia where 16.2 million tons per year were moved. Line two had
a much lower volume of freight if traffic were constrained to only the network
cities. No eastbound line generated the freight traffic volume as the least link
in Network One. The westbound links generated even less freight traffic volume.

 The potential magnitude of these flows can be put into perspective. The

capacity of a 60" diameter pipeline was estimated at 7 million tons in each direction
per year. Route one exceeded that constraint on many links (see Table II).
In addition, the Technology Group reported that for freight traffic flows (east
and westbound) totalling 14 million tons per year, the cost per ton-mile approached
1.6¢. Such costs would make the pipeline line-haul cost competitive with those
for rail movements. If the speed, reliability, loss and damage costs performed
better than those for rail or truck, the freight pipeline could stand an excellent

-
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Table Il

Tonnage Flows on Links of Hypothetical Network
(Assumes that only network cities can originate and terminate traffic)

Link Westbound Eastbound
Chicago-Gary 5,319,467 4,801,766
Gary-South Bend 7,640,156 7,110,856
South Bend-Toledo 7,396,888 6,975,979
Toledo-Cleveland 9,670,866 11,232,054
Cleveland-Akron 9,775,757 12,636,672
Akron-Youngstown 8,348,727 11,786,179
Youngstown-Pittsburg 7,757,971 11,555,755
Pittsburgh-Johnstown 9,477,265 14,808,585 -
Johnstown-Harrisburg 9,624,267 15,106,998
Harrisburg-Philadelphia 9,546,388 16,189,384
Philadelphia-New York 6,552,961 11,720,665
St. Louis-Indianapolis 942,365 734,211
Indianapolis-Dayton 1,037,081 1,342,571
Dayton-Columbus 1,358,210 2,552,438
Columbus-Wheeling 1,540,137 3,015,457
Wheeling-Pittsburgh 1,965,899 3,552,952

Source: Calculated from Table I and Reebie £§l:
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chance of attracting a signiftcant share of the assumed market (see below).

However, it may be too confining to 1imit the pipeline's service to just the
18 areas located on the two assumed pipelines. Freight movements which either
originate and/or terminate in areas not on the Tine may still use the pipeline
for a portion of their hau], e.g., a movement from M11waukee (or Seattle) to
Philadelphia may come to Chicago to be trans-sh1pped onto the pipeline. Or
a movement from Milwaukee to Baltimore could involve Milwaukee to Chicago access,
line haul by pipeline from Chicago to Harrisburg, and egress Harrisburg to Baltimore.

Assuming that trans-shipment was physically possible (reserving judgement on
the economics:for a moment),'two approaches were taken: one of the approaches
allowed for Tong haul moves on the pipeline system with a majority of movements
either originating or terminating on the system, while the other, less restric-
tive, approach allowed almost any east-west move, which did not involve absurd
route circuity, to enter the system.

The first step was to set up a 130 by 130 inverted L-shaped matrix represen-
ting intra-regional shipments in a 45 by 45 northwestern corner of the matrix.
Added eastward to the 45 by 45 submatrix was a 45 by 85 submatrix representing
the exports by the 45 areas in the study region to the 85 areas outside of the
study region. Added southward to the 45 by 45 submatrix was an 85 by 45 submatrix
representing the 1mports to the .45 areas in the study region from the 85 areas
outside of the study reg1on (This large matrix is unwieldy and is not reproduced
here). The remaining 85 by 85 submatrix was not completed since it entailed
shipments which in no way 1nvolved the study region or those movements flowing
through the study region. '

Using the more restrictive approach for trans-shipment and translating the
container equivalents to tonhages (17.75 x .9) for each 1ink,‘y1e1ds Table III.

As can be seen, the traffic on the 1inks jumped appreciably. The westbound 1ink
with the highest freight traffic vo]ume'was between Johnstown and Harrisburg with
19.3 million tons per year. The same link had the highest eastbound flow of
35 million tons per year. On route two, the St. Louis-Indianapolis Tink had

12.7 million tons per year westbound, and the Pittsburgh-Wheeling link had 12
million tons per year eastbound. Such’ freight traffic volumes were more than
enough to absorb the capacity of the assumed pipeline system described above.

The last case was the less restrictive trans-shipment one (shown in Table IV).
The maximum 1ink westbound on route one was Gary-South Bend with 22.8 million tons
per year; eastbound was Johnstown-Harrisburg with 38.3 million tons per year.

On route two, St. Louis-Indianapolis had 16.7 million tons per year westbound and
Wheeling-Pittsburgh had 13.3 million tons per year eastbound.




Table III

Tonnage Flows on Links of Hypothetical Network

Link

Chicago-Gary
Gary-South Bend

South Bend-Toledo
Toledo-Cleveland
Cleveland-Akron
Akron-Youngstown
Youngstown-Pittsburg .
Pittsburgh -Johnstown -
Johnstown-Harrispurg
Harrisburg-Philadelphia
Philadelphia-New York

St. Louis-Indianapolis
Indianapolis-Dayton
Dayton-Columbus
Columbus-Wheeling
Wheeling-Pittsburgh

Westbound

13,866,300
17,244,165
17,257,962
19,038,286
17,928,247
16,126,938
15,479,679
19,121,068

. 19,281,569

15,989,233
10,954,520

12,745,334
11,632,851

. 8,319,109

- 6,541,842
7,089,913

(Assuming Restrictive Trans-Shipment)

Eastbound

15,340,952
18,266,837
21,358,207
24,454,146
26,166,842
24,963,733
24,797,928
34,737,669
34,996,496
31,238,377
22,871,088

7,320,096
8,735,450
10,832,647
10,701,956
12,021,107

Source : Calculated from non-perishable origin-destination matrix and

Reebie (8).
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Table IV

Tonnage Flows on Links of Hypothetical Network
(Assuming Less Restrictive Trans-shipment)

Link

Chicago-Gary
Gary-South Bend

South Bend-Toledo
Toledo-Cleveland
Cleveland-Akron
Akron-Youngstown
Youngstown-Pittsburgh
Pittsburgh-Johnstown
Johnstown-Harrisburgh
Harrisburgh-Philadelphia
Philadelphia-New York

Vs
B ’,:?

St. Louis-Indianapolis
Indianapolis-Dayton
Dayton-Columbus
Columbus-Wheeling
Wheeling-Pittsburgh

Westbound

18,902,961
22,841,550
22,728,367
20,445,316
19,400,231
17,645,713
17,104,720
21,366,466
22,120,326
17,423,692

11,900,256

16,746,400

12,975,805
13,917,116
7,275,878
8,667,620

Eastbound

15,710,070
18,867,784
22,604,704
27,339,215

26,922,747

26,829,437
26,458,050
38,725,380
38,252,712
33,394,347
23,537,392

8,412,371
9,385,041
11,663,698
11,341,083
13,292,110

Source: Calculated from non-perisﬁab1e origin-destination matrix and

Reebie (8).
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A1though seasonality could be a problem when dealing with yearly flow data, |
e.g., if the eastbound flows occurred during one part of the year and the westbound
flows at another as opposed to balanced flows in direction and time, the available
data did not contain information on such seasonality. However, the three scenarios

shown above did point_out'a problem faced by a system using containers/vehicles. The

eastbound flows dominated the westbound flows on many links by a ratio which in some
cases approached 2 to 1. This implied a potential empty.backhaul problem for thevcon-
tainer/vehicles. ~ If the flows were balanced with respect to direction and with re-
spect to timing such that equipment would be fully utilized, the_hypotheéized network
could carry adgiven amount of traffic at a minimum cost. ‘ , _
The authors were somewhat skeptical of the above data base.  Past experience with
expanding the 1% rail wayb111 to represent. complete enumeration had produced f]ows
which were not feastble The comparison of estimated rail complete enumerat1on w1th

QCS data'was'also bothersome. Others have been skeptical about the validity of the ‘,?

import-exportdinland destinations-origins data (see Balfe et. al., (22)). It should
be noted that real goods imports plus exports have ranged between 12 and 20 percent

of the real goods, i.e., excjuding services, Gross National Product in recent years.
Thus the imports-exports pdrtion of the data base was not nearly as important as the’

totally domestic portion of .the data base. Any controversy regarding the accuracy of ’

the domestic data. The Census of Transportat1on contained 1arge samp11ng var1ab111ty
for many commod1ty codes Thus, it was ent1re1y possible that if all estimates of
traffic for a g1ven 0- D pa1r were fortu1tous1y on the high side, then the cumu]at1ve
effects of such errors “could be qu1te an overstatement 0f course, an understatement
was also possible, or the errors could be counterva111ng ones. Based on Census of

Transportat1on flows that were deve]oped for this project, the above flows seemed high.

However, it should be remembered that the flows of minerals and ores have not been
added. This shall be done below.

The Reeb1e study (8) data were attract1ve because they represented containeri-
zab]elfre1ght most of which was estimated to be pipelineable. However, they unfor- .
tunately suffered from a lack of commodity detail. At one time in its compilation,
it waszapparently on a four digit STCC basis. At another juncture, it was in a 76
sector input-output code. F1ow data on such a comprehensive geographfca] basis as
in the Reebie study (8) and also commodity disaggregated was unheard of up until now.
Unfortunate]y, it appears that once a commodity or portion thereof was deemed to be
prime or suitable with respect to containerizability, the total containerizable was

noted and the commodity identification discarded. This resulting lack of commodity -

identification made the modal split task of this project more difficult as is ex-
plained below. ’

-
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Nevertheless, this first cut at the flow data yielded some "ball park"
figures based on the best available data suggesting that significant traffic
flows which were pipelineable currently existed on an east to west axis from
Chicago and St. Louis to New York. Other significant corridors could also exist,
e.g., Cleveland, Erie, Buffalo, Rochester, Syracuse, Albany, Springfield, Boston,
or an Eastern seaboard north-south corridor, Atlanta to Boston. This study has
concentrated on the east-west corridor because it involved the largest flows.

The concept of trans-shipment loomed large in the above network analysis.

This held true with regard to both the restrictive and less-restrictive estimates
(involving cities not on the network) and also with regard to the network cities
(since the cities are not points). The hypothesized network cannot directly
serve all of the traffic postulated. Thus, the shipments would be brought to

a pipeline facility. The ease and cost of this access and egress to and from the
network will play a very important role in the competitiveness of this system
vis-a-vis the existing modes.

The Reebie study (8) data specifically excluded STCC's 10 (ores), 11 (coal),
and 14 (minerals) as being non-containerizable. However, such commodities were con-
sidered to be pipelineable and currently represent the major flows of non-petroleum
movements by pipeline.

Two attempts were made tc add such flows to the analysis. The first used the
Department of the Interior's Bureau of Mines (20) data on bituminous coal and lig-
nite distribution. The second used the state-to-state flows of STCC's 10, 11, and
14 from the 1972 1% rail waybill sample.

The coal data were for 1974. These data were used instead of 1971 data (Reebie's
data were normalized to 1971) because coal flows have grown since 1971 and the intent
was to determine the most up-to- date 1nformat1on on flows as possible.

Although 23 coa] produc1ng reg1ons were 1dent1f1ed by the Department of the
Interior, due to aggregat1on and om1ss1on, it- was - possible to 1dent1fy 20 origin
areas. Destinations were given as states and on]y Louisiana data was omitted of the
48 contiguous states.. A 20 by 47 or1g1n -destination matrix.for bituminous coal and
lignite was then constructed ‘ e

The matrix va]ues were then shrunk to account for just rail flows of coal (modal
split information 1s g1ven by the Bureau of. M1nes) It was decided that truck hauls
of coal (0-50 m11es) were much too short to .be. hauled by an intercity p1pe11ne system
and that movement by waterway was a competitor whose low price = .3¢ per ton-mile
would be difficult to reach.’

The 20 coal mining areas were assigned cities on the network as origin (or feeder
points). Although a nontrivial amount of coal is currently trucked to a rail or
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water head, the distancefinvo1ved is short and a feeder type of arrangement (over ‘;;}
long distances) from a hub'city is not too likely (although the analogous principle

of gathering and de]iver%ng lines in oil pipelines could be explored). Thus, because

of limited pickup and de]iVery possibﬁ]ities, it was decided to 1imit coal origins
ggg_destinatiOhs'to'the network area and destinations to network cities.

Specifically, coal orﬁginatingfin the Eastern Pennsylvania District (District #1)
was assigned toiJohnstdwn; coal originating in the Western Pennsylvania District
(District #2 was assigned to Pittsburgh; coal originating in the Ohio District (Dis-
trict #4) was'aSSigned to Cb]umbus; coal originating in the Panhandle District
(District #G)vWQé assigned to Wheeliné; coal originating in I1linois (District #10)
was assigned tovS;;jLOUis; and coal originating in Indiana (District #11) was as-
signed to Indiqnabdlis. . Although some of the other 14 districts (especia11y:South—
ern Distriéts:#i;aﬁdi#Z) originated coal which terminated in the states served by
the pipeline, fffwas deéided to exc¢lude those flows on the basis of a long feed re-
quired to reach*a.pbténtially briginating network city. ’ ‘

Destination f]pws‘were based on states. To assign state flows to a particular
city, two approachés were followed. The first identified the Tocation of iron and
steel workers in eaCh“state by SMSA (from the Census of Manufacturers). Then all
coal shipments by'fai] which went to the "all others" category which Interior re-
ports were assumédfto befsp1it on the basis of SMSA share of employment in iron and
steel production.. ,

The second apprbéch (and the one which represented by far the greatest tonnage)
was to assign the remaining rail flows of coal to electric utilities (the chief con-
..sumer; to-.coke and gas-plants, and to retail dealers). to the SMSA's of each state on
the basis of each SMSA's.share of total SMSA population of the state.

From the two approaéhés; only 'the flows to network cities from network cities
were noted. The f1ow5'a?e‘shown in Table V. The linkage flows contain a large
number of zeros due to the 1imited number of origins of ‘coal and the tendency for .
coal to be consumed fairiy_near where it is produced, e.g., most Indiana coal is
consumed in Indiana. ’In5add1tion,‘since most coal consumption occurs in the same
state where it is prodUced (and for I11inois, Indiana, and Ohjo, coal production
is in the southernrpart of the state and many consumption areas are in the northern
part of the state), many(north-south) flows are excluded from the east-west pipeline
network assumed herein.

Unfortunately, suchgdetai]ed flows were not available for STCC's 10, 14 and
anthracite coal. Howeveﬁ, making the same presumption as with coal concerning truck ‘;;D
and water movement, if rail;mOVements were available, an estimate of pipelineable
STCC's 10, 40, and:anthracite could be made. Unlike bituminous coal and lignite,




' Table V

Flows of Bituminous Coal and Lignite By Rail (1974)

Network Cities Only (Tons)

_ Eastbound
New York-Philadelphia o 7,650,443
Philadelphia-Harrisburg - 20,732,038
Harrisburg-Johnstown N . 22,077,690
Johnstown-Pittsburgh 13,954,324
Pittsburgh-Youngstown 0
Youngstown-Akron 0
Akron-Cleveland 0
Cleveland-Toledo 0
Toledo-South Bend 0
South Bend-Gary 0
Gary-Chicago 0
Wheeling-Pittsburgh 8,769,112
Columbus-Wheeling 0
Dayton-Columbus 0
Indianapolis-Dayton : 0
St. Louis-Indianapolis 0

Westbound

0

0

0
1,434,043
5,574,513
5,071,900
4,823,850
3,922,315
598,860
437,127
48,904

1,505,510
3,512,329
2,064,778
721,555
79,510

19

Source: Calculated by the authors from U.S. Department of the Interior (20) Table I.
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a complete enumeration of rail movements was not available. However, state-to-state
movements of five digit STCC's were available from the 1972 1% waybill sample.
Taking these flows and expanding them to representftomplete enumeration yielded

a very rough estimate (subject fo the difficulties mentioned above) of the rail
(hence pipelineable) flows of minerals, ores, and anthracite coal.

The assignment of origin and destination was done in a comparable method to
the coal assignment. The Mineral YearBook yielded potential countries of origin for
many ores and minerals in the states. From the rai]_waybi}] sample, an estimate of
the distance travelled by the shipments could be made - - call it X. With the Tikely
origin (county of production or port); the state of destination, and the distance
from origin and destination, Tikely destinétions_in the destination states could
be made, i.e., what cities in the destination state were X miles from the Tikely
origin?

Given the above methodology, assignment of origin and destination to the expanded
flows was made. When both 1ikely origin and likely destination were network cities
(or close to a nefwork city) in an east-west alignment, the flow was assigned to the
pipeline network. Table VI shows the results. North-south movements and.the‘genéfal
lack of mineral and ore production in the pipeline territory tended to keep the
flows Tow.

Table VII shows the sum of Table V and VI. Téb]e VIII gives the combination of
Table II and Table VII. Thus it represents the restrictive network (or almost
network) area flows. As can be seen, the addition of the STCC 10, 11, and 14 flows
made the Wheeling-Pittsburgh and the Columbus-Wheeling 1inks more significant
(in terms of 14 million tons per year total flow). While the flows on the Dayton
~-Columbus 1link were large, the flows on the Dayton-Indianapolis 1ink and es-
pecially the Indianapolis-St. Louis link remained low. Only when the less restrictive
feeder relationship was allowed did these Tatter two links generate significant
traffic volumes. | ‘

Nevertheless, this rough cut shows'that‘significant levels of traffic of
physically pipelineable goods could move in the area served by the hypothetical
network.

The CensUs of Transportation Flows

To date there have been‘three Census of Transportation taken - - 1963, 1967, and
1972, Theré is approximately a three year gestation period before the information
needed to cohstruct flows is released to the public. At the time when this research
began (June, 1975), the 1972 information was not yet released. Thus, the 1967 infor-




-Table VI

Flows of Minerals, Ores, and Coal (Except Bituminous) Coal
and_Lignite) By Rail (1969) Network Cities Only

(Tons)

, ) Eastbound ‘ Westbound

New York-Philadelphia - 672,200 ‘ 362,700

Philadelphia-Harrisburg - 847,400 ' 736,500

Harrisburg-Johnstown : . 218,500 1,333,100

Johnstown-Pittsburgh . 215,500 1,270,000

Pittsburgh-Youngstown 206,900 726,200

Youngstown-Akron. = - . : 169,200 , 561,000

Akron-Cleveland - , 169,200 , 591,800

Cleveland-Toledo - - - 39,000 433,600

_Toledo-South Bend ™ . 13,200 388,100
“South Bend-Gary ' 13,200 , 148,700
Gary-Chicago ' 3,000 131,900

- Pittsburgh-Wheeling . 138,800 - - -414,800
‘Wheeling-Columbus 54,800 548,000
Columbus-Dayton - ! o ‘ . 51,700 - 346,500

Dayton-Indianapolis : .. 51,700 . 346,500

Indianapolis-St. Louis 39,600 . 308,000

source: Ca]cu]ated by the authors from the 1972 1% . Ra11 Waybill
Sample - 5 digit STCC level - '
~See' text- for descr1pt1on ‘0f “STCC's’ cons1dered

‘rl~ § ‘ =z :_. REE v
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Table VII

Flows of A1l Minerals, Ores,
and Coal To and From -
Hypothetical Network Cities Only

~ (Tons)

Eastbound Westbound
New York-Philadelphia 8,322,643 362,700
Philadelphia-Harrisburg 21,579,438 736,500
Harrisburg-Johnstown 22,296,190 1,333,100
Johnstown-Pittsburgh 14,169,824 2,704,043
Pittsburgh-Youngstown 206,900 v 6,300,713
Youngstown-Akron 169,200 5,632,900
Akron-Cleveland 169,200 5,415,650
Cleveland-Toledo 39,000 4,355,915
Toledo-South Bend ' 13,200 986,960
South Bend-Gary 13,200 585,827
Gary-Chicago 3,000 180,804
Wheeling-Pittsburgh : 8,807,912 1,920,310
Columbus-Wheeling 54,800 4,060,329
Dayton-Columbus 51,700 2,411,278
Indianapolis-Dayton 51,700 1,068,055
St. Louis-Indianapolis 39,600 387,510

Source: Calculated from Tables V and VI

Note:

1974 and 1972 data were mixed because coal flows are known to have
increased over time due to the energy crisis while 1972 data was
the last year available for the other products.
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Table VIII

Tonnage Flows on Links of All Pipelineable Commodities

To and From Hypothetical Network Cities Only
(Tons)

New York-Philadelphia. .

Philadelphia-Harrisburg
Harrisburg-Johnstown
Johnstown-Pittsburgh
Pittsburgh-Youngstown
Youngstown-Akron
Akron-Cleveland
Cleveland-Toledo
Toledo-South Bend

South Bend-Gary
Gary-Chicago

Wheeling-Pittsburgh
Columbus-Wheeling -
Dayton-Columbus
Indianapolis-Dayton
St. Louis-Indianapolis

Fastbound

20,043,308
37,768,822
37,403,188
28,978,409
11,762,655
11,955,379
12,805,872
11,271,054

6,989,179

7,124,056

4,804,766

12,360,864
3,070,257
2,604,138
1,394,271

773,811

Source: Calculated from Tables II and VII.

Westbound

6,915,661
10,282,888
10,957,367
12,181,308
14,058,684
13,981,627
15,191,407
14,026,781

8,383,848

8,225,983

5,500,271

3,886,209
5,600,463
3,769,488
2,105,136
1,329,875

23




24

mation was used. As discussed later in Table XVI, the flows of selected pipelineable
commodities (nine) derived from the 1967 production area were utilized to estimate
transport demand.

During the research year, the 1972 production area data were released. Flows
from the published data for 1972 were utilized to estimate the macro demand model
shown in equation 2. The flows of STCC 291 (petroleum products):Were omitted from
the calculations since they were products which have already beén proven to be eco-
nomically feasible to be moved by pipeline. Since the Census information excluded
movements by pipeline from its.coverage, the STCC 291 movementﬁ‘Whjch are excluded
from the flows represent flows not now moving by pipeline but whith are amenable to
this mode of transpokt, _ . _ o

‘The Cénsus of Transportation was limitéd in its coverage. The 1972 Census had
27 origins and 28 destinations (the 27 origins.and an "all other" category). The
flows were based on a sampling procedure and were "expanded" to represent the com-
plete enumeration. The flows only accounted for manufactured goods flowing from
Firms with greater than 20 employees. Any flow of’manufactured%products fréh ware-
houses and distribution centers were excluded from the ana]ys{s.' Since suth:hau1s
were likely to be over short distances (a]though this was by no means necessary),
their absence may not be crucial from the freight pipeline point of view. Since only
a portion of the country was included in-the 27 production areas, some movements
which originated and/or terminated on the network cities were excluded from the data
base. In toto, neglecting sampling variability problems, it appeared that the Census
would understate manufacturing flows in the study area. In addition, as one dis-
aggregated commodity-wise, some flows were not given due to disclosure problems (the
Census?wi]] not release data in a form which will enable the operations of an
individual firm to be distinguished). ' o

Usinglthe published 1972 data, a 27 by 28 origin-destination matrix for all com-
modities (except STCC 291) waéﬁcohstructed. $ome of the production areas used in the
Census were much larger or covered different jurisdictions than the area used in the
Reebie study (8) ana]ysis above, e.g., the Philadelphia production area included
w11min§t0n; the Cleveland production area included Akron, Youngstown, and Erie; the
Pittsburgh production area'inQTuded Wheeling; the Detroit production area included
Flint, Toledo, and Ann Arbor; the Cin¢innéti production area included Dayton and
Springfield; the Chicago production area included Gary; among others. The ancillary
area mentioned with a production area tit]e above were separate areas in the Reebie
analysis (8).

The total flows involving just the network cities are shown in Table IX. The
main diagonals were excluded to allow for strictly longer hauls. Table X gives the




X
From \

New York

PhiladeTphia -
Hérrisbdfghffi;:

Pittsburgh -

Cievelandf.'
Defrofti 
Chicago -
St. Louis

Indianapoiis

Table IX

Flows of Manufactured Commodities Between

the Hypothetical Network Cities, 1972
(1000's of tons)

R e e

1993

*Inc]udes North Jersey

Source: Calculated by the authors from U.S. Department of Commerce, 1972 Census
of Transportation, Production Area Series.

New Phila- Harris- Pitts- Cleve- De- Chi-  St. Indiana-
York* - delphia burg burg land  troit cago Louis polis
x . . 2565 360 272 344 360 560 129 133
4851 . x 797 592 404 469 404 132 132
693 . 784 X 07 157 1% 132 33 17
839 . 732 303 X 1852 1514 1237 177 177
1837 824 262 1906 x 5169 1648 2z 2

907 90 519. 2447  x 2916 2z 2
1138 622 285 622 1529 3544  x 2 z
359 155 19 535 z 7 z X 290
224 127 37 22 2 7 z 23] X

6¢




Table X

Flows of Manufactured Products on the Hypothesized Pipeline Network Links, 1972
(1000's of tons)

Westbound Eastbound
New York-Philadelphia 4,723 (1067) 11,634 (2629)
Philadelphia-Harrisburg 5,088 (1150) 10,934 (2471)
Harrisburg-Pittsburgh 4,567 (1032) 10,453 (2362)
Pittsburgh-Cleveland 7,623 (1723) 10,705 (2419)
Cleveland-Detroit 11,683 (2640) 10,152 (2294)
Detroit-Chicago 6,897 (1559) 7,740 (1749)
Pittsburgh-Indianapolis 930 (210) 1,768 (400)
Indianapolis-St. Louis 702 (158) 1,358 (307)

Source: Calculated from Table IX.
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flows of total manufactured goods (less STCC 291) on the various links of the hypo-
thetical pipeline. Of course, not all of these flows were physically pipelineable.

Table XI shows flows involving the network cities and assuming that the network
cities are also feeder cities for off network cities, e.g., a Milwaukee to Boston
could go Chicago to New York via pipeline. Table XII shows the loads on the 1inks
of the hypothetical pipeline.

What percent of this traffic was physically capable of going by pipeline? If
the data was disaggregated by commodity, a large number of zeros appear in the mat-
rix. Thus, to get the maximum amount of flow, the flows undifferentiated by commodity
have been presented. Two digit STCC matrices could have been constructed, but time
and expense precluded doing so.

A clue existed as to the pipelineable products in a paper done by Wallin and
Frost (23) for the Forest Service, U.S. Department of Agriculture. Wallin and Frost
estimated the national percentage of the nation's manufactured traffic which was
palletizable based on the Census of Transportation for 1967, (they were interested in
wood consumption for pallets). Their estimate was 20%. The current basic dimensions
of a pallet load are 40" by 48" with a diagonal of 62.5" which will fit into a 72
inch pipeline.

Although the palletizable flow by commodity by origin-destination for the 1972
Census was not known, a rough idea of the type of commodity which is moving can be
found by looking at the industria] base of each production area in the pipeline
region. Aggregating major flow items (albeit without regard to destination) for the
whole region enabled a determination of the share of each commodity type in total
flows. Wallin and Frost's percent palletizable was then applied to the flow figures
given above. As previously, the idea was a ball park estimate of traffic flows.

When this percentage (approximately 22.6% for the Middle Atlantic and East North
Central regions) was applied to Tables X and XII, the‘results were the columns in

‘parentheses in Tables X and XII.

As can be seen, although the volume of tonnage was cut substantially from the
Reebie flows, there was still a large amount of traffic which was palletizable i.e.,
physically pipelineable. . While the magnitude was nowhere near the Reebie data magni-
tude, it must be remembered that the data set used for this exercise was just a
subset of the Reebie data. .

Wallin and Frost gave an actual Origin—destihation matrix for 1967 palletizable
flows. These are shown in Table XIII (for just the network cities) and in Table XIV

Q'l> (§§) Wallin, W. and R. Frost, Production Flow in a National Pallet Exchange Service,

Northeastern Forest Experiment Station, Forest Products Marketing Laboratory,
U.S. Department of Agriculture, Princeton, West Virginia, 1973.
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Table XI

Flows of Manufactured Commodities Involving the Hy?gggesized Network Cities

As Generators and Feeders,
(1000's of Tons)

To New* Phila-** Harris- Pitts- Cleve- De- Chi- Cinci!™ Indiana- sti'"

York delphia  burg*** burgh**** 1and troit cago natti _polis Louis

From

New York* X 3013 481 382 569 563 1664 233 202 1497

Philadel- 6632 X 797 675 518 614 863 241 132 1013

phia** '

Harris- 1048 784 X 296 321 266 751 215 35 797

burg***

Pitts- 1367 934 787 X 1852 1514 2377 587 243 1854

bur\gh****

Cleveland 2137 974 674 1906 X 5169 2510 z z z

Detroit 2707 997 404 519 2447 X 4646 z z z

Chicago+ 2690 17 891 1370 1764 4700 X z z z

Cincinatti’® 599 204 277 292 z z oz X 321 1023

Indianapolis 321 142 477 141 z z z 328 X 75

St. Louis T 3498 1181 343 1004 z z z 795 552 X

* IncTudes N.Jersey, Hartford, Boston

** Includes Allentown

Fhx Includes Baltimore, Syracuse

Fedek Includes Buffalo

+ Includes Milwaukee, Minneapolis, Seattle, San Francisco

++ Proxy for Dayton

+++ Includes Dallas, Houston, Denver, Los Angeles, Kansas City

Source: Calculated by the authors from U.S. Department of Commerce, 1972 Census of

Transportation, Production Area Series.




Table XII

Flows of Manufactured Products on the Hypothetical Pipeline Network Links, 1972

Less Restrictive UnadguStedA

(1000's of Tons

New York-Philadelphia
Philadelphia-Harrisburg
Harrisburg-Pittsburgh
Pittsburgh-Cleveland
Cleveland-Detroit
Detroit-Chicago

Pittsburgh-Dayton
Dayton-Indianapolis .
Indianapolis-St. Louis

Source: Calculated from<Tab1é XI.

‘Westbound

8,604 (1945)
10,444 (2360)"
11,847 (2677).
11,872 (2683)
16,291 (3682)
12,811 (2895)

7,049 (1593)
7,117 (1608)
6,259 (1415)

Eastbound

20,999 (4746)

20,700 (4678)

22,721 (5135)

16,386 (3703)

14,906 (3369)
12,532 (2832)

8,479 (1916)
8,230 (1860)

7,373 (1666)
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New York

Philadelphia

Harrisburg

Pittsburgh

Cleveland
Detroit
Chicago
St. Lquis

Table XIII

Millions of Tons of Palletizable Product

Network Cities Only, 1967

New York-Philadelphia
Philadelphia-Harrisburg
Harrisburg-Pittsburgh
Pittsburgh-Cleveland
Cleveland-Detroit

Detroit-Chicago

Phila- Harris- Pitts- Cleve- St.
N.Y.‘ delphia \burg burgh land Detroit Chicago Louis
X .62 .06 00 .07 .10 12 .03
1.31 X, .16 .13 .12 1N .10 .01
.13 .18 X .04 .02 .01 .02 .00
.61 .30 .10 X .64 .29 .27 .05
.31 .16 .04 .34 X .76 .27 z
.27 .29 .02 .26 .48 X .61 z
.25 .07 .03 .08 .23 .67 X z
.10 ,04 .01 .02 z y4 z X
Loads on Links of Hypothetical Pipeline
Westbound Eastbound
1.10 2.98
1.11 2.7
.98 2.50
1.96 2.12
2.05 1.98
1.39 1.37
.09 17

Pittsburgh-St. Louis

X =

no movement reported due to close proximity

no movement reported due to circuity

Source: Calculated by the authors from Wallin and Frost, 1973,pp. 68-69.

/“‘v«ﬁ'\i" R e R
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-
Table XIV ‘
Millions of Tons of Pa11etizab1e-P}6duct
With the Hypothesized Network Cities as Feeders, 1967

D . Phila- Harris- Pitts- Cleve- De-'  Chi-_ Cincin-  St.
7;\\\\\\\ N.Y. delphia burg burgh land troit cago nati Louis
New York X .78 .09 .14 13 .15 .43 .05 .27
Philadelphia 1.84 X .16 .14 .14 2 .18 .03 L
Harrisburg .20 .18 X 1 06 o3 .19 .02 .11
Pittsburgh .78 .34 .30 X .64 .29 .54 .25 .25
Cleveland .43 .20. 1 .34 X .76 .38 z z
Detroit .37 .35 .12 .26 .48 X .80 z z
Chicago .70 .33 .26 .22 .33 .92 z z
Cincin- .19 .03 .05 .05 z z X z
nati
St. Louis .70 .27 1 06z oz 26 x

Loads on Links of Hypothetical Pipeline

c Westbound . Eastbound
New York-Philadelphia . 2.04 - 5.21
Philadelphia-Harrisburg - © 2,14 5.07
Harrisburg-Pittsburgh = - 2.41 - 5.64
Pittsburgh-Cleveland - 2.90- 3.69
Cleveland-Detroit 3.07 3.42
Detroit-Chicago = - 2.52 2.76
Pittsburgh-Cincinnati~ "~ = =~ =7 '* " .1.09 - 1.46
Cincinnati-St. Louis ' "~ - .82 - 1.40

'z

Source: Calculated by the authors from Wallin and Frost,

(23),pn. 68, 69, 70.

'no movement reported ‘due to close proximity
no movement reported due to circuity
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(for the network cities as feeders). 1In general, the 1967 flows were greater than
the 1972 flows shown in Tables X and XII Since traffic flows have grown between
1967 and 1972 (Allen 24), these results indicated that disaggregation by production
area and commodity type (1967) is likely to result in larger flows than regional
average palletizable (1972).

The Census data indicated that pipelineable flows existed such that pipeline
would incur costs per ton mile of 4-5¢ for the lowest traffic volumes and 1.5¢ for
the highest traffic volumes if all such traffic were moved by pipe]ine Since other
_modes currently offer some serv1ce at lower rates than those assumed for pipeline,
whether p1pe11ne can win traffic will be a function of pipeline’ s serv1ce vis-a-vis
the other-modes. - ‘Since the pipeline showed pronounced economies of scale, to the
extent that -the pipeline cannot capture some of the physica]]y{pipe]ineable pnoducts,
pipe]ine cost will rise. This, in turn, will reduce traffic diverted to pipeline.
Therefore an iterative process will be necessary to determine the final traffic vol-
ume that the pipeline can sustain. The process of sp11tt1ng modes w111 be spe11ed
out in a later section.

Macro Demand Models

Once an understand1ng ex1sted with regard to the est1mated size of the total

traffic phys1ca11y p1pe11neab1e fre1ght traffic p1e a determ1nat1on of the potent1a1'

share of that p1e which cou]d be reasonab]y expected to be carried by pipeline was’
made. This entailed a moda1 sp11t ana]ys1s. ‘Such analysis was necessary since
although the flows under observation were assumed pipelineable, they are also rail-
roadable, truckable, containerizable, etc. To understand modal split behavior, it
was helpful to unders;and _something‘about demand behavior.

~The goaisof this section is to analyze several macro demand flows. By macro
is meant an aggregation over commod1ty type, over geograph1ca1 area, and/or over
sh1pper This analysis contrasts w1th the m1cro demand ana]ys1s below which in-
vest1gates transportat1on behav1or of 1nd1v1dua1 shippers, sh1pp1ng spec1f1c com-

mod1t1es from spec1f1c or1g1ns to spec1f1c ‘destinations. The 1ntent1on of the micro °

and macro demand moda] split sect1ons of the report was to (1) mode] jndividual
sh1pper s behav1or, (2) compare and contrast the 1nd1v1dua1 behav10r with the be-
havior found in the macro analysis, (3) build a linkage between the m1cro and macro
models, and (4) split the macro flows between p1pe11ne and other modes. ‘

(24) . Allen, W.B., "Some Observations -on Improving Railroad Productivity", Trans-
portation Research Forum Papers, Richard B. Cross & Company, Oxford, Indiana,
'1976.
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The first attempt at a macro demand model involved an aggregation of all manu-
factured commodities in the production area series of the 1972 Census of Transporta-
tion. The model to be tested was a basic gravity model of the form

PAPB
.= K
ij D?J
Where
Tij = Number of tons flowing from origin i to destination j
P, = Popu]atidh of Region i (or manufacturing employment or value added)
Pj = Population of Region j (or manufacturing employment or value added)
Dij = pistahce from i_to j (the airline distance from the cities which
jdentify i and j)
K,A,B,C = Parameters estimated from the data

A basiq discussion of the gravity mode]l was_found in Isard (25). 1In short, Pi
is a push variable (generating flows from origin i), Pj is a pull variable (attract-
ing flows to destination j), and Dij is a proxy for transportation costs, which tend
to inhibit movements from i and j.

Since population, manufacturing employment, and value added were all highly cor-
re]atedl(.92 level), they‘a11 basically gave the same resu]ts when estimated in
equation (1). Equation (1), estimated in the log linear form of equation (2) i.e.,
taking the logarithm of both sides of equation (1), yielded equation (2).

(2) 1og T = Tog K + A 1og P + B log P. - C log Dij

with resu]ts of , - o »
(2') log Ti = -2.099 + 799 1og P + 823 1og P - .919 log Dij
SR - (. 720) (. 063) - (.060) (.033)
where the values 1n parentheses are the standard errors
As can be seen, the s1gns of A B, and C were as expected and a11 coefficients
were statistically: s1gn1f1cant at the 1% 1eve1 The coeff1c1ent of determination,
i.e., RZ was .655 mean1ng that 65% of the var1ab111ty in the flow data was explained
by the three grav1ty mode] var1ab1es The F va1ue was-a: s1gn1f1cant 357. Thus the

basic gravity model exp1a1ned tota] f]ows qu1te well and yielded a rudimentary under-

standing of the demand for transportat1on. Wh11e no general rule exists with re-

(g_) Isard, W., "Regional Commodity Balances and Interregional Commodity Flows",
American Economic Review, Vol. 43, 1953, pp. 167-180.
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gard to the magnitude of RZ with the exception of 1.00 which signifies a perfect fit
of the data and .00 which signifies no relationship of the dependent and independent
variables, casual inspection of the literature utilizing such statistical estimation
techniques will show that an R2 of .65 is quite a good result.

These results basically confirmed the a priori theory that the demand for trans-
portation traffic volume was a derived demand (since the numerator variables had
positive signs) and was negatively influenced by transportation costs (since the dis-
tance variable had a negative sign). |

The gravity model had been estimated (in the constrained sense below) on STCC

0 (food) flows by 0'Sullivan and Ralston (26) and on total flows for 1967 by Black
(27).

The 0'Sullivan and Ralston model was run on a constrained form, i.e.,

-8
(3) Tij BJO1DJd1J

B 451!
where j E‘O1 i3

0, = tons originating from origin i

Dj = tons terminating in destination j
dij = distance from i to j

B' = parameter to be estimated

As shown by Wilson (28) and as in equation (3).
A doubly constrained program (Wilson, 28), has recently been made available to
the authors

- B
(4)  Ty5 = A{B;0;0;5d55
-1
where Ai [?Dad13}

and the second year report will present its results on the 1972 data.

These gravity models enabled the authors to estimate traffic volumes between
population centers in cases where actual flow information did not exist.

As Byler and 0'Sullivan (29) show, gravity model parameters tend to be fairly

(26) 0'Sullivan, P. and B. Ralston, "Forecasting Intercity Commodity Transportation
in the USA. Regional Studies," Vol. 8, No. 2, 1974, pp. 191-195.

'(27) Black, W., "Interregional Commodity Flows: Some Experiments with the Gravity
Model", Journal of Regional Science, Vol. 12, #1, 1972, pp. 107-118.

-

(28) Wilson, A.G., Entropy in Urban and Regional Modeling, Pion Press, London, 1971. G;;}

(29) Byler, J. and P. 0'Sullivan, "The Forecasting Ability and Temporal Stability

of the Coefficients of Gravity Models Applied to Truck Traffic", Traffic
Engineering Control, 1974. T
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stable over time. Dynamically stable gravity model parameters tend to suggest struc-
tual stability in the ecdnomy. Hence if traffic flows were to be projected into the
future (which is potentiaT]y risky due to possible future structural changes in the
economy), the gravity method could be a useful first approximation.

A Disaggregated Macro Approach

The next step was to take macro data and introduce transportation modes and at-
tempt to explain the traffic volumes by modes between origin and destination. As
explained above, the only information which contained numerous flows by commodity
and also contained modal split information was the Census of Transportation (in
public use computer tape form). Since it was expensive to use the tape, a research
strategy had to be decided upon fairly early in the project. A large number of
potential commodities existed that were physically pipe]ineablé. If origin-destina-
tion matrices were constructed by mode for all such commodities, the computer budget
for this project would have been overspent many times. In addition, if one attempted
to achieve commodity detail, matrix cells with zero entries started to proliferate.

Thus, in consultation with the pipeline technology group, it was decided to
investigate nine pipelineable commodities on a three and four digit STCC basis.

While three digits was, fairly aggregative, the trade-off in going to five (or in some
cases even four) digits was an unacceptable number of zeros in the flow matrix. The
nine three digit STCC's had a significant number of origins and destinations in the
northeast and midwest region, a significant number of shipments greater than 10,000
pounds (to insure reasonab1e p1oe11ne container loads) and a significant number of
shipments qreater than 75 (to insure a reasonab]e 1ine haul distance). In addition,
these commodities were selected to be similar with the micro demand/modal split in-
terviewing with %hippéhs which was undertaken and described below.

In this model, the objective was to. explain the f]ow; T1Jh (tonnage between i
and j by mode h) on the basis of the assumed abstract transportat1on characteristics
of each. There were inherent prob]ems with this approach As. exp1a1ned below,
shippers exhibit 1d1osyncrat1c perceptions of the transportat1on modal services and
also exhibit idiosyncratic corporate goals. Since the data utilized herein was more
disaggregate than the -data of the last section but still entailed different products
and/or different shippers, the model developed and estimated herein implied that
individual shippers could be assumed to have simi}ar'décision criteria for modal se-
lection. While individual shippers do, in fact, have fairly systematic decision
criteria, the modal split of an aggregation of such shippers as in the Census of
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Transportation Data, with different, but systematic, criteria may not appear to be
orderly. ‘ )

Given the modal choice explanations for these commodities, the addition of the
pipeline mode as an alternative to the shippers (who chose between truck and rail in
the above data) was hypothesized. The modal choice model hypothesized choice based
on modal characteristics (ideally shippér and shipment characteristics should also
be considered -- see Allen and Moses, (5); Gilmour, (30) -- for a Tist over 30 modal
choice variables, and Allen (5). Consultation with the pipeline technology group
yielded values for comparable modal characteristics for pipeline (e.g., rate, transit
time). The modal split analyis allowed the‘determination of how the traffic would
split between the three modes uéing the methodo]ogy‘of Quandt and Baumol(31). The details
of the models and the modal splitting are given below.

The Abstract Mode Model

The abstract mode model was first proposed by Quandt and Baumol and has been
used to estimate demand for passenger transportation (31). Relatively little work
has been devoted to applying this approach for estimating demand for freight transpor-
tation (32). However, as will be seen later, this approach was ideal for estimating
the potential demand for a new mode of transportdtion (such as the freight pipeline).
The abstract mode approach viewed the intermodal demand for various transportation
modes not directly, but as being derived from a demand for the "attributes” of these

(30) Gilmour, P., "An Evaluation of the Marketing Strategy for Transportation Ser-
vices", Mimeo, Department of Economics, Monash University, Melbourne, Australia,
1975.

(31) See R.E. Quandt and W.J. Baumol, "The Demand for Abstract Transport Modes:
Theory and Measurement", Journal of Regional Science, Vol. 6 #2, 1966, Reuben
Gronau and Roger E. Alcaly, "The Demand for Abstract Transport Modes: Some
Misgivings", JRS, Vol. 9 #1, 1969, R.E. Quandt and W.J. Baumol, "The Demand for
Abstract Transport Model: Some Hopes", JRS, Vol. 9 #1, 1969, E. Philip Howrey,
"On the Choice of Forecasting Models for Air Travel", JRS, Vol 9 #2, 1969, and
Kan Hua Young, "The Abstract Mode Approach to the Demand for Travel", Trans-
portation Research, Vol. 3, 1969.

(32) See Brian C. Kullman, "A Model of Rail/Truck Competition in the Intercity
Freight Market", Volume 15 in Studies in Railroad Operations and Economics,
prepared for the Federal Railroad Administration, December, 1973, and James H.
Herendeen, "Theoretical Development and Preliminary Testing of a Mathematical
Model for Predicting Freight Modal Split", Pennsylvania Transportation and
Traffic Safety Center, Pennsylvania State University, 1969.
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modes“(33) For exanp]e, a sh1pper s decision to ut111ze rail or truck did not de-
pend on what these modes were ca11ed Rather his decision to ship by a particular
mode was based on the 1evels of service (e. g., rates, trans1t t1mes, reliabilities,
probabilities of 1oss and damage, etc ) provided by that and other modes.

An abstract mode mode] of the 1ntermoda1 demand for fre1ght transportation can

be formu]ated as . S ,
a, a; " by b, by ‘”“b4' o b b

1 e 5 6
LA X ‘*(Rk»/Rv)"-' ‘RB TR T (Re1k/Re1 ) et (8)

T1Jk 1 J _{bn b

where T1Jk was the f]ow of commod1ty % -by mode k- from origin i to destination.j; Xi
. and X .were vectors of exogeneous variables representing production and consumption.
at or1g1n i and dest1nat1on j (i.e.,.population, manufacturing employment, value-
added in manufactur1ng, etc.), Rk was the rate charged by mode k between i and j, Rb
was the rate charged by the best (cheapest) mode between i and j, TTk was the transit
time provided by mode k between. i and j, TTb was the best (fastest) transit time be-
tween i.and j, Re]k was. the transit time reliability-provided by mode k between i and
Js Re1b,wasathe transit-time reliability between.i-and-j.of the best (most reliable)
mode, .and- A, aps az,‘blu_b2,1b3a.b4,_b5, and b6 were- the ‘parameters to be estimated.
Equation (5) accounted for.beth,freight generation. and model split. The freight
generation model could-be-written as:

by b, . -b - =

2 4 6 - (6)

., =ax.! 2 o

where TﬁJ was the total flow of commodity & from origin i to destination j. The
form of this model was very similar to that for gravity model formu]at1on The flow
between or1g1n i and dest1nat1on J was -a funct1on of the. relat1ve attractiveness of
the origins and dest1nat1ons (X X ) and of the "fr1ct1on" between them (Rb,

TTb, Rel, ) Thus,‘1f a new mode was 1ntroduced that reduced the, "fr1ct1on between
i and J, say for examp1e by chang1ng a 1ower rate the total f]ow wou]d be expected
to. increase. The est1mat1on of fre1ght generatlon and mode] sp11t together (as in

w1y_comp1ex and w111 not be attempted here: Instead, we

equation (5 )) was extre
concentrated on Just the moda] sp11t 1n the ex1st1ng market However, it must be
remembered that the 1ntroduct1on of a new mode will 1ead not on]y to & new division
of ex1st1ng f]ows, but a]so may 1ead to an- 1ncrease 1n tota] flows (by st1mu1at]ng
latent demand) . ﬁfﬂ(\w"_ﬁ¢"7<f A;M,__:f.,éi;ih.i Co T '

Here, we were 1nterested in. est1mat1ng the moda1 sp11t between truck and ra11

(33) Lancaster, K., "A New Approach to Consumer Theory", Journal 'of Political
~  Economy, 74, 1966, pp. 132-157.
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It is 1mport5nt to note that this was essentially a binary mode choice. Consequeht]y,
in the spirit of the abstract mode model, the fo1Towing equation was formulated:

(Pertruc)y; = (Const.) (TR/RR)}; (RT/TD)}, (RRel/TRel)l,  (7)

ij

where(éertfuC)fj was,theepercent of the f]ow'of commodity & going by truck between
origin,i:and destination;j, (TR/RR)ij was the truck rate relative to the rail rate -
between i and j (the rail rate was almost always the least costly),. (RT/TT)
the rail time re]at1ve to the truck time between i and j (truck t1me was a1most
always the fastest), (RRe]/TRe1) was the rail reliability relative to truck relia-
bility between i and j (truck re11ab111ty was almost always the best), and (Const.),
a, B, and _y were the parameters to be estimated. Various surveys have indicated
that rateé, transit time, and transit time reliability were the three most important
factors in the modal decisions made by shippers (34). Thus, these variables were
included in equation (7). Also the multiplicative form of this function implied
that a shipper traded off relative rates, transit times, and reliabilities in making
his modal selections. ‘Thus; there appeared to be a behavioral basis for .this
mu]tipTicative formu]ation.

Equation (7) can be estimated using ordinary least squares (OLS) assuming a
multiplicative error and taking” the logarithms of both sides, i.e.,

Ln(Pertruc)l = Ln(Const.) + aoLn(TR/RR) + BLn(RT/TT) (8)

+ yLn(RRel/TRel) + wu

where u ié‘a random error. It is well kann that estimates of (Const.), a ,

B » vy, obtained by applying OLS to equatidn,(B).wi]]zbe asymtotically unbiased.
However, these‘estimates wi]] not be asymtotically efficient (least variance of all
estimators). This‘was_becauée the dependent variable (Pertruc) was bounded by 0 and
100, and thus one of .the basic assumptions of least squares regression, homos-
cedasticity, was violated. It can also be shown in these estimates that the estimated
variances of the estimated coeff1c1ents were biased and therefore the usual sig-
n1f1cance tests cannot be applied. However, this problem can easily.be avoided

by tak1ng the logistic transformation of the dependent variable, obtaining

(34) For example, see the surveys identified by Kullman, B.C., "A Model of Rail/
Truck Competition in the Intercity Freight Market", Vol. 15 in Studies in
Railroad Operations and Economics, prepared for Federa] Railroad Adm1n1strat1on,
December, 1975. _
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(Pertruc/100 - Pertruc), and using the logarithm of this variable as the dependent
variable in equation (8). The dependent variable will now be unbounded, and the
estimated coefficients will be both asymtotically cons1stent and unbiased. Once
equation (7) had been est1mated “the abstract service character1st1cs of the
freight pipeline (rates, transit time, reliability) could be substituted in to
predict the percentage of commodity - % that would go by this new mode. This will
be illustrated in a later section of the report entitled Potential Demand for the

Freight Pipeline.

The Data and Variables - Manufactured Commodities

Data for the dependent variable in equation (7) was obtained from the 1967
Census of Transportation--Commodity Transportat{on Survey public usé tapes. The
Census data showed flows from 25 production areas (one or a combination of SMSA's)
to 59 destination areas (one or a combination of SMSA's and nine geographic regions)
of manufactured commodities by Standard Transportation Commodify Code (on the 2, 3;
4, and 5 digit levels). Unfortunately, because ofbdisclbsure'prob1ems, data on the
four and five digit levels were available on only a few origin-destination pairs.
Thus, the greatest possible disaggregation by commodity was on the three (sometimes,
four) digit STCC level. Pertruc was calculated by eliminating all less-than-
truckload shipments (less than 10,000 pounds), and dividing truckload tonnage by
total tonnage (truckload and rail carload) in a given origin-destination pair. This
calculation was performed for nine three digit commodity groups which were deemed
"pipelineable" (could physically move by‘a freight pipeline (35)). Among these
commodity groups transportation by rail and truck was dominant-water, air, and other

modes were‘extremely'insighifié&ntl‘"The nine’ commodity groups chosen in this
analysis by STCC were 208 (Beverages or. Flavoring Extracts) :264'(ConVerted Paper
or Paperboard Products) 265 (Conta1ners or Boxes, Paperboard) 283 (Drugs and
Medicines), 284 (Soaps and othér’ Detergents) 285 (Pa1nts and A111ed Products),
307 Miscellaneous P]ast1c Products) 346 (Metal Stamp1ngs), and 364 (E]ectr1c
Lighting or W1re Equ1pment) E ‘{i =

For each origin- -destination pa1r, it was necessary to ca]cu]ate the truck rate
and rail rate by commodity groups. Ra11 rates’ were ca]cu]ated from nine regress1ons
estimated on data from the 1969 Car1oad Wayb111 Statistics (36) Parameters for

(35) This was determined in consultation with the Technology Group.

36) 1969 Carload Waybill Statistics, U.S. Department of Transportation, Federal
" Rail Administration, Office of Economics,
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the following equation were estimated for each commodity group:

b b
RR = A(SS) l(Haul) 2 - ‘ (9)

where RR was the rail rate in cents per hundredweight, SS was the shipment size in
tons per carload, and Haul was the shipment distance in miles. The multiplicative
form of this function allowed both a quantity and distance taper in the rate structure.
As shipment size increased, the rail rate was expected to decrease at a decreasing
rate--b1 was expected. to be negative. As Haul increased, the rail rate was expeeted
to increase, but at a decreasing rate-—b2 was expected to be positive. This equation
was estimated on a sample. of state-to-state movements by five digit STCC within .
each commodity group. The logarithm of both sides of equation (9) was taken, and
A, bl’ ‘and b2 were estimated using ordinary least squares. The results of these
regressions are presented in Table XV. It can be. seen that the explanatory power of-t:
these regressions was fairly high, the estimated coefficients were usua]Ty’sighTfiténtﬁ
and by and b, always had the expected signs.

Truck rates were calculated from the f0110w1ng equat1on wh1ch was estimated in
three shipment size groups on data provwded in Morton (37).

TR = A+ b ’(1/Hau1) ‘ *(10)

where TR was the- truck rate in cents per ton-mile, Haul was the iength of haul in
miles, and A and b were the parameters to be estimated. The form of this equation
implied no distance taper in average rates (i.e., in cents/ton). However, as can be
seen in Table XV, the three regressions fitted the data extremely well. The coef- - -
ficient b was always positive and significant (at the 1% level). These regressions
were estimated on data for the Northeast during 1967. Thus, it may not be valid- _
to calculate truck rates for the entire country from these equat1ons Also, 'equation
(10) was not estimated by:commodity groups as- were. the rail rate regressions. However,
Morton has shown that truck rates vary significantly with the commodlty.sh1pped(§2);';
Still, the regressions had to be used because they were estimated on the best
(and it seems only) available data concerning truck rates.

To calculate rail and t?uck rates (and rail and truck times) it was necessary
to obtain data.on distance between the 25 production areas and the 50 destination:
areas by rail and highway. The nine geographical regions were not included in this

(37) Morton, A.L., "Competition in the Intercity Freight Market", Office of Systems
Requ1rements, Plans, and Information, Department of Transportat1on ‘Washington, "
D.C., 1971.
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Table XV
Rate Regressions

Rail Rate Regressions

Commodity Group A b] b2 F R N=
2.654  -0.131  0.567
STCC 208 (1.79) (-1.18)  (9.77)**  48.17** .60 67
Beverages, etc. ‘
13.343 -0.662 0.602
STCC 264 (5.49) (-4.46)** (11.41)** 66.01** .63 .79
Converted Paper,
etc.
13.158 -0.765 0.662)
STCC 265 (10.28)** (-12.42)**(16.31)** 159.00** . .86 53
Containers, etc.
16.119  -0.476  0.520
Droos o, (6.801)%* (-4.89)%* (13.87)** 106.03%* .77 65
1.583 -0.463 0.851
STCC 284 (0.98)  (-3.97)** (15.72)** 123.56*%* .85 46
Soap, etc.
1.972 -0.133 0.663
STCC 285 (2.15)* (-0.188) (16.78)** 141.59** .84 56
Paint, etc.
33.717 -0.737 0.525
STCC 307 (14.21)** (15.61)** (14.701)**210.78** 8] 100
Misc. Plastics : ‘
17.374 © -0.556 0.559
STCC 346 (11.56)** (-10.73)**(14.26)** 122.62** .81 62 .
Metal Stampings
17.392 -0.751 0.659
STCC 364 (9.47)** (-9.89)** (15.85)** 149.44*%% 83 64
Electric Lighting ,
Truck Rate Regressions
55 Group A b F RE N=
10-12.5 tons 3.151** 039.218** 1656.70** .99 22
12.5-15 tons 3.038** 762.683** 1163,33** .98 21
15-20 tons 2.470%* 684.973** 1565.65%* .99 21

Figures in parentheses are t-statistics
* Significant at the five percent level
** Significant at the one percent Tevel
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analysis. Both rail and highway distances were measured from the center of the
Targest city in each production or destination area. Rail short Tine miles were
obtained from the 1967 Rand McNally Commercial Atlas because rail distance would
not be expected to change greatly between 1967 and 1976. On the other hand,
highway distances have changed during this period mainly because of the construction
of the Interstate Highway System. Thus, highway short line miles were obtained
from the 1970 Rand McNally Highway Atlas. The average circuity over short line
miles in the United States has been estimated to be 16 percent by rail and 6
percent by truck (38). Thus, truck rates were calculated from equation (10) by
multiplying truck short line miles by 1.06 and using the rate regression which
includes the average truck shipment size (39) in that commodity group. Rail rates
were calculated from the rate regressions reported in Table XV by multiplying
rail short line miles by 1.16 and inserting for shipment size the average for that
commodity group (gg). Both rail and truck rates were converted to doilars per ton.
Rail transit times were calculated from the following regression which
was estimated by Martland (41):

Days = 1.2 + 0.0007 Miles + 0.72 Hump + 0.63 Flat + 0.39 Inter + 0.45 Unrel

RZ = .55, F = 30.3 (11)

(A11 coefficients significant at the five percent level, F significant at the

one percent level) where Miles was the rail miles (again rail short line miles
wére multiplied by 1.16 to account for circuity), Hump was the number of hump
yards (one every 250 miles, the national average was assumed), Flat was the
number of flat yards (two assumed), Inter was the number of railroad interchanges
(one assumed), and Unrel was a measure of transit time unreliability. Unrel
equalled (100-Rel), where Rel was transit time reliability measured as the per-

(38) Bureau of Accounts, I.C.C., Rail Carload Cost Scales, 1973, Statement No, ICI-
73, p. 131, and Bureau of Accounts, I.C.C., Cost of Transporting Freight by
Class I and II Motor Common Carriers, 1971, Statement No. 2CI-71. p. 4.

(39) Average truck shipment sizes obtained from Freight Commodity Statistics of
Motor Carriers of Property, 1967, I.C.C., Bureau of Accounts.

(40) Average rail shipment sizes obtained from the 1969 Carload Waybill Statis-
tics, U.S. Department of Transportation, Federal Rail Administration, Office
of Economics.

(41) Martland, C.D., Rail Trip Reliability: Evaluation of Performance Measures and
Analysis of Trip Time Data, Studies in Railroad Operations and Economics, Vol.
2, prepared for the Federal Railroad Administration, DOT, June 1972, p. 87.

-
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centage of shipments that arrive during the best three day period (80 percent,
the national average was assumed). Truck transit times were calculated from
the following equation:

Days = Miles/450 (12)

where Miles was the highway short line miles multiplied by 1.06 to account for
circuity. The demoninator in the above equation was obtained by assuming a
truck would travel a 45 mile per hour (the national average) (42) for ten hours
per day. ‘

As mentioned before, transit time reliability appeared to be one of the
three most important factors in the shipper's modal choice. In fact, reliability
may be the most important factor in this decision. In one of the shippers'
surveys cited by Kuliman (34), 73 percent of the shippers indicated dependabi]ity
of delivery as very important in the selection of their transport mode. This
was compared to 67 percent of the shippers who cited total transit time, 55
percent who cited freight rates, and 40 percent who cited loss and damage as
very important in their modal selection. One possible measure of transit time
reliability (as mentioned before) was the percentage of shipments that arrive during
the best three day period. Nationally this figure appeared to be about 95 percent
for truck and 80 percent for rail. Unfortunately there seemed to be no way to
estimate this variable for each origin-destination pair. Thus, truck and rail
reliability had to be excluded from the abstract mode model. Equation (8)
was written as

2
Ln(Pertruc) =Ln (Const.)' + a'Ln(TR/RR} + B'Ln(RT/TT) +pn' (13)

Clearly equation (13) was mis-specified since the variable rail relijability relative
to truck reliability was not included. If this excluded variable was correlated

with the included variables, relative rates and relative transit times, the

estimates of o' and g' will be biased. However, it'seemed that this was probably

not the case. It must be remembered that although equation (7) was based on
individual(shipper) behavior, it wé§\estimated bn extremely aggregate data.

Thus, altheugh the range'of mbda1 ?é1iab%1itiés faéing the Shipper may be ex-

tremely large, the ratio of rail re]iabi]fty to truck reliability may have very Tlittle

(42) Interstate Commerce Commission, Cost of Transporting Freight by Class I anq 11
Motor Common Carriers of General Commoditjes, 1971, Statement 2C1-71, Washington,

D.C., 1972, p. 51.




44

variance over the extremely aggregate origin-destination pairs. If this was the
case, the constant term would pick up the reliability advantage of truck.

Empirical Results - Manufactured Commodities

Before presenting the results of the estimation of our abstract mode split
model for the nine commodity groups, the implications of the aggregation problem
in this case is briefly discussed. The dependent variable (Pertruc) represented
an aggregation over many shipments of various commodities within each commodity
group. On the other hand, rail rates, truck rates, rail transit time, and truck
transit time all represented average values in that commodity group and for a
particular origin-destination pair. It was very possible that the mix of commodities
being shipped within each commodity group varied greatly over the origin-des-
tination pairs. Since shippers of different commodities were expected to respond
very differently to relative rates and relative transit times, this might Tead to
Tower exp]anatbry power for the mode split equation. Also, the Census production
and destination areas resulted from aggregation over large land areas. However,
within these areas shippers in the central city might be biased towards utilizing
rail because of the availability of rail sidings, while in the suburbs shippers
might be biased towards truck. Thus, a large variation in the spatial distribu-
tion of production and consumption among the origins and destinations might
also Tead to lower explanatory power in the mode split equations. In equation
(13) the sign of o' was expected to be negative--the greater the ratio of truck to
rail rates the smaller would be the percent shipped by truck. The sign of g’
was expected to positive--the greater the ratio of rail to truck transit times
the greater would be the percent shipped by truck. The results of the estimations
of equation (13) using both the logarithms of Pertruc and of the logistic trans-
formation (Pertruc/100-Pertruc) as the dependent variables are presented in Table
XVI. The results of both versions appeared to be about the same, although the
explanatory power of the equations using the logistic transformation as the dependent
variable were generally slightly less. This was because the variance of (Pertruc/
100-Pertruc) was, of course, much greater than that of Pertruc.

The estimated coefficients always had the expected signs. Also, in every
equation except STCC 283 (Drugs) at least one of the coefficients was significant
(at the one percent level). In four of the estimated equations, STCC's 208
(Beverages), 264 (Converted Paper Products), 285 (Paints) and 307 (Misc. Plas-
tics), the coefficients associated with both relative rates and relative transit
times were significant (at the one percent level). The calculated values of rail




Table XVI

Abstract Mode Results
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**Significant at the one per cent level.:

*Significant at. the five percent level.’

{5 n

Figures in parentheses-are-t-statisticsa

: Dependent Variable--Pertruc

4COmm9dity Cpnst; o ‘B . R F N= Cérr1]2
Severages, etc. ?5658)** Cargoyes | (9.94)sx 39 | 105.05%13391-0.46
STCC 264 .930° -3.699 1.530
Converted paper, (2 45)* v (—3.25)**‘ (6.15)** .28 30.88** (164 |-0.24
§$Ec 265 | 9.602 -0.722 1.004 .
Containers, etc. {5.29)%* (-0.67) (3.79)**”t12 - B.78%* 134 0.56
TS PR | S (W | e ssloles
T (371 VN B 1 B ST
SR e | | B | nsela o
Wisc. Plastics | (i 56)%+ (C2078)en | (sogpyes 20 | 15.66%% 127 0,51
o s | Bk | il 155 e | s o
Electric Lightingl (0. 82) Coive) | Gaozsyss 21 | 6.01%x | 49]-0.13

Dependent Vériablef-(Pertruc/(lOO-Peftéuc))
Beverages, etc. | (o) | U370 0 [(Jo 01 ee +35 ] 88.36%% 1339 -0.46
STCC 264 .125 -5.75% 2.850
gzgYerted Paper, (1 42) (-2.52)** | (5,70)%* ,23 | 24.30** 164;-0.24
Contasners, etc. | (1.09) Colazy | (3oaz)ew 12 | 2517 138 055
dDrugs. otc. {650 (Cites) | (ilse) 24 | 8-70% | 59:-0.64
Sette G |8 B e e oo
Paigt,sgts. 2?30(3)2)** (533?3)** 1(4-?28?-** .\13‘   12,74%* 1181 0.27
3?55.333astic;,;ﬁ_u?bfgg)_- , 255?33)*§ }33%2)** -?4.: 20 01** 127 :-0.51
azggl3égamp1ngs %032;)‘ ¢ EZé?Z?)r; ?bzgé) ,’19- o 90**~ 10? TQ'48
E{ggtgfz Lighting ?ao?;)*? 4o Efb?gij;n ?éng)**-iZIq,} 6.09%* | 491-0.13
Isimp]e‘corre}amion-bgtygéh¢Lh¢(BT'4 TT)‘and‘Ln*(TR'/ERR)-f
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rates and transit times, and truck rates and transit times were essentially linear
(or nearly linear) functions respectively of rail short line miles and truck short
1ine miles. Since rail and truck short'miles were highly correlated (the simple cor-
relation between them was .977), multicollinearity problems in the estimation of the
mode split models were anticipated. Although in some cases the logarithm of relative
rates and logarithm of relative transit times were fairly highly correlated (See
Table XVI), collinearity problems appeared to be severe only in the estimation of
the Drugs (STCC 283) equation. The explanatory power of each of the equations esti-
mated was nét high, e.g.,‘the‘Rz's were much below 1.00. This might in part reflect
the prdb]ems in aggregation discussed before. Also, the Census of Transportation was
subject tb a large sampling error since the Census was based on a 1 in 100 éamp11ng
ratio. This WOuld lead to lower explanatory power in the mode split equations, but

would not bias the estimated coefficient if the random variation in the dependent
variable was normally distributed (33).

From these estimated equations it was possible .to calculate the margﬁnaI rate
of substitution between kelative,rates and re}atiVe transit time--that is how much
would (TR/RR) have to change given a change in (TT/RT) to stay on the same level of
Pertruc. This concept is illustrated graphically in-Fig..1.  (Where K1; Kz‘énd K3
are constants and K3>K2>K1). Notice our equations were estimated on relative transit
time in terms of (RT/TT) while here we are discussing the marginal rate of substitu-
tion between (TR/RR) and (TT/RT). HoWeVer, it can be easiﬁy shown that the co-
efficient associated with (TT/RT), had it been included instead of (RT/TT) in equa-
tion (13), would be -g." The marginal rayeAQfﬁéubstitution was obtained by taking the
total derivation of equation (13) and soﬁving for d (TR/RR) / d (TT/RT). Thus,

d(TR/R) _ & (1R/RR)(RT/TT) = MRS (14)
d(TT/RT) g |

It can be seen from this equation and from Figure 1 that the marginal rate of sub-
stitution was not constant, but was a changing function of relative rates and rela-
tive transit time. Table XVII presents_thé cé]cu]ated marginal rates of substitution
in:eight of the commodity groups (all except STCC 283, Drugs). These marginal rates
of substitution were calculated at the mean values of (TR/RR) and (RT/TT) and are
shown for the regressions using Pertruc, and those using the logistic transformation
(Pertruc/100-Pertruc) as the dependent variable. From the table it can be seen that
the margina]_rate of substitutions calculated from the logistic model were consis-
tently larger in absolute value than those calculated from the equations using Per-
truc as the'dependent variable. Also, for those equations in which relative transit




MRS AT PERTRUCK=K

MRS AT PERTRUC = Ky

"7 "Figure 1
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* Marginal Rates of ‘Substitution Between
- Relative Rates and Relative; Transit Time .-
(K3>K2>K1)

2

MRS AT PERTRUC=K, -
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Table XVII
Marginal Rates of Substitution

Dependent Variable Dependent Variable
| Pertruc Pertuc/(100-Pertruc)

Commodity Group a B/a MRS - B/a MRS
sTcC208 -0.550" | -6.187 | -0.843'| -9.412
Beverages, etc.
STCC264 -0.4'[4.I -4.135 -0.4951 -4.944
Converted Paper
STCC 265 -1.39]2 '-14.788 -2.1202 -22.539
antainers, etc. »
STCC 284 -1.164%2 | -10.297 | -2.605%|-23.045
Soap, etc.
STCC 285 -0.308" | -3.251 | -0.316'[ -3.335
Paints, etc.
STCC 307 20.277" | -1.722 | -0.295'| -1.834
Misc. Plastics '
STCC 346 ~0.0843 | -0.605 | -0.0983| -0.706
Metal Stampings ‘ '
STCC 364 -0.963% | - -4.313 | -1.267%| -5.676
Electric Lighting ' -
1

Both relative rates énd relative transit time significant
at the one per cent level. °

2Re]ative transit time significant at the one per cent level.

3Re1at1‘ve rates significant at the one per cent level.
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time was significant, the marginal rate of substitution between relative rates and
relative time was very large (in absolute value). In other words, a very Sma]] change
in relative transit time would require a very large change in relative rates to keep
Pertruc at the same level. On the other hand, for that equation in which relative
rates were significant (at the one percent level) and relative transit time was not,
the marginal rate of substitution between relative rates and relative transit time

was very small (in absolute value).

Empirical Results - Agricultural Commodities

Equation (13) was also estimated on data obtained from the 1974 Fresh Fruit and
Vegetable Unload Statistics (43). Most of these fresh fruits and vegetables were
extremely perishable and only three were deemed to be "pipelineable"--dry onions,
potatoes and cabbage. These data show shipment of various agricultural commodities
from states to 41 cities by truck and rail in rail carlot equivalents. Thus, in
this case the dependent variable Pertruc was calculated by dividing rail carlot equi-
valents that went by truck by total carlots (by truck and rail). From the 1969 Cen-
sus of Agriculture it was possible to identify the major counties in which these
agricultural commodities were grown in the origin states. Highway short line miles

were then measured from a city in or near these origin counties to the 41 destination
cities. This information was obtained from the 1976 Rand McNally Road Atlas. Since

highway and rail short Tine miles were assumed to be very similar, rail short Tine
miles were not measured.
Rail rates were calculated from regressions estimated on data from the 1972 Car-

1oad Waybill Statistics allowing for circuity as previously described. These esti-
mated regressions are (44): '

Onions o

RR = (0.383) (5S) "0:33% (mites) 0-793** p2 = .83 F = 138.58%* N = 60
Potatoes ' . I

RR = (0.331) (s5) 2°917 (mites) O-759** g2 = 272.40%* N = 98

R™ =0.85F

**  Significant at the one percent. level
Truck rates were calculated from thé truck rate equations reported in Table XV
again allowing for circuity. The calculated truck rates were then multiplied by 1.3

(43) U.S. Department of Agriculture, Agricultural Marketing Service, Fresh Fruit and
Vegetable Unload Totals for 41 Cities, 1974.

(44) For reasons explained below, cabbage were dropped from the analysis. Thus a
rate regression for cabbage is not given.
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to bring them up to the 1972 level (45). One major problem with using these truck
rate equations was that many agr1cu1tura1 commodities move by agricultural exempt
motor carriers which tend to charge much lower rates than common carriers--the.truck
rate equations, however, were estimated on common carrier rates. Nevertheless, there
seems to be 1ittle information on rates charged by agricu]turaT exempt carriers.
Thus, the ratio of truck rates to rail rates probably overstate the true rate ratio
relationship. Also, no information on truck and rail rates was available for 1974.
This ratio, however, probably had not changed much between 1972 and 1974. Rail and
truck transit times were calculated (allowing for circuity) from equations (11) and
(12) respectively.

Equation (13) was estimated for the three agricultural commodities using the
logarithms of Pertruc and of the Logistic transformation (Pertruc/100-Pertruc) as the
dependent variables. However, because of extreme multicollinerity between Ln(TR/RR)
and Ln(RT/TT), the cabbage equations were not successful. The estimated equations
for onions and potatoes were:

Onions

Ln (Pertruc) = 18.826 - 10.364 Ln(TR/RR) + 3.013 Ln(RT/TT)
RZ = 0.42, F = 75.39, N = 213

Ln (Pertruc/100-Pertruc) = 36.622 - 24.867 Ln(TR/RR) + 8.251 Ln(RT/TT)
RZ = 0.58, F = 146.90

Potatoes

Ln (Pertruc) =10.306 - 9.173 Ln(TR/RR) + 2.700 Ln(RT/TT)
RZ = 0.33, F = 54.00, N = 218

Ln (Pertruc/100-Pertruc) = 10.282 - 14.551 Ln(TR/RR) + 5.133 Ln(RT/TT)
R® = 0.30, F = 46.92

A1l coefficients and F statistics were significant at the one percent Tevel.

Note that these estimated equations have much greater explanatory powers than
the mode split regressions for manufactured commodities. This was probably partly
due to the greater commodity disaggregation in the agricultural commodities.
| As before it was possible to calculate from equation (14) the marginal rates of
substitution between relative rates (TR/RR) and relative transit times (TT/RT). These
calculated marginal rates of substitution are:

Onions
Dependent variable is Pertruc MRS =-5.689
Dependent variable is (Pertruc/100-Pertruc) MRS =-7.632

(45) From "A Brief Summary of MAC General Territory-Wide Changes for Class and Com-
modity Rates", M1dd1e Atlantic Conference, Maryland.
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Potatoes
Dependent variable Pertruc . MRS = -3.099
Dependent- variable is (Pertruc/100-Pertruc) MRS = -3.721

Again note that the marginal rates of substitution obtained from the models

using the logistic transformation (Pertruc/100-Pertruc) as the dependent variable
were slightly larger (in absolute value) than those using Pertruc. The marginal
rates of substitution obtained from the onions and potatoes models indicated

that relative transit time was a very important variable.

Conclusions

There appeared to be several problems in attempting to estimate abstract mode
models for freight transportation from aggregate data. First, most aggregate
market share data (for example the Census of Transportation) included under
one commodity group several different types of commodities. Since modal decisions
might be made very differently for various commodities, aggregate modal split
models may not be expected to yield high R2's and significant coefficient estimates.
Also, aggregate data tended to utilize large Tand areas as origins and destinations.
Partly for these reasons our que split equations (especially for the manufactured
commodities) did not have very high explanatory powers. Second, it was necessary
to estimate values for truck rates, rail rates, truck transit times, rail transit
times, etc., from several sources of secondary data. These estimates represented
(at best) only broad averages for a given origin-destination pair. Because of
peculiarities of each origin-destination pair, these estimates (at worst) may
not have reflected the actual values at all.. Finally, even though the abstract
moda]vwas based on individué] (shipper) behavidr, it was estimated on extremely
aggregate data. ,Thege‘mode1s were not truly behavioral. Thus, it might not
be justified to use theee models for predictive purposes. However, these dis-
advantages of the aggregate approach must be weighed against the major problem
of the micro approaeh, éeneralizing from the micro to the aggregate level, which
will be discussed in the next section.

The Micro Demand Modal Split Model

The demand analysis took still another approach at demand/modal split.

WY Much analysis has been done of late on behaviorai modelling of transportation

choice. The bulk of this research has been developed in the context of urban
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passenger demand/modal split (see Watson (46), Charles River Associates (47),
Domencich and McFadden (48), Lisco (49), Warner (50), Ben Akiva (51), to name iiip
but a few of a vastly growing Titerature). Only a few examples existed on the
freight side (Kullman, (34), Hartwig and Linton (9), Miklius and Casavant(52),
Watson (53), Reebie (8). Some research on behavioral modelling of mode choice is
in progress concurrently with this project, i.e., at MIT (54) by Paul Roberts and
Alan Stenger at Pennsylvania State University. Despite the attempts, the freight
side of demand éna]ysis was virtually unexplored.
The objective of this section-was to develop a disaggregate model of shipper
modal split. This model was based on observations of actual modal choices for
individual shipments under the transport characteristics, i.e., rate, time,
reliability, etc., for both the chosen and alternative modes from a specific origin
to a specific destination. The commodity ambiguity and the geographical ambi-
guity, the effect of shipment size, the use of average times and rates all
disappeared in this analysis. The need for all aggregates was eliminated. A1l
averages were replaced by the actual values of service attributes which confronted
the decision maker when the decision was made.

(46) Watson, P., The Value of Time: Behavioral Models of Modal Choice, D.C.
Heath and Co., Lexington, Mass., 1974.

(47) Charles River Associates, Competition Between Rail and Truck in Intercity
Freight Transportation, NTIS, Springfield, VA, 1969.

(48) Domencich, T. and D. McFadden, Urban Travel Demand: A Behavioral Analysis,
American Elsevier, N.Y., 1975.

(49) Lisco, T., "The Value of Commuters' Travel Time--A Study in Urban Trans-
portation", unpublished Ph.D. dissertation, Department of Economics, Uni-
versity of Chicago, 1967.

(50) Warner, S., Stochastic Choice of Mode in Urban Travel: A Study in Binary
Choice, Evanston, IL, Northwestern University Press, 1962.

(51) Ben Akiva, M., “Stfucture of Passenger Demand Models", Highway Research
Record, #526, 1974.

(52) Miklius, W. and K. Casavant, "Estimation of Demand for Transportation of
Agricultural Commodities", Mimeo, Department of Agricultural Economics,
Washington State University, Pullman, Circa 1974.

(53) Watson, P., Urban Goods Movement: A Disaggregate Approach, D.C. Heath Co.,
Lexington, Mass., 1975.

(54) MIT, Freight Demand Modelling: A Policy Sensitive Approach, Center for
Transportation Studies, CTS Report #75-6, April, 1975.
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By observing modal choice when the shipper was confronted by various "bundles"
of modal service characteristics vis-a-vis the characteristics of the goods he was
" shipping (and his own objectives and characteristics of”the‘ordgin and destination,
etc.), shipper trade-offs between the various independent (explanatory) variables
could be determined. If the model explained the actual choice well, the addition
of the pipeline characteriStics might enable the determination to be made whether
a shipment in question was likely to move by pipeline (the likelihood will be
expressed in probability terms). Performingfthe analysis for all shipments would
determine the Tikely percentage of that sh1pper S sh1pments wh1ch were Tikely
(economic) candidates  for freight pipeline. : ' ‘ ' ’

This method of detérmining the modal sp]it o?'afneﬁmmode can be contrasted
with the Reebie study (8) - approach where a group of sh1ppers were confronted .
with the following type of quest1on Given a matr1x with co]umn head1ngs of spec1f1c
transportat1on 'service level changes and with row head1ngs of spec1f1c transportat1on
rate level ‘changes, e.g., suppose entry i. j read a transport rate 1ncrease of

5% accompan1ed by a service increase of 10%, if event’ i, j occurs wou]d you change
" your shipment? Using shipper responses the matrix cells were then filled out with
percentage diversion under the circumstances indicated by ‘thé row and column
headings.

Two difficulties existed with such a format The first was that since the.
sh1ppers when interviewed were not mak1ng any real dec1s1ons, one had no idea
whether, they would really sh1ft as they said they wou]d Second]y, the changes
were stated in percentage terms and 1mmed1ate1y brought “to mind - percentage of what
level? Constant percentage :changes usually 1mp1y d1fferent behav1ora1 responses
depending on the base from which one starts. This is espec1a11y true if one views
the cumulative:normal "S" shaped moda1 cho1ce curve wh1ch predom1nates in the urban
passenger ‘modal sp11t 11terature It is hard to 1mag1ne that the iy J s1tuat1ons
postulated to the sh1ppers 1n the Reeb1e study (8) ana]ys1s meant the‘same thing
to each one. .- v-., -j?”fim" 1 : ’1‘ i, j”L" L .

et .‘“"(' S

To c1rcumvent these def1c1enc1es; the approach taken hereln 1nferred the sh1p—
per's behav1or from: how he actua]]y behaved (1n a rea1 11fe 1, J, s1tuat1on)
as opposed to how he said he wou1d behave Second]y, a]though the sh1pp1ng behav1or
of an 1nd1v1df“TLsh1pper was“”posed on other sh1ppers in the same commod1ty '
group (t1me and cost prec]uded such a‘mode111ng effort for all: sh1ppers) the aggre-
gation was not carrled across a11 sh1ppers of a11 goods as it was in the Reebie
study(8) It was fe]t therefore, that since an 1nd1v1dua1 firm's behavior was be1ng
observed from their actions in the marketplace, that an understanding of the shipper's

response-to a new batch of characteristics, i.e., pipeline, could be discerned
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from his response to existing characteristic batches. This was the abstract mode o
approach which suggested that choices were made based upon modal performanée and “”f ‘;;9
not by what a mode is called. :

In order to implement this part of the research, it was decidedptpisurvey
major industfies which shipped pipelineable products for which sufficient;macro
data was available. The goal was a sample of 500 individual shipment per firm
with a sample mode split indicative of the firm's overall mode split. Information
was collected on origin, destination, type of commodity, size of shipment, -value of
commodity, dens1ty of ‘commodity, freight rate of chosen mode (truck.or rail), freight.
rate of rejected mode (rail or truck), time in transit by chosen and rejected mode,
and re1iability'by the chosen and rejected mode. While loss and damage rates were
felt to be 1mportant priori, no shipper was found that could give anyth1ng else f
but ah overall average for rail and truck.. Since each observation of moda] choice.
wou]d always have the same constant value for rail loss and damage, e.g., x, and - the
same constant valué for truck loss and damage, e.g., y, the loss and damage figures
hadvhb discriminatofy power (in addition to béing collinear). Thus loss and damage
was not present in the analysis herein.

Below, modal split models will be presented for three firms. The firms must
remain nameless because the data involved in the analysis was regarded as proprietary.
Suffice it to say that these were large, national firms. They had sophisticated
traffic and distribution departments. A conscious effort was made to solicit infor-
mation from more sophisticated firms with the general notion that they were leaders
in their field and that their techniques of today would be the techniques of the
“followers" tomorrow.; In addition, because of the concentration of economic power,

a relatively small number of big shippers tender a very large percent of the nation's
total shipments. Thus the firms included in this study (and firms of the type that
were ‘included in this study) shipped a non-trivial portion of the nation's freight.
"Conta;t was made with six firms at the Tevel of Vice President Transportation
or Traffic Manager. It was an original intention to gather information from a firm
in every two digit STCC Tevel which was considered pipelineable and which generated
significant traffic flow. In some STCC's it was hoped that at least two firms could
be %urveyed to check the hypothesis implicit in the Reebie criticism above that with-
in STCC behavior was more stable than between STCC behavior.

However, such a plan prbved to be overly ambitious. In all cases the information

which' was sought was regarded as propriety. In all cases a meeting




was required with a Vice President of Transportation or Traffic Manager so that
the prospective contributor could assess our intentions and that assurances

with regard to the security of the information could be made. In essence,

the "product" which the research team was "selling" had to be "sold to
management". This was a time consuming process, as was the data collection which
followed (and the tabulation, reconfirmation, education with respéct to the data,
etc.). Thus it became clear that the objective of 20 or so micro demand models
could not be accomh]ished.

Of the six firms contacted, data was collected from four. A fifth firm
was willing to cooperate but couldn't allow the research team to process the
data and could not, at that time, provide manpower to process the data for the
team. Only one firm was unable to participate due to management policy.

Not only did each data set take a long time to generate on the part of the
research team, but, in addition, each set entailed many man-hours of time from
the cooperating firms. The process of identifying the actual values on
shipments which did not occur (the non-chosen mode) was non-trivial. Much
time was spent with high ranking people in the traffic departments learning their
coding systems, discussing their evaluations of the modes, learning about company
policy with respect to transportation, and other matters which influenced how
the modal split model for that firm was constructed and how the results were
interpreted. Much time was also spent with other employees of the cooperating
firms in "straightening out" data problems. All in all, a great debt of gratitude
must be expressed to the participating firms.

While the data gathering and processing was time consuming, it is important
to point out that the data was available to perform the desired research.

The firms were cooperative and rgcebtive. The almost uniform willingness to
cooperate and spend'COhsiderébTezdmgunts:of timevwithAreSeaFChers was most
gratifying. fA, s l i Ch '

Part of the learning process which was obtainéd by_ﬁa1king to the shippers
was the idiosyncratic nature of the firms talked to. Whit is important to firm
X might not be important to firm Y. In addition, many items which influence
modal choice were highly idiosyncratic and difficulty ff‘not impossib]e to
quantify, e.g., advertising, public relations, salesmanship of a mode; equipment
availability, special loading or unloading requirements at the:origin and/or
destination. To the extent possible, any modal choices which might not truly
involve choice, e.g., special loading facilities at a factory might preclude
a particular mode, and such an item if not known to the research team might result
in the team's choice of another mode in that situation, were eliminated from the
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data base which was gathered.(excepting in the case of Firm C). ~Thus there

were no physical reasons why either mode could not. be chosen in the data set.

In addition, emergency rush orders, untypical seasonal demands, and any behavior
regarded as atypical by the shippef was not included in the data base.

Neverthe]ess,fthé’idiosyncrasies prevailed. Although the characteristics
faced by each firm were the same, the reactions to these characteristics would
be different and other idiosyncrasies exist as well. - If each shipper had these
personal differences, why proceed with the mode11ing'effort or why not build
the idiosyncrasies into the individual mode1? '

To the extent that the individual model built in shipper X's idiosyncrasies,
the better the model would be expected to classify shipper X's modal choices,
i.e., predicting an actua1 rail shipment as rail and an actual truck shipment'
as truck. However, the model would then lose generality. It was the view -
of the research team that all the idiosyncrasies that existed could never
be captured in the model. Certain items, e.g., rates, transit time, etc.,
are faced by every shipper, however. If a shipper's modal behavior could be
rep]fcated reasonably well based on a model built from publicly pbéérvab]e data
in a model form which was a priori acceptable, an important step would have
been made. S

Since the goal was to take the individual micro models and split the macro
data and to apply the micro model to other secondaryIS6u}ce data;*in order to
meet this objective, the model had to be simpiéfénd contain variables for the
rest of the universe (the non-surveyed firms) which were easily accessible (which
idiosyncrasies were not). Thus the test of the models deve16ped herein"wi11 be
their workability and not their completeness, i.e., did the models replicate
behavior even though not every possible explanatory variable was included in the
model. '

The theory of demand and the results of three tests of the micro model
are given below. A

Disaggregate Models of Modal Choice

The Demand for Tranéportation

The demand for transportation?is usua11y‘Viewed as being derived. from the
demand and supply conditions in various regions. ‘This could be easily illus-
trated through a simple two region trade model. In Figure 2, region A and
region B were initially each in isolation ~-- thus, the equilibrium price and




REGION A

" REGION B S

Figure 2A

Supply and Demand” Equilibrium:
in Region A-and the Derivation
of Region A's Excess Supply
Curve ) .

Figure 2B

Supply and Demand Equilibrium
in Region B and the Derivation
of Region B's Excess Demand
Curve

Figure 2¢

The Derived Demand for Transpor-
tation Curve Between Region A and
Region B derived From Region A's
Excess Demand Curve
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from his response to existing characteristic batches. This was the abstract mode
approach which suggested that choices were made based upon modal performance and
not by what a mode is called.

In order to implement this part of the research, it was decided to survey
major industries which shipped pipelineable products for which sufficient macro
data was available. The goal was a sample of 500 individual shipments per
firm with a sample mode split indicative of the firm's overall mode split. In-
formation was collected on origin, destination, type of commodity, size of shipment,
value of commodity, density of commodity, freight rate of chosen mode (truck
or rail), freight rate of rejeéted'mode (rail or truck), time in transit by
chosen and rejected mode, and reliability by the chosen and rejected mode.

While loss and damage rates were felt to be important a priori, no shipper was
found that could give anything else but an overall average for rail and truck.
Since each observation of modal choice would always have the same constant

value for rail loss and damage, e.g., x, and the same constant value for truck
loss and damage, e.g., y, the loss and damage figures had no'discriminétory power
(in addition to being collinear). Thus loss and.damage was not present in the
analysis herein. o .

Below, modal split models will be presented for three firms. The firms
- must remain nameless because. the data involved in the analysis was regarded
as proprietary. Suffice it to say that these were large, national firms. They
had sophisticated;traffic and distribution departments. A conscious effort was
made to solicit information from more sophisticated firms with the general notion
~ that they were leaders in their field and that their techniques of today would
be the techniques of the "followers" tomorrow. In addition, because of the
concentration of economic power, a relatively small number of big shippers
tender a very large.percent of the nation's total shipments. Thus the firms
~included in this study (and firms of the type that were included in this study)

shipped a non-trivia1'portion,of the nation's freight.

Contact was made with six firms.at the.level of Vice President Transportation -

or Traffic Manager. It was an original intention to gather information
from a firm in every two digit STCC level which was considered pipelineable
and which, generated significant traff1c flow. In some STCC's it was hoped that
at least two firms. could be surveyed to check the hypothesis implicit in the
Reebie criticism above that within STCC behav1or was more stable than between
STCC behav1or ' "

- However, such a p1an'proved to be over]y ambitious. In all cases the
information which was sought was regarded as proprietary. In all cases a meeting




output in each region was determined where demand equa1s supp]y (P and Q
region A and region B). - ‘

Obviously, if any trade was to be generated, it would be from region A to
region B.(from the lower price region to the higher price one). Region A's
excess supply curve (ESA) was obtained through the horizdnta] subtraction of
demand from supply. Similarly, region B's excess demandicurve (EDB) was obtained
through the horizontal subtraction of supply from demand. These two curves
have been transcribed to Figure 2c. If transportation from region A to region
B was perfectly costless, equi]ibrium trade and price in both regions would be
determined by the intersection of the excess demand and excess supply curves (Q
and Pe)' Note the equilibrium price is below the price in region B, but above
that in region A. However, in reality transportation is never free. Thus, it was

e

necessary to derive the demand for transportation -- th153was simply the vertical
subtraction of excess supply from excess demand (curve DTfis obtained). If
the transportation rate was T the equilibrium trade wou]d}obvious]y be QT'

Figure 3 is a blow-up of the demand for transportatibn curve which has been
derived. ' 1

Equilibrium trade was not only determined by the transportation rate, but

also by other costs of sh1pp1ng commodities. These associated costs might include

time costs, costs because of uncertain transit time, 1oss?and damage costs,

etc. If these associated costs (which’ were drawn horizontally in Figdres

3 and 4 for convenience's sake) could be measured in dollars, they would be added
to the transportation rate (A + T) to determine the equ111br1um quantity of trade
(QT' in Figure 3). ‘

In Figure 4, the transportation rate was no longer fixed. Rather, there
existed two modes of transport each of which were . w1111ng to carry different
quantities of the commod1ty at various rates’ (S1 and 52) Each mode also had
an associated cost curve (A and A, ). To:-obtain the total cost of transportation
for each mode (TC1 + TCZ) the supp]y curve and assoc1ated “lcost curve were” ‘
vertically summed. The total cost of transportat1on (TC) was obtained through
the horizontal summat1on of TC1 and TC2 The equ111br1um 1eve1‘of trade was
determined where the demand for transportat1on (DT) equaled the "supply" (TC).

At equ1l1br1um mode 1 carr1ed Q1 at the rate Rl’ mode 2 carried Q2 at a different
rate R (55) From th1s gmmple ana]ys1s, jt was;poss1b1e to draw two important

(55) Stucker, J., An Econometric Model of the Demand for Transportation, Ph.D.
d1ssertat10n Northwestern University, 1969, also see Samuelson, P. :
Spatial Pr1ce Equilibrium and Linear Programm1ng", American Econom1c
Review, June 1952, |

1
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conclusions. First, the equ111br1um amount of trade and the modal sp]lt depended
on the supply curve and the Tevel of service (trans1t time, transit time relia-
bility, etc.) provided by each mode. For example, if mode 1 improved its level
of service (and thus reduced its associated costs), not only would the quantity
carried by mode 1 be increased and that by mode 2 reduced, but also total amount
of trade would be increased (a new equilibrium would result). Second, if we
knew the the costs and levels of service proyided by various modes (shifts in the
supply curve), it was possible to identify the intermodal‘demand for transpor-
tation. During the previous discussion, the following demand hierarchy (by a
shipper) had been implicitly assumed:

1. Choice of location and the level of activity,

2. Choice of market Tocations and vo1umes of trade, and

3. Choice of transport mode. (56) ‘
These choices ranged from the very long run (1) to the short run (3). During
this paper, we shall goncenpraﬁe on the short run, i.e., decision three. However,
it must be remembered that over the long run the costs and levels of service
provided by various modesuwi]] not only affect the modal split, but will also
affect the directions andftOtaT volume of trade flows and u1timate1y the location
and level of economic activity.

A Model. of Modal Choice

In this section we sha]T give an intuitive motivation for the logit model
of mode choice. For a more r1gorous deve]opment of this model see McFadden(57).
Suppose a shipper had a choice. of ut111z1ng two alternative modes (truck or
rail) each with a vector of ”attr1butes"'(sh1pment cost, trans1t t1me relia-
bility, etc.). Assume the probability ‘the sh1pper chose truck for a particular
shipment can be expressed as a linear. funct1on=of the d1fferences between truck
and rail shipment costs, trans1t t1mes, and trans1t t1me re11ab111t1es Thus:

) ”P'T" (TC - RC) e b(TT - RT) + c(TR - RR) o (15)

(56) Terz1ev, Marc, .Ben- Ak1va, Moshe and Roberts, Pau] "Fre1ght Demand Modelling--
A Policy Sensitive Approach", presented to ‘the: 47th Nat1ona1 Operations
Research, So¢iety- of. Amer1ca Meet1ng, 1975 o

(57) McFadden, Daniel, "Conditional Logit Ana]ys1s and Qua11tat1ve Cho1ce Behavior",
in P. Zarembka, ed Frontiers in Econometrics, Academic Press, N.Y.C. 1973,
and by the same author, A Disaggregated Behavioral Model of Urban Travel
Demand, Charles River Assdc1ates, prepared for the Federal Highway-
Adm1n1strat1on, U.S. Department of Transportat1on,

1973.




62
where (TC - RC) was the truck sh’'pment cost minus the rail shipment cost, (7T -
RT) was the truck transit time minus the rail transit time, (TR - RR) was the
truck reliability minus the rail reliability, PT was the probability of choosing
truck and a, b, and c were the pirameters of the equation.

A major problem with this fyrmulation was .that estimated values of PT could
fall outside the range of 0 to 1. To constrain this equation so that the probabil-:
ity of choosing truck fell betwe:n 0 and 1, the logistic transformation of PT

is taken, thus obtaining:

Ln (PT/(l - PT))u= alTC = RC) + b(TT - RT) + c(TR - RR) (16)
where (1~-.PT)'was the probabil‘ty of choosing rail (PR)i
From equation (16) the probabil -ty of choosing truck reduced to:

P = exp (a(TC = RC) -~ b(TT - RT) + c(TR - RR))

T 1+ exp (a(TC - I"77+ b(TT - RT) + ¢(TR - RR)) (17)
Multiplying the top and bottom f equation (17) by exp(axRC + bxRT + cxRR)
obtained: ' :

P = exp (axTC + bel + cxTR)
T exp (axRC + be) + cxRR) + exp (axTC + bxTT + cxTR) (18)
This was the logit model -- s1n(e jts form was intrinsically non-linear, the

parameters (a, b, and c) cou]d{pe estimated using the method of maximum Tikelihood."

I
The Data and the Variables q
S |

The data used for the empi?ica] analysis consisted of observations of in-
dividual shipménts by truck and(ra11 obtained from three(national)large sh1ppers
These firms were very cooperat1we in allowing us to use this information. In
return we agreed not to revealiitheir names. Thus, for the purposes of this
report, we shall refer to themias Firms A, B, and C. For all three shippers
the shipment observations were}over a number of origin-destination pairs. ~When @ °
gathering the data from wayb1lls we attempted to select origin-destination pairs
where the shippers were engag1§g in active mode splitting (between truck and rail).
For each. observat1on we co11ecFed (or calcu]ated) the truck and rail shipment
costs (1n dollars per. sh1pmentD, and the truck and rail transit times (in days).
Also, from Firm A we were ab]e?to obtain the truck and rail transit time relia-

|
|
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bilities(in the percentage of shipments arriving during the best three day period).
Q.-) Unfortunately, this information was not available for Firms B and C. In a previous

analysis of this type, Hartwig and Linton (9) were able.ito collect information
on the actual transit time for each shipment and then construct an index of
reliability (standard deviation of the transit time) for a mode over a given
origin-destination pair. However, information on actual transit times although
available for most shipments by Firm C was not available for the other two firms.
Therefore, the transit time figures used for Firms A and B, and the reliability
figures used for Firm A were the expected values for a giVen origin-destination
pair obtained through discussions with the shippers. This method seemed to be
justified. If a shipper was reasonably informed about a mode's level of service
(which ours seemed to be), his perceptions of transit time and transit time
reliability over a given origin-destination pair would reflect the actual popula-
tion values. Also, not enough information on transit times was available from
Firm C to construct an index of modal reliability for each origin-destination
pair. ' , o |

For a shipment that was carried by truck it was nécesSary to ca]cu]até what
the shipment cost would have been if it was carried by rail (and vice versa).
Since these’ calculations could introduce a bias in the analysis, phe method
utilized will be detailed here. It was assumed that if a truck shipment went
by rail, it would be combined with other truck shipments to form one rail shipment.
The size of such a rail shipment was obtained through discussions with the shipper.
For example, for Firm A this figure was 30,000 pounds. A 30,000 pound rail
shipment almost always "went as 36,000 pounds" (the rate was charged as if the -
shipment was 36,000 1bs.).'.Thus,’the ca]quated railﬂcost for Firm A was:

'RC = SS X gg 888 x ra11 rite (onfa'36%000>1bs;vshipmeht) (19)

§

where SS was the truck sh1pment size in. pounds For;a-shipmént thatiwas.canried;
by rail, it was assumed thati}t_wqulq;befbroken\down,ihto.a;number.of truck
shipments. The numberAqf:tnuéquaﬂ;shﬁpmentspréqUired-wgsﬁobtaiﬁéd through
discussions withvthe‘shippenf;'Sinée;truck.shipments'were a]most'alwaysvcarried

at a truckload rate,-thegusua]qcaléulateqftruck”§hipment'cost_wasr

o LT e
Iy g -
Ve

TC = Truckload Rate x # of Trucks required . - . (20)

|

5 <-‘“)Now we shall turn to the empirical results for Firms A, B, and C.
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Empirical Results -- Firm A

The maximum 1ikelihood estimate of equation (16) for Firm A was:

Ln(P/1 - Py) = -0.0199 (TC - RC) - 1.0585 (TT - RT)

t - stat.  (-9.94) (-6.41)
4 0.0011 (TR - RR) A = 237.7

. (0.09) Pseudo R® = 0.49 |
The ]ikelihood ratio (1) was used as a test of the significance of the estimated
equétjqn and was calculated-as: - ' |

a=-2(loglL (6=0)-Togl (6=0)) - - (21)
“where L (e = 0) was the 11ke11hood of the function with ‘all coefficents set equal to
zero and L (8 = e) was the 11ke11hood of the functions at the estimated coeff1c1ents
The 11ke11hood ratio was assymptot1ca11y chi-squared distributed w1th as many degressv
of freedom as the number.of parameters estimated in the equation. Using this test,

the est1mated equat1on was h1gh1y significant (at the one percent Jevel). The

’pseudo R2 gave an 1ntu1t1ve fee11ng for the fit of ‘the est1mated equat1on to the
data. It was calculated as:

2 log L(e

Pseudo R =‘1 e) (22)

ﬁ , Tog L(o = 0)
Anocher test of the estimated equat1on was its success in classifying observations
1ntotthevrlghtvgroup_(truck or rail). With.a cut-off probab111ty of 0.5, this model
misc1a§sif1edyon1y<227observations (one truck and twenty-one rail) out of 350 obse?-
vatiqn§fL@The.performanceiofvan estimated equation could also be analyzed by compar-
ing the totals of the estimated probabilities for each group to the actual values in
each.group. In this case, the estimated total probabilities were exactly the same.as
the,aptgg] va]ues,(221 truck and 129 rail observatJons).. From the pseudo R2, its
success4in classifying. ebservations, and the estimated total probabilities, it ap-
peared the est1mated equation fitted the data very well. , _
The 51gns of all-the coefficients in the estimated equation were in the expected
a1rect1on "The coeff1c1ent associated with cost (TC -;RC) was -expected to be nega-
tive.-- larger the truck cost (or smaller the rail cost), the smaller:was the proba-
bi]ity the shipment would go by truck. The coefficient associated with-transit time
was also expected to be negatfve -- the larger the truck transit time (or smaller
the rail transit time), the smaller was the probability the shipment would go by .
truck. Finaily, the coefficient associated with transit
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time reliability was expected to be positive -- the larger the truck reliability

(or smaller the rail re]iabi]ity), the larger was the probability the shipment would
go by truck. In the case of the logit model, the t-test cannot be used directly to
test the significance of the estimated coefficients (the sampling distribution had

a variance greater than the t). Therefore, since the tail of this distribution was
"fatter" than the t distribution, the t-test could be used to test if a coefficient
was not>significant, but not if it was significant. Thus, the best method to test
the significance of adding explanatory variables to an equatibn was to Took at the
increase in the likelihood ratio as these variables were added. Using this method,
both cost (TC - RC) and transit time (TT - RT) were significant in the estimated
equation (at the one percent level). However, the addition of transit time relia-
bility (TR - RR) did not significantly increase the likelihood ratio of the estimated
equation.

An estimate of the value of time by the shipper could be obtained by dividing
the time coefficient by the cost coefficient. The time coefficient (b) equaled
aIn (Py/1 - P1))/5 (TT - RT) and the cost coefficient (a) equaled aIn(P/(1-P;))/d
(TC - RC). Therefore, b/a equaled 3(TC - RC)Y 3(TT - RT) which was the value of time.
From the estimated equation this figure was approximately $53 per day for the average
shipment.

Table XVIII presents the elasticities of the probability of choosing ¢ruck or
rail with respect to the various independent variab]es-((aPT/ﬁ%)/(aX/X) and (aPR/
Eh)/(aX/Y), where ?}, ?k and X were the values of these variables at their means).
From these figures it was possible to determine the relative 1mp0rt§nce of the in-
dependent variables to the shipper in making his modal choice. The most important
variables (with elasticities greater than one in absolute value) were truck cost,
rail cost, and rail transit time. Truék cost was extreme]y important in the shipper's
modal decision -- a one percent increase in the truck cost would increase the prob-
ability of choosing rail by.-5.14 percent and decrease the probability of choosing
truck by 1.64 percent. Both rail cost and relatively long rail transit time worked
against the probability of chddsing rail.’ Re]ative]y long fai] transit time was
also an important variable working'intfavor'of choosing'tkuck. Truck transit time,
truck transit time reliability, and rail transit time reliability did not seem to be
very important variables in the shipper's modal decisions.

Empirical Results -- Firm B

Table .XIX presents the results of five estimated equations for Firm B. In
general the results for this firm were far less successful than those for Firm A.




Table XVIII.

Elasticities, Firm A

Mode
Variable Truck  Rail
Cost
TC -1.64 5.14
RC 0.88 -2.76
Transit Time
TT -N0.18 0.56
RT 1.21 -3.78
Transit Time Reljability
TR 0.03 -0.08
RR -0.02 0.05
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Table XIX. Estimated Equations, Firm B
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1 2 3 4 5
Variable Both Origins Both Origins Origin 1 Origin 2 Origin 2
Cost TC - RC -0.0160 -0.0240 -0.0368 -0.0071 -0.019%6 -
(-4.70)] (-7.64) (-5.06)  (-2.33)  (-5.99)
Transit TT - RT 0.1927 -0.8840 0.2601
Time (3.30) , (-6.71) (4.33)
Origin City 0C1 3.4950 3.1912
Dummy (10.28) (9.24)
Likelihood Ratio (A) 240.1 228.6 119.5 110.0 91.03
Pseudo R .509 .485 556 429 . 355
Misclassified 39 36 14 27 25
Truck 23 21 2 27 24
Rail 16 15 12 0 1
Total Estimated Probability
Truck v]57.2: A 169.8 L., 127.8 27.7 42.7
Rail - 182.8 - 170.2 o f,27.2.; . 157.3 142.3

1) t - statistics are in parentheses -
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Shipments made by Firm B were from two origins -- one was the Middle Atlantic region
(origin 1) and one was the Midwest (origin 2). Equations 1 and 2 (see columns in
Table XIX) included as variables: cost (TC - RC), transit time (TT - RT) and an
‘origin city dummy (O if the shipment was made from the Midwest and 1 if it was made.
from the Middle Atlantic origin). In both these equations the coefficient associated
with cost had the expected sign and was s1gn1f1cant (at the one percent level). Un-
fortunate]y, in equation 1 the coefficient associated with transit time was also
significant (at the one percent level), but its sign was in the wrong direction. In
equation 2 the transit time variable has been deleted. According to the likelihood
ratio test, both equations 1 and 2 were significant (at the one percent level). Also,
the explanatory power ‘of equatipn 2 was only slightly less than equatfon 1. There-
fore, although the addition of transit time to the equation significantly increases
the 1ikelihood ratio, it appeared'this variable was not very important to the shipper
in making his modal choice (more about this when the computed elasticities from_the‘
equations are discussed). In both equations 1 and 2 the coefficient associated with
the origin city dummy was positive and significant (at the one pércent level). This
implied shipments from the Middle Atlantic origin have a much higher probability of
going by truck. Equation 1 misclassified 39 observations (23 truck and 16 rail) out
of a total of 340 (159 truck and 181 rail). Also, the total estimated probabilities
were very close to the actual values. Equation 2 misclassified 36 observations (21
truck and 15 rail). However, the total estimated probabilities from this equation
were not very close to the actual values.

It appeared from the inclusion of origin city dummy variable that sh1pment de-
cisions for the two origins might be made differently. Therefore, the logit model
was estimated for each origin. The problem with this approach was that there was
very little mode splitting from each origin -- from origin 1 only 23 out of a total
of 155 shipments were made by rail, while from origin 2 only 27 out of a total of
185 shipments were made by truck. Despite this the results for origin 1 (equation
3) appeared to be somewhat successful. The coefficients associated with both cost
and transit time had the expected signs and were significant (at the one percent
level). The likelihood ratio was significant (at the one percent level) and the
pseudo R2 was fairly high. The equation misclassified 14 observations (2 truck and
12 rai])'-- approximately one-half of the rail shipments were misclassified. The o

total estimated probabilities for this equation were fairly close to the actual value's.1

The results for origin two (equation 4 and 5) were not so successful. Although the
coefficient associated with cost had the expected sign and was significant (at the
one per*ent Tevel) in both equations,'the coefficient associated with transit t1‘mej
in equatinn 4 had the wrong sign and was significant (at the one percent level). In’

~

-
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equation 5 the transit time variable was deleted and the explanatory power of this
eduat{on was not much WOrse than equation 4;' According to the likelihood ratio test,
both equations were significant (at the one percent level). However, equation 4
misclassified all of the truck shipments, while equation 5 misclassified 24 of them.
The total estimated probabilities for equation 4 were fairly close to the actual
values (27 truck and 158 rail), while for equation 5 the total est1mated pro-
babilities were not very c]ose to the actual values.

‘ Table XX presents the elasticities computed at the mean of the probability
of choosing truck or rail with respect to the various exp]anatory variables for
equations 1 (both or1g1ns), 3 (origin 1), and 4(or1g1n 2) From equation 1 it
appeared both truck cost and rail cost were very 1mportant in the shipper's
modal dec1s1ons - the elasticities associated with these var1ab1es were very large
in absolute va]ue On the other hand, truck transit time and rail transit time
d1d not seem to be very 1mportant A]though the signs of these elasticities were
not as expected their magn1tudes were very sﬁa]] (in absolute value). From
equation 3 it again appeared that truck cost and rail cost were very important
in the shipper's moda1 cho1ce Also, re]at1ve1y long rail-transit time seemed
to be an 1mportant var1ab1e work1ng against the possibility of choosing rail.
Truck cost and rail cost were also important variables in equation 4. Also,
a]though the truck transit t1me and rail transit time e1ast1c1t1es did not have
the expected s1gns, the size of these elasticities .were much smaller than those
associated with truck and rail cost (in absolute value).. Thus, it appeared that
overall truck and rail transit time were not very important in this shipper's
modal decisions. This conclusion was verified through discussions with the
shipper. Firm B had a pract1ce of ca]cu]at1ng ‘truck and rail cost indices for
broad geograph1c reg1ons and then sh1pp1ng by the cheapest mode to each region.

Empirical Results - Firm C

Tab]e XXI presents the est1mated equat1ons for F1rm C. Here certain des—
tination cities spec1f1ca11y requested that sh1pments to them be made by rail
boxcar. Th1s was accounted for by 1nc1ud1ng a dest1nat1on city dummy variable
in the est1mated equat1ons, and ass1gn1ng a va]ue of one to those dest1nat1on
cities that requested ra11 de11ver1es It can be seen that in both equat1ons 1
and 2 (of Tab]e XXI) the probab111ty of sh1pp1ng by truck was s1gn1f1cant1y 1ower
(at the one percent 1eve1) to these destination c1t1es In equation 1 the coef-
ficient aSSOC1ated w1th cost (TC - RC) had the expected sign and was significant
(at the one percent 1eve1) ,However, the coefficient associated with transit time
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Table XX. Elasticities, Firm B

1- Both Origins 3- Origin 1 4- Origin 2

Variable Truck Rail Truck  Rail Truck Rail
Cost

TC -4.71 3.08 -1.15 9.87 -3.97 0.60

RC 4.01 -2.62 1.00 -8.53 3.36 -0.48
Transit Time

1T 0.06 -0.04 -0.05 0.40 0.11 -0.02
RT -0.58 0.38 0.43 -3.65 -1.20 0.17
Origin City

0C 0.96 -0.63




Table XXI. Estimated Equations, Firm C

Variable . 1 2
Cost TC - RC -0.0235 -0.0209
(-7.92)" (-8.10)

Transit TT - RT 0.2075

Time (4.23)

Dest. City -2.9187 -3.2755

Dummy (-5.89) (-6.87)

Likelihood Ratio (A) 225.2 201.0
Pseudo R 615 549

Misclassified 24 29
Truck 14 14
Rail 10 15

Total Estimated Probability

- Truck 100.5 1]5.2"
Rail 163.5 - 148.8

1) t - statistics are in parentheses
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(TT - RT) did not have the expected sign and was significant (at the one percent , ‘i;p
level). In equation 2 the transit time variable had been deleted. The explanatory
power of this equation was only slightly less than equation 1. According to the
Tikelihood ratio test, both estimated equations were significant (at the one percent
1evé1). Also, the pseudo R2 associated with both equations was fairly high. Equa-
tion 1 misclassified only 24 observations -- 14 truck out of 104 and 10 rail out of
160. Equation 2 misclassified only 29 (14 truck and 15 rail). 'Fina11y, the total
estimated probabilities for both equations 1 and 2 appeared to be fairly close to the
actual values (although equation 2 did somewhat worse),

Table XXII presents the elasticities computed at the means from equation 1. Al-
though the elasticities associated with truck and rail transit times did.not have the
expected signs, truck cost and rail costs were by far the most importdht variables.

A one pefcent increase in truck costs would decrease the prdbabi]ity of choosfng
truck by 15.6 percent and increase the probability of choosing rail by 3.35 percent.
Conversely, a one percent increase in rail costs would increase the probability of
choosing truck by 15.9 percent and decrease the probability of chodsing~rai]'by 3.41
percent. It appeared that mode choices made by this shipper were determined mainly
by truck and rail shipment costs.

Conclusions

The empirical results from this and other studies (52, 53) had shown that logit
analysis can be successfully applied to model the determinants of freight modal choice
from disaggregate data. However, a major problem with this approach was how did one
generalize from the disaggregate to the aggregate level? In other words, we were not
really interested in how much Firms A, B, or C ship by rail or truck or even by pipe-
line. Rather, we would like to know how many tons of the commodity type shipped by
these firms would go by pipeline. There was no easy énswer to this problem. For the
purposes of this report, we shall assume that these firms were representative of their
respective industries. Since our firms were very large and constitute é significant
part of the output in each of their industries, this might be a justifiable assump-
tion. Researchers are just beginning to study how to make predictions from a dis-
aggregate model of mode choice (58). 1In a later section of this report (Potential

Demand for the Freight Pipeling), we shall illustrate how to use one of these dis-

(58) see Westin, Richard, "Predictions from Binary Choice Models", Journal of Econo- 4;;>
metrics, 1974, and Talvitie, Antti, "Aggregate Travel Demand Analysis with Dis-

ﬁgggegate or Aggregate Travel Demand Models", Transportation Research Forum.




Table XXII. Elasticities, Firm C

‘ Variab]e Truck Rail
Cost
TC -15.6 3.35
RC 15.9 -3.41

Transit Time
T 0.85 -0.18
RT -1.58 0.34

Destination City
Dummy -~ -0.81 0.17
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aggregate models to predict the probability certain shipments will go by pipeline.

Pipeline Modal Split Analysis

Given the above macro and micro modal split models combined with a vector of
expected pipeline performance with respect to rate, time, and reliability, evoking
the theory of abstract modes (Quandt and Baumo])» 12) yielded estimates of potential
‘pipeline penetrat1on into the existing truck and rail markets. .

The bas1c idea behind the app11cat1ons of the abstract mode theory shown below
was the following: the existing models explained the existing modal choice between
truck and rail by our three firms.in the case of the micro models or the market
split between truck and rail in the case of the macro models. ~For a given shipment
in the micro case, the modal split model would designate either truck or rail (on a
probability bas1s) as the Carfier of that shipment. The vector of pipe]ine charac-
teristics was now substituted for truck and the equation was calculated as a proba-
bility of going by rail or pipeline. Likewise the vector of pipeline characteristics
was substituted for rail and the equation was calculated as a probability of go1ng
by truck or pipeline.

If the probabilities showed truck greater than rail, pipeline greater than rail,
and pipeline greater’than truck or rail greater than truck, pipeline greater than
rail, and pipeline greater thah truck, then pipeline unambiguously was assigned the
traffic. As shown in the next section in a selected (chosen for variety purposes)
sample of 20 observations from Firm A, under one assumption five and under a more
liberal assumption eight observations could unambiguously be assigned to pipeline.

A similar type of analysis was performed with the macro models. Pipeline mar-
ket shares were thus estimatable. The preliminary results which could be concluded
from these equations were‘that pipeline appears capable of penetration of somewhere
in the vicinity of 20-50% of the market sampled herein (although in one case almost
total penetration resulted). It must be stressed that these results were quite pre-
liminary and vary with the commodity investigated. Nevertheless, the acceptability
to shippers could be shown by the use of the abstract mode methodology.

Since the origin-destination flows were not available by commodity nor did we
have models for all pipelineable commodities, it was only by crude extrapolation that
we could estimate the total flow potential of the pipeline. However, if our 20-50%
penetration of the market held up, under the Tiberal matrix assumption, flows of be-
tween lo:and 25 million tons could be expected on the most dense Tinks.

-
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Potential Demand for the Freight Pipeline

In this section we sha]Tédemonstrateuhow the eétihated micro and macro models
would be utilized to estimate the pbtehtia] demand that'might exist for a freight
pipeline system. It must be emphasized that at this point it was impossible to give
a definitive answer to the question: how much tonhége_wou]d_move by a freight pipe-
1ine? HoWever, it was poésible to begin to get a feeling for the relative competi-
tiveness of a freight pipeline system vis-a-vis existing modes -of freight transpor-
tation (truck and rail). '

First, we shall demonstrate the use of one of the disaggregate models of modal
choice. Here, we shall use the logit model estimated for Firm A. For purposes of
comPariscn, a sample of twenty shipment observations representing a wide range of
origin-destination pairs and shipment sizes was .chosen. Of the twenty shipments, ten
went by truck and ten by rail. For each shipment it was necessary to estimate the
pipeline shipment cost, the pipeline transit time, and .the pipeline transit time re-
liability. Pipeline shipment costs were calculated us1ng figures obta1ned from the
pipeline cost model., The commodity shipped by Firm A was of very Tow density (about
seven 1bs/cu ft)--pi pellne costs were adjusted upwards to reflect this.. Also, the
pipeline costs were calculated ~ssuming one hundred percent truck access at the
origin and destination. Finally, these pipeline costs were multiplied by 1.10 to
obtain the pipeline shipment costs to the shipping firm. This, of course, assumed
pipeline rates would be ten percent above the costs to the "pipeline company." Pine-
line transit times were calculated ASsuming twenty-one hours of terminal time at .nc
origin and destination (the average of 18 and 24 hours, see above section) and a
pipeline speed of 23.3 miles per hour. Both pipeline shipment costs and transit time
were calculated based‘on a pipeline circuity of . ten: percent over straight line miles.
P1pe11ne trans1t time re11ab1ﬂ1ty was assumed to be constant at 90 percent (90 per-
cent of the shipments would arrive durlng the best three day per1od) over all origin-
destination pairs.

For each sample sh1pment three moda] compar1sons were. made-—truck versus rail,

" pipeline versus truck, and p1pe11ne versus rail, For truck versus ra11, equation 16

was used. The probab111ty that the shipper wou1d choose pipeline over truck was cal-
culated for each shipment by substituting (PC -7C), (PT-TT), and (PR-TR) into the
estimated logit model, where PC, PT, and PR were the pipeline sh1pment cost, pipeline
transit time reliability respectively. Finally, the probability that the shippers
would choose pipeline over rail was calculated by éubstituting into the estimated
logit model (PC-RC), (PT-RT), and (PR-RR). The results.of the calculations are pre-
sented in Tables XXIII and XXIV. The figures in Table XXIII were obtained using




Table XXIII. Modal Comparisons, Firm A

(Pipeline annual volume--Five million tons)

Truck vs. Rail

Pipe1iné vs. Truck
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» Pipeline vs.rRaiTT Shipment
Prob. Truck| Mode Selected | Prob. Pipel Mode Selected | Prob. Pipe| Mode Selected |will go by:

0.93 Truck 0.04 Truck 0.39 - Rail Truck
0.74 Truck 0.16 Truck . 0.35 Rail Truck
0.99 Truck 0.21 - Truck 0.97 Pipeline Truck
0.99 Truck '0.08 Truck 0.97 Pipeline Truck
0.17 Rail 0.60 [ Pipeline 0.22 Rail Rail -
0.03 ~ Rail 0.26 Truck 0.01 Rail ' Rail
0.05 Rail 0.80 Pipeline 0.12 Rail Rait
0.09 Rail 0.99 | Pipeline 0.48 Rail Rail
0.46 Rail 0.03 Truck 0.01 " Rail Rail
0.09 Rail 0.99 | Pipeline 0.98 | Pipeline Pipeline
0.17 Rail 0.84 Pipeline 0.49 Rail Rail
0.01 Rail 0.99 Pipeline 0.93 Pipeline Pipeline |
0.82 Truck 0.21 - Truck 0.54 Pipeline Truck
0.51 Truck 0.79 Pipeiine 0.78 Pipeline Pipeline
0.04 Rail 0.99 Pipeline 0.55 Pipeline Pipelirne
0.38 Rail 0.40 .  Truck 0.30 Rail “Rail
0.98 Truck 0.39 Truck. 0.97 Pipeline Truck
0.77 Truck 0.14 Truck 0.34 Rail Truck
0.78 Truck 0.29 ~ Truck 0.58 Pipeline Truck
0.66 Truck 0.99 Pipeline 0.96 Pipeline Pipeline




Table XXIV. Modal Comparisons; Firm A

(Pipeline Annual Volume-- Ten Million Tons)

Truck vs. Rail-

.. Pipeline vs. Truck

_Pipeline vs. Rail
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Shipment

Prob. Truck [Mode Selected | Prob. Pipe Mode Selected | Prob. PipJ Mode Selected | will go by:
0.93" ~ Truck . 0.07 Truck 0.51" Pipeline Truck
0.74 . © Truck 0.21 Truck ©0.43 Rail Truck
0.99- Truck 0.25 - Truck 0.97 | Pipeline’ Truck
0.99 Truck 0.11 Truck’ 0.98 | Pipeline Truck
0.17 Rail 0.81 Pipeline 0.44 Rail Rail
0.03 Rail 0.70 - | Pipeline ©0.01 Rail Rail
0.05 Rai) 0.99 Pipeline 0.26 Rail Rail
0.09 Rail ' 0.99 | Pipeline 0.59° | Pipeline Pipeline
0.46 Rail’ 10.10 | Truck’ 0/01° | Rail Rail
0.09 Rail 0.99 - | Pipeline " 0.97° Pipeline Pipeline
0.17. | - Rail ©0.99 | Pipeline 063 | Pipeline ~ |Pipeline
0.01 Rail 0.99 ~ |Pipeline 0.98 | Pipeline Pipeline
0.82 Truck 0.27 Truck -~ 0.63 Pipeline. Truck
0.61 - | Truck 0.82 - | Pipeline 0.87 - | Pipeline | Pipeline
0.04 | Rail 0.99 - | Pipeline - 0.81- | Pipeline  [Pipeline
0.38 - | Rail "~ | 05857 |Pipelirie "l ;0.2 | :Rail | Rail
0.98 - | Truck | 051" |pipeline’™ | ' 0.98" | Pipeline”" |Pipeline
0.77 Truck - | ©0:23% | Truck ¥ 7° | ~0.51 | Pipeline Truck
0.78 Truck 20,37 [rrick 77l 0.67 | Pipeline Truck
0.66 Truck [ 0.99 r|Pipeline -° |-~ 0.98 | Pipeline  |Pipeline
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pipeline costs based on a pipeline annual volume of five million tons, while those 6;;9
in TabTe XXIV Were-based‘on an annual volume of ten million tons. The mode ulti-

mately chosen for each shipment was determined through a series of binary comparisons.
For example, for the first sample éhipment truck wou]d win over rail and truck would
win over pipeline (using a cut off probab111ty of 0.50.). Thus, truck would be

chosen. :

‘Using this method baéedaon an annual volume of five million tons, truck would
be,chosen~8 time§;ra11 7 times, and pipeline 5 times. It must be emphasized that our
samole of shipmeht,observatﬁons 'did not represent a random sample of all the ship-
ments made by'Firm A Therefore, it was not poss1b1e to say 25 percent of all ship-

-ments made by F1rm A would 'go -by pipeline. However, our records did indicate that
pipeline would probab]y capture all shipments made by Firm A over about 300 miles.
If the annual p1pe11ne vo]ume was ten million tons, truck would be chosen 7 times,
rail 5 times, and p1pe11ne 8 times. These resu]ts indicated that at a fairly high
vo]ume p1pe11ne would a]so be somewhat compet1t1ve at d1stances 100 to 300
miles. S1nce the 1ongest sh1pment by Firm A was 550 m11es, it was ‘nét- poss1b1e to
make any statements concernwng the compet1t1veness at greater distances.

Here we shall demionstrate how the aggregate mode split models could be utilized
to estimate the potential demand for the freight pipeline. For this purpose we used
‘the estimated eqUationS“for'three of the commodity groups: STCC 208 (Beverages, etc),
STCC 264 (Converted Paper Products) and STCC 307 (Misc. Plastic Products). These
equat1ons were used to compare truck versus rail, pipeline versus truck, and pipe-
Tine versus rail ‘at four distances -- 100, 300, 500, and 700 miles. To do so it was

‘necessary to calculate truck, rail) and pipeline rates and truck, rail, and pipeline
transit times. Truck and rail ‘rates were calculated from the rate regressions pre-
sented- ih“Tab]e XV. P1pe]1ne rates were. obta1ned by multiplying pipeline costs de-
r1ved from the - p1pe11ne cost model (assuming. 100 percent truck access) by 1.10. As
exp]alned before ‘this- assumed p1pe]1ne rates would be ten percent above costs. Pipe-
ling'rates -were adJusted to ref]ect the dens1ty of the commodity shipped. Also,
truck ‘and- ‘rail ‘rates were mu1t1p11ed by 1.4 and 1.3, respectively, to bring them up
to 1973_]evels “Rait and truck transit t1mes ‘were calculated from equations (11)
ahdf(lZ)f” Pipeline transit times were obtained by assuming 21 hours of terminal
‘timé and a'pipe1ine'speed”of'23’3'mi1es per hour. These rates and transit times were
ca1cu1ated assum1ng c1rcu1t1es of 20 percent for.truck, 25 percent for rail, and 10
percent for p1pe11ne over stra1ght 11ne miles.

For the three commod1ty groups we first compared truck versus rail and calcu- 4;;}
lated Pertruc (the percent of tonnage going by truck) by substituting (TR/RR) and
(RT/TT) into the estimated mode split models; where TR, RR, TT, and RT were truck




79

rate, rail rate, truck transit time, and rail transit time, respective]y Then we
compared pipeline versus truck. We calculated Perp1pe (the percent of tonnage going

‘by pipeline) by substituting (TR/PR) and (PT/TT) into these equations and subtracting

the result from 100. Finally, we compared pipe11ne yersus rail and calculated Per-
pipe by substituting (PR/RR) and (RT/PT) into the mode split-equations. Here, PR

was the pipeline rate and PT was the pipeline transit time. A problem with this
approach was how to handle the constant term in the mode split equations. The con-
stant represented a consistent bias in favor of truck over rail. This might reflect
in part the reliability advantage of truck compared torail. As was assumed, there
would be a constant bias in favor of pipeline when compared to rail (pipeline would
be more reliable than rail). The percentage of the tonnage that would go by pipeline
at each distance was calculated using the following equation:

Percent Pipeline = (Pertruck)X Perpipe (Pipe vs. Truck)
(100 - Pertruck) X Perp1pe (Pipe vs. Ra11) /100 (23)

This assumed the percentage that would go by pipeline wou]d reflect the estimated
truck/rail split and the percent p1pe11ne wou]d take from truck and from rail. The
results of these ca]cu]at1ons for the three commod1ty groups and for two annual pipe-
Tine volumes (5 and 10 m1111on tons) are presented in Tab]es XXV, XXVI, and XXVII.

A word of caution should be inserted before attempt1ng to 1nterpret these re-
su]ts It must be remembered that the estimated mode split equations had fairly low
explanatory powers. They are'usedhhere,only to get a fee11ng for the relative com-
petitiveness of pipeline versus truck and rai] in terms of rates and transit times
Generally, pipeline rates fell in between truck and ra11 (cheaper than truck and more
expensive than rail). P1pe11ne trans1t t1mes a]so(te11 in between truck and rail.
(faster than rail and. s]ower than truck) The resu]ts 1nd1cated that a fre1ght p1pe-
line system can be very compet1t1ve w1th both truck and ra11 It appeared p1pe11ne
might be most compet1t1ve at d1stances between 300 and 500 m11es P1pe11ne rates
relative to rail rates- beg1n to 1ncrease between 500 and 700 m11es -and thus p1pe- ,
1ine becomes less compet1t1ve A]so at h1gher annua] vo]umes p1pe11ne rates were. .
lower and, therefore, pipeline was more compet1t1ve at_all d1stances “s' e

The results from both -the. m1cro and macro mode]s 1nd1cated that p1pe11ne cou]d
be competitive w1th truck and ra11 over..a. fa1r1y w1de range of commod1t1es -However,
it was not easy to est1mate the potent1a1 demand for- a new mode of fre1ght transpor-
tion and much more research needs to be devoted to this subJect..




Miles |

100
300
500
700

Table XXV. Modal Comparisons, STEC 264 (Converted Paper Products)

Pipeline Annual Volume--5 Million Tons

Pipeline Annual Volume--10 Million Tons

Truck vs. Pipeline vs. “Truck vs. Pipeline vs.
Rail _ Truck Rail Percent by Rail Truck _Rail Percent by
Pertruck | Perpipe Pérpipe Pipeline Pertruck | Perpipe | Perpipe Pipeline
50.93 56.98 | 7:15 32.53 50.93 | 60.67| 10.11 40.44
23.69 93.20 20.91 38.04- 23.69 95.77 34.41 48.96
12'90, 96.24 19.85 29.70' 12.90 97.73 34.20 42,35
8.02 97.19 17.25 23.65 8.02. 98.33 28.39 33.98
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Table XXVI. Modal Comparisons, STCC 208 (Beverages, etc.)

Pipeline Annual Volume--5 Million Tons Pipeline Annual Volume--10 Million Tons

Truck vs. Pipeline vs. Truck vs. Pipeline vs.

Miles Rail. ~  Truck Rail Percent by Rail Truck Rail Percent by

Pertruck Perpipe Perpipe Pipeline _Pertruck Perpipe Perpipe Pipeline
100 100.00 23,67 '12.41 23.67 100.00 44.13 17.20 44.13
300 35.20 - 88.75 - 26.55 48.54 35.20 92.69 41.68 59.64
500 17.68 93.65 22.65 35.20 17.68 95.93 36.38 46.91
700 9.80 = 95.32 18.01 25.59 9.80 97.05 29.08 35.74

I8




100
300
500
700

Table XXVIL. Modal Comparisons, STCC 307 (Misc. Plastics)

~ Pipeline Annual Volume--5 Million Tons

Truck vs. Pipeline vs. |
Rail Truck Rail Percent by

Pertruck  Perpipe Perpipe ~Pipeline

87.28  76.40°  36.57  71.33
- 56.85 92.03 ~ 70.65  82.81
36.57 94.40  66.45  76.67
26.01 95.51  56.57  66.70

Pipeline Annual Volume--10 Million Tons

Truck vs. Pipeline vs.
Rail Truck Rail Percent by

Pertruck Perpfpe Perpipe Pipeline

87.28 81.99  48.18 77.69
56.85 - 94.60 100.00 96.93
36;57 96.32 100.00 98.65 -
26.01 96.99 85.89 88.70

8
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we wish to investigate in the second year of research, it can be concluded that the
market which was economically feasible for freight pipeline to penetrate would be

of a significant magnitude, e.g., 10-25 million toné/year in the corridor of the
hypothetical network. However, such conclusions await the results of further re-
search. [If such results were substantiated in the second year research, the economic
feasib ility of a solid freight pipeline would appear to be assured.

It should be mentioned that the results herein must be conditioned by the avail-
ability of adequate data needed to carry out the research. The current status of
flow aata between origin-destination by commodity was woefully inadequate. To some
extent this will be rectified by the 1977 Census of Transportation, which will in-
crease its commodity coverage from manufactured products to include raw materials.
Howéyer, movements of commodities from warehouses and distribution points still will
remain uncovered. Although data on the national level was comprehensive, when one
attempted to investigate specific commodity flows on specific origin-destination

Tinks, the sampling variability.of the Census flows became very high. The feasibility

of expanding the sample size should be explored. The Census would seem to be the
1ikely vehicle to obtain such flow data. Open meetings should be held

sponsored by DOT, and the Bureau of the Census, where the DOT and other users could
express the research intérests that could be'fu1f111ed by a modified and improved
CensUS. A meeting much 1ike the one suggested above was held in November, .1976 in
California.and in March, 1977 in Washington. However, the former was a part of a
much larger meeting deé]ing with Census data. Such a meeting should be the first of
many.

Since the Census did collect information on mode split of the shipments surveyed,
it would seem feasible for the Census to also collect information on the performance
characteristics of thé.chosen mode and the best alternative mode for a sample of the
observatiopsi Modal sp11t_mode11ers would benefit from a common data base (for
example the results of various model types could be directly compared against one
another if a common data base was used). In addition, the substantial cost of de-
veloping a primary source data bank by many different kesearchers could be avoided.
The FHWA is chrfent]y sponsoring a similar data set construction for urban passenger
modal split modelling (current FHWA contract with Charles River Associates). The
task suggegted heréin:shou]d be easier than FHWA's because Census already has the
contact with the shippers. \

Research such as that described within this volume would also benefit if a
trucking analogue to the 1% rai]Way bill sample were published. Trucking rate bureaus
already collect such information so the problem is not one of collection but rather
one of getting the information released and co-ordination. DOT coverage or legis-

i o
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. Conclusions

The analysis done herein suggested that sufficient flows of physically pipeline-
able commodities existed on a hypothetical network connectﬁng'Chicago'to_New York
and St. Louis to New York. When traffic was assumed to be limited in origin and
destination to the 18 cities on the network, single direction tonnages of up to 16
million tons/year were found. If trans-shipment was allowed and hence other cities
in proximity to the network could ship and/or receive via the network and some con-
necting mode, upwards of 38 million tons/year in a single direction could be generJ
ated. ' ‘

Whether such tonnages which could physically move by pipelire were likely to"do

so depended on the service characteristics (rates, time in transit, re]ﬁébi]ity,>16ss
and damage, etc.) offered by pipeline vis-a-vis those same characteristics offered
by the competing modes. ' :

The demand and modal split analysis performed showed that for seTécfed STCC com-

modities that were considered physically pipelineable and for which Census of Trans-
portation data was avai]ab]e,_the existing modal split between truck and rail could
bevreasonably replicated given estimates of modal rates and_tranéit’times; Assuming
the abstract mode approach of Quandt and Baumol (12), pipeline penetration into the
market was estimated. In general, the STCC estimdtions_found that between 20-50% of
the cdmmodity shipments could be penetrated by pipeline depending on the annual vol-
ume assumed‘for the pipeline and distance shipped. However, in one market, STCC 307,
almost total penetration seemed possible. _'

The above analysis, Ca11ed the aggregate analysis, was complémented with a dis-
aggregated analysis on specially collected modal split data from three major national’
shippers. The disaggrégéte analysis showed that individual shipper's modal split
decisions between truck and rail could be predicted with 90% accuracy using modal
rates, time and reliability. The pipeline penetration analysis was performed on a
sample of data of one of our three firms. This study showed pipeline penetration of
between 25% - 40% of the shipments analyzed. More generally the pipeline would ép-
pear to penetrate all éhipments of this firm greafer than 300 miles.

To date -the market penetration potential of pipeline for several of the STCC's
which are physically pipelineable had been analyzed on both an aggregate and diéag-

gregate basis. This was by no means a complete analysis of all commodities thét’méde '

up our traffic volume matrix. Nor were the estimates of modal split free from
criticism (since the R2's were not always of -high value - due, we hypothésized, to e
the lack of data availability on modal characteristics other than rate and time).
Nevertheless, if the results thus far obtained hold up for the other STCC's which

-
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lation should be explored as a vehicle to obtain such information. Such a sample
(or complete enumeration - it's been suggested by some that complete enumeration of
rail movements would be no more costly than the 1% sample since most railroads com-
puterize all movements and must abstract from the total to obtain the 1%) would en-
able the construction of motor carrier flows, estimation of itruck rates, etc.

The collection of. the above mentioned data is well within the physical capability
of the existing or potential collectors. The economic feasibility of collecting such
information should be explored with a DOT-TRB (Transportation Research Board) spon-

‘sored conference (much 1like the TRB conference held in March, 1977) as the best

vehicle for obtaining information related to such feasibility.

Without such information, we will have 1ittle reliable information on current
traffic flows and Tittle information on the causation of freight modal split. With-
out knowing existing flows and the cause of existing modal splits, transportation
infra-structure planning and the desirability of changes in the transportation in-
stitutions, e.g., regulation, will be difficult to carry out and assess.
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