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1/0 PERFORM/ANCE MEASUREMENT ON CRAY-1
AND CDC 7600 COMPUTERS

Ingrid V. Bucher
Ann H. Hayes

Computer Science and Services Division
Los Alamos Scientific Laboratory
Los Alamos, NM B7544

Disk 1/0 transfer rates and overhead CPlU times were measured as
functions of buffer size and number of logically independent 1/0 chan-
nels for several operating systems and 16 1/0 routines on the Cra -]
and CDC 7600 comwputers. By parameterizing the codes for a variable
number of channels, buffer sizes, and words transmitted, the effect of

these variables is observed for buffered, nonbuffered, and random-
access 1/0 transmissions. To measure CPl-overlapped performance, 1/0
was performed concurrentlv with a pretimed compute loop. P :es, sector
overhead, and CP! transmission specds were calculated upon completion
of 1/0. Effects of memory blocking due to vector operations were
observed. Methods and resuliLs are presented in this paper.

¥Yay words: 1/0 performance; CPl' transfer rates; nverhead CPl:

compute-and~test loop.

1. Introduction

Due to the high computational speeds of
large scientific computers, 1/0 rates may be
the factor limiting execution speeds of cer-
<ain application programs. It is desirable,
therefore, to
® provide users with criteria for the selec-
tion of I/0 procedures most suitable for
their programs;

o deteruine how well existing operating
eystems and 1/0 routines approach the

maximum capabilities of the hardware: and

® learn vhere improvements might be poesible.

Por these reasons, a study vas undertaken at
the Loe Alamos Scientific Laboratory (LASL)
to investigate I/0 performance on the Cray-1
and CDC 7600 cowputers,

Disk 1/0 rates, as wel]l as the times
duriny which the CPU was unsvail.able for com-
puting vhile I/0 was being performed, were
measured. The measurements were taken as
functions of buffer size and the number of
logically independent 1/0 channels used in
performing the operations. The tests were
executed on Cray~1 and CDC 7600 computers
at the following installations: LASL,
Lavrence Livermore Laboratory (LLL), and
Cray Rasearch Incorporsted (CR1). Sections
2 and ) describe (he methods of measurement
snd analysis of the resulting data. In
Bec. 4, results obtained for various oper-

ating systema and 1/0 routines are discussed.



2. Measurements

The following processes were myasured:
unformatted reading or writing from and to
disk; reading or writing with concurrent
computing; &nd concurrent reading, writing,
and computing.

The test programs measurea two quanti-
ties as functions of buffer size B and the
number of logicallv independent 1/0 channels
N used tc perform the 1/0 operatiuns:
transfer rates R(B,N) in words per second
per channel, and overheai CPU times per
sector IOH(B,N). The latter are d-fined
as the times when the CPU is unavailable
for computing while a sector (512 words)
of data is being transferred to or fron
disk.
512 computer words, except for BUFFER IN’

Buffer sizes were multiples of

BUFFFR WT operations for which prograr
buffers were multiples of 511 words., Four
logpically independent channels were avail-
able at al)l (rav-] systems at LASL ..-d LLL.
The CDC 7600s were equipped with three
logically indcpendent channels at LASL,
two at LLI.

Fach test program reads and/or writes
N one-million word files by repeatedly
filling (emptying) a program buifer of
preset length B, I'e process {s repeated
for each buifer size. For severa)
routines, 1/0 can be performed either
sequentigily o. by choosing disk addresses
at random. Rates vere messurcd for single
chaanels in two vays;
(1) The non-overluopped (or synchronous)

part of the test called for reading

(writing) a buffer and vaiting for 1/0

completion, then rapcating this sequence

unti] the entirr file was read (written).

(2) The ovcrlapped (ur asynchronous) part
executed a pretimed compute-and-tent

loop whils waiting for 1/0 completion.

The duration of the comprte-and test loops
had to be short enough not to slow down 1/)
operations. For several cascs, overlapped
rates exceeded the non-overlapped rites
considerably, indicating that the svster':
frequency of testing for 1/C completion was
not high enough or that the time required
to return from the interrupt was too long.
The tests were run on dedicated svster
time, with other users and svstem diagnos-
tics blocked out. Creat care was exercised
to select timing routines that measured wall
clock time and that had high enough preci-
sion. Experience showed that this was a
non-trivial problem, Rates R(B,N) wer«
obtained hv dividing the total number of
vords transferred W (an integer multiple of
512 * B approximately equal to lobN\ bv the
measured time TL required for the transfer

and the number of channels N:

O e BN
RN 2 T mm v (

Overhead CPU times TOH(B.N) were meas-
Jred in the following way: After inftiating
the transfer of 512 * B words on each of N
chennels, a compute-and-test loop was started
that performed 2 weiles of multiplications
and then tested each channel for 1/0 comple-
tion, If 1/0 vas complete on anv channel,
it was reinitiated jmmediately before the
compute-and-test loop resumed. The process
vas repeated until all filem vere trana-
ferred. The number of times the compute-
and-test loop was ¢xecuted during the com-
Yoop was measured as
well a8 the duration of one compute-and-test

plete file tranafer N

loop t The overhead CPU time per

loop’
tregnsfer of 512 worde is given by

- -
Tl(B,N) “loop

W(R.N}/ 512

tlou (2)

TON(B.N) -



In many cases, the numerator in Eq. 2
is a small difference of two large numbers,
i.e., the overhead times are small compared
to the transfer times of 512 words. For

these cases the resulting values of T are

extremely 8 .7sitive to even small errgrs in
any one of the numerator terms, which there-
fore had to be measured with high precision.
The total trancfer times Tt(B,N) were of the
order of several seconds ang could easily be
measure:! with high accuracy (better than
10—6) by calls to the cycle counter or
microsecond clock. The integer loop count

is free of error. However, the meas-

N
loop
urement of the duration of the compute-and-
test loop t (which ranged from 20 us to
Three

calis to the timing routine were made to

loop
1000 us) required special attention.

accurately time and dejuct the duration of
the timing call ftself. All 1/0 status
tests were included in the timed loop, and
parameters were set in such a way that the
btranches of the loop transferred to were the
same and that 1/0 status checking was done
in the same wav as when 1/0 was busy. The
essentia. section of code that includes the
timing of the comwpute-snd-test loop for each
number of channels and the timing of the
file tranefer overlapped by the compute-and-
tert loop is given in Appendix A, Compute-
and-t¢8t loops were timed several times, and
occasional skewed values coused by system
disrurbances were discarded. The remaining
values agreed to better thaen 1 us. To assure
that no systematic errors were overlooked,
tests were run with compute~and-test loops
of several lengthe differing by factors of
about 2 for each routine. No systematic
deviations were found,

To prevent certain hardware problems on
the CDC 7600 caused by accessing the same

memory location ton often, the calculations

were performed on subscripted variables.
These loops automatically vectorizad on the
Cray-1 and were subsequently replaced bv
scalar loops to obtain longer compute loops.
Overhead CPU results obtair=d from tests run
with vector compute-and-test loops on the
Crav-1 showed considerably higher overhead
than those using scalar arithmetic, due tc
memory lockout during a vector cperation.
This indicates the sensitivitv of the opera-
tiuns involved. Some tests were run with
compute-and-test loops that required no
memory access at all. Tne results were
jdentical to thuse with lonps performing onlv
scalar operations.

Measured values of transfer retes and
overhead CPU times were subject tc some ran-
dom fluctuations, which were especially
pronounced for ALAMCS, a LASL-produced oper-
ating svstem for the Crav-l. Par¢ of these
variations 18 due to fluctuations of the
rotation rate of the disks that 1is nominallvy
+ 2%,

3. Analvsis of Data

The disk units attached te the Crav-)
(PD-19) and the CDC 7600 (819) are very
similar. ©Each unit consists of 40 recording
surfaces scbdivided into 41} cvlinders for
recording dats. A read-and-write head is
associdted with esch recording surface. Tthe
40 heads are divided i{ntc 10 head groups of
4 heads each. The fuur heads of 8 group are
used in tandem to transfer data to and from
disk in such s way that parts rf a single
couputer word will reside on four recordinp
surfaces. During one disk revolution of *'60
seconds, a head group will pass over and
therefore be sble to read or write one track
of data. Por the Cruy-)l, & track contains
18 sectors; for the CDC 7600, a track con-
teins 20 sectors of 512 computer wordce each.

Switching from head group to head group is



accomplished electronically and rapidly;
therefore, a maximum of 10 tracks, constitut-
iag one cylinder, can be transferred to or
from disk wittout mechanicallv repositioning
the read-and-write heads or missing a disk
revolution. Repositioning of the heads is a
mechanical and therefore slow process. For
sequential access, one disk revolution Js
missed at each cylinder boundarv. This
results in a maximum transfer rate of Rmax
of one cylinder per 11 disk revolutions for
sequential access ¢! large files extending

over manv cylinders. For the Crayv-l

180*5]2 words

» ————— _® o .
11*1/60 second 502.7 kword/s;

(3)

Rmax,Cra_v

for the CDC 7600

200*5]12 words

- —— - ¢ /
Rnax.7600 = TI%1/60 second = o087 kword/s.

(a)

Ir practice, the naximum rransfer rates
will not be reached 1f additional disk revo-
lutione are wmissed or it the density of data
written on the disk is less than optimal.

If B sectors are transferred to or from disk
per 1/0 call, M disk revolutjons are missed
per call ir addition to those at cylinder
boundaries, and S sectors are transferred
per revoluticn, then the number of disk rev-
olutions N, needed to tvansfer B sectors is

B
given by

NB = B/S + B/(10%5) + M (5)

The number of disk revolutiona per sector

Nr.v.(l) - NB/B is

Nr.v'(n) = 1.1/S + M/B , (6)

and the associated transfer rate in

512 words
N (B)*1 /60 second
evs

T

R(B) =

- 512*60 words
(1.1/5 + M/B) seconds '

1f more than one logically independent chan-
nel is employed for data transfer, Eqs. 3-7
should be applicable to each channel
independently.
Equation 6 indicates the number of disk
revolutions N (B) per sector should be a
revs

linear function of 1/B, the recipracal of
the buffer size. To analvze the experimental

‘B) were
evs
plotted for each 1/0 routine as a function
of 1/B.

the constants S and M could be determined

data, the measured values of Nr
Most plots were indeed linear, and

from the zero intercept and the slope of

each line. As an example, Fig. 1 represents
data reasured bv the routines BUFFER IN'
BUFFZR OUT on the Crav=1l. The number of
disk revolutions per sector for BUFFER OUT
as plotted as a function of the reciprocal
of the buffer size is a straight line, the
slope of which corresponds to M = 3; that
is8, thiee disk revolutions are missed per
1/0 call. The ze¢ro intercept corresponds to
a transfer of 18 sectors per revolution. The
data for the BUFFER IN operation can be
fitted by two straight lines, with the same
zero intercept. For B > 18 sectors, two
disk revolutions are missed; for B > 16
sectors, only one disk revolution is missed
per 1/0 cell.
but not cheracteristic of most 1/0 routines
on the Cray-1 and CDC 7600.

quently encountered sets of coefficients

These results are interesting

The most fre-

were M = 0 and M = 1 (one disk revolution
winsed per 1/0 call) and § = 18 for the
Cray-1 or £ = 20 for the CDC 7600 (maximum

number of sectors per disk revolution;.
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FIGURL 1. Disk revolutions per sector

for BUFFER IN/OUT as a tunc-
tion ot the reciprocal of the
buffer size.

An exanple ¢f results obtained on the
ChC 7600 i{s shown in Fig. 2. Routines per-
forming random-access 1/0 transmission were
used for this test. The sclid line repre-
sents data for sequentia! access and

corresponds to one disk revolution missed
per 1/0 call and a transfer of 20 sectors

per disk revolution.

“ wrre sise

FIGURE 2. Revolutions per asector for
transfer by WDISK/RDISK (7600)
as » function of the reciprocal

of the buffer aize.

Using a random number generator tc
determine the disk addresses “t which to
start transmissions, the test was performed
8 second time using the same routines.

Data for these results are also fitted bv a
straight (dotted) line, with the same zero
intercept, corresponding to 20 sectnrs
transferred per disk revolution. Due to
more frequent szek operations, 1.4 disk
revoelutions are missed per 1/0 call.

To intcrpret results obtained for over-
head CPU times, it is reasonable to assume
that the overhead CPl time per sectcr

(B,N) ronsists of two contributions, the

Ton

CPU time Ttr required to actually trans-

ans
fer the data, and 1/B times the CPl' time
Tcal] needed to initiate and complete the
svstem call for 1/0:

- *
TOH(B.N) T + 1/8B Tc (8)

trans all *

Experimental results indicate that th.
assumptions leading to Eq. 8 are vaiid in
most cases. Plots of TON(B‘N) versus 1/B
are straight iines with a zero intercept of
Ttrlnn and a slope of Tcnll'

Figure 3 shows data obtained for the
Cray-1 using random-access I/0 routine RDISK
The lower curve represents data obtuined
using a scala: compute-and-test loop, with
Tcall = 660 + 10 us and Ttruns =6+ 2 uns.
The tewts were also run using & vectorizable
¢ompute-and-test loop. Because of memory
lockouts during the vector calculations, the
CPU overhead times are slightly higher, as
observed in the upper curve.

Data obtained from CDC 7600 tests is
shown in Fig. 4. Both sequential and random
tests were performed as previously described.
The rero intercept is the sama for both
tests; the overhead CPU times per sector arc
slightly larger for tue rancom temt due to

more ‘requent seeking.
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FIGURE 3. Overhesd CPU times per sector
for RUISK (CFTLIB) as a func-
tion of the reciprocal of the
buffer size.

o
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FIGURE 4.

Overhead CPU times per sector
for WDISK/RDISK (7600) as a
function of the reciprocal

of the buffer size,

4. Notes on Results

Measurements made on both the Cray-l
and the CDC 7600 emplcyed a wide variety of
oparating systems, libraries, and 1/0
routines. Both gequential and random
writing/reading, buffered and nunbuffered
1/0, Fortrun veraus assembly language (CAL),
aud overlapped/non-overlapped tests were¢ run

anl .nalyend,

Tests performed on the Crav-]l used preo-
gram buffer sizes of 1, 2, 3, 9, 18, 36, 90,
and 180 sectors to ensure that anv peculiar-
ities occurring at track and cvlinder
boundaries would be observed.

In almost all cases, overhead CPl times
The random
access routines IZDKIN/IZDKOUT, RDABS/WRABS,
and RDISK/WDISK are all ve: .

very small overhead CPU times.

can be represented by Eq. 8.

efficient with
In some
cases, the implementation of a very short
compute-and-test loop (< 30 us) ensured that
no disk revolutions were missed, even at
buffer size B = 1.

Buffered operations were measured ' .ing
UFFER IN/BUFFER OUT and BINARY READ'V:TTE
statements. Some of the tests were run with

svstem buffer sizes of 1/4, 1/2, 1, and 2
times that of the program buffer size to
determine the effect on rates. It was ap-
parent that in all cases where this approach
was taken, the resultant rates were a direct
function of the system buffer size.

Program buffor sizes for tests run on
the CDC 7600 were set at 1, 2, 3, 10, 20,
40, 60, 100, and 200 sectors.
of these tests were generally analogous to
Overhead CPU
times wvere somewhat larget, with the smallest
exhibited by RDISK/WDISK routines with
Tcal] = 1050 + 50 us and Ttrans = 46 + 3 us.

Again, on random accesg reutines, transfer

The results

those seen on the Cray-1.

rates are consistent with a transfer of 20
sectors per disk revolution and one disk
revolution missed per I/0 call. Tests that
generated random-dimk addresses by s random-
number generutor shoved an increase to 1.4
in the number of disk revolutions missed
per 1/0 aystem call, due to wore fraquent
and longer seek operations.

For BUFFER IN/BUFFER OUT cests, as with
the Cray-1, the rates were solely dependent

on the size of the system buffer used in the



transfer. For read requests, two revolu-
tions were missed per processing of a svstem
buffer, except for the miniwum system buffer
size of B = 2 sectors, for which four disk
revolutions were missed.

The situation for write operations was
more pronounced: four disk revclutions are
missed per system buffer processing for
B >’ For B = 2, it was found that nine
disk revolutions are missed per call. This
is caused by excessively high overhead times
associated with this buffer size.

The raw data from these tests can be
obtained from the Computer Science and
Services Division's Research and Applications
Group at the Los Alamos Scientific

Laboratory.
5. Summary

Characteristics of all routines tested
are summarized in Table 1. The following
general obseivations can be made.

With the exception of sowe BUFFER IN/
BUFFER OUT routines, the maximum number of
sectors is transferred per disk revolution:
18 for the Crav-1l, 20 for the CDC 7600.

For the Cray-1, maximum transfer rates
of 503 kword/s for both overlapped and non-
overlapped reads and writes were achieved on
The overhead CPU
= 480 us

the COS operating system.
time for an 1/0 system call T
call
i smallest among the operating systeuws
tested;, the CPU time required for the trans-
fer of one sector Ttrlns = 42 us 18 slightly
higher than that observed on the CTSS oper-
ating system.
The CTSS operating system has library

routines that achieve maximum transfer rates

for bot). overlapped and non-overlapped
writes. 1lhe —eads are more sensitive te
proper timing «f I/0 requests than the
writes. Non-overlapped reads elwavs miss
one disk ievolution per call. For over-
lapped I1/0, using the most efficient routines
available, maximum transfer rates can be
achieved only by testing 1/0 completicn ct

< 100-us intervals. Observed overhead CPU
times are Tc = 650 us for the 1/0 svstem
call and Ttrans
On a single channel, these are

all
= 7 us for a one-sector

transfer.
short enough not to degrade 1/0 performance;
for multichannel tests and small buffer
sizes, some rate degradation will occur.

At least one disk revolution is missed
per 1/0 call for all routines on the ALAMOS
operating system. This 1s attributable ro
the high overhead CPU time of about 4000 .us
for the 1/0 call. This is considerably
higher than th. 926 us required for one
sector to pass under the read/vrite head.

CDC 7600’LTSS operating svstem routines
also miss at least one disk revolution per
1/0 call. The miaimum overhead CPlU times
for initiating an 1/0 call are
Tcall = 1050 us for RDISK/WDISK routines,
just slightly longer than the 833 us
required for one sector to pass uncer the
read/write head. The minimum measured
transfer CPU time per smector is
Tevans ~ 46 us.

It is apparent that maximum I/0 rates
can be achieved only 1f one chooses 1/0
rouvines carefully and performs frequent
enough testing for 1/0 completion on small

buffer rizes.



Tahle 1

Performance Characteristics of fray-1 and CDC 7600 1/0 Routines

Operating Sectors per Dish revolutions T"“ 1'".“
fachiae System Routine Library disk revolutien misped per 1/0 call (us) (us/sector)
CRAY-1 cTss 1ZK1N BASELID " 0w 1® 630 6

1Z0K0UT 1 o 610 10
a0ISK CFTLIB 18 0 or 1% 660 .
WDIsK 18 0 660 6
ADARS FoRTLID 1 0 or 1Y 630 7
WRARS " o 650 )
BUTTER IN CFTLI® 18 1or2 1580 50
| BUFFER OUT 1 3 14000 150
! i BUFFER IN FORTLID 10 ] .
' i BUFTER OUT 18 0or} - -—-
1 READ CFTLID Oorl 730 10
i WRITE 0 730 10
! [ mean © FORTLIS 1" 21 -
WRITE i 18 2 --- ---
. |
| ALAMOS System calls
i (read) ) 1¢) a0s0°) | 155¢)
System ralls !
(write) 18 1) s050°) 135¢!
| BUFFER IN 9 2
| | BUFFER ouT 9 1 - ---
| cos | Sysiem calls |
| (read) . 18 ) 480 42
. ’ Bystem calls
' ! (wr.te) ) 18 0 4«80 [¥]
! |
DX 7600 LTSS 1ZDKIN | maseLinr 20 1 1600 50
1ZDKOUT 20 1 1700 0
! RDISK FTIOLIB 20 1 1050 “
wisx 20 1 1950 4
BUFFIA IN 12101 20 2 17509 ~100¥
MFTIR QUT €0 4 o) «D)
KEAD L 20 1 ol «d)
Wt 20 1 %) o)
WFTIR 1N SDERLIB 10 3 .- -
SUFTEA OUT P 2 - .

s) Depending oo length of cempute-and-iest loop for overlapped 1/0.

b) 0 for B<24, | for W36,
c) for B -
d) Iquation 3.9 does st apply.

Alvsys | for mes-overlepped 1/0.




Appendix A

Ixample of Code *.r Tining of the Compute-and-Test Loop
and File Trarsfer

C SET NUMBER OF CHANNELS
DO 1000 NCH N=1,MAXCH
1COMP=)
PO 110 '=1,NCHAN
k (T(N)=0
DL £(W)=.TRUE.
110 COMN.INUE
CALL IDLE
C
Cc TIME COMPUTE-AND-TEST LOOP FOR EACH NUMBER OF CHANNELS

TO=TIMEF (DUM)
T1=TIMEF(DUM)

115 CALL COMPUTE(XNCOMP)
1COMP=1COMP+1

DO 160 N=1 NCHAN
INC=N+4
IND=DSP(4,N)
1F((1FTBL(3,IND).GE.O0).OR.DONE(N))GO TO 160
IF(NEXT(N).LT.MAX) GO TO 150
DONE(N)=.TRUE.
GO TO 160
150 CALL RDISK({10C,BUFF, NWDW NEXT(N)*NWDW)
NEXT(N)=NEXT(N)+1
160 CONTINUE

ALDONE= . TRUE.

DO 170 N=1,NCHAN

170 ALDONE=ALDONE . AND.DONE(N)
IF (.NOT.ALDONE) GO TO 115

T2=TIMEF (DUM)
TLOOP(NCHAN)=1000.%(T2-2*T1+T0)

c SET BUFFER S1ZE, ARRAY ISECT CONTAINS BUFFERSIZES
DO 900 NBF=1,9
NWDW=1SECT(NBF)*512
MAX=NWDS /NWDW
1COMP=0
DO 310 N=1,NCHAN
NEXT(N)=0
DONE(N)=.FALSE.
310 CONTI1NUE

CALL IDLE

GET TIMINGS FOR OVERLAPPED 1/0
TO=TIMEF (DUM)
GO TO 355

340 CALL COMPUTE (NCOMP)
1COMP=1COMP+1

O anonoann



c TEST EACH CHANNEL WHETHER 1/0 BUSY, IF NOT REINITIALIZE

355 DO 360 N=1,NCHAN
10C=N+4
IND=DSP (4 ,N)
c 1F CHANNEL N BUS/ CR DONE GO TO 360

1F((IFTBL(3,IND).LT.0).OR.DONE(N)) GG TO 260
IF(NEXT(N).LT.MAX) GO TO 357
DONE(N)=.TRUE.

GO TO 360
357 CALL KDISK(IOC,BUFF,NWDW NEXT (N)*NWDW)
NEXT(N)=NEXT(N)+1l
360 CONTINUE
c
c TEST FOR FINAL I/0 COMPLETION
ALDONE= . TRUE.
DO 370 N=]1,NCHAN
370 ALDONE=ALDONE . AND.DORNE(N)
17 (.NOT.ALDONE) GO TO 340
C
T1=TIMEF (DUM)
TIO(NCHAN ,NBF)=1000.*(T1-TO)
C
900 CONTINUE

1000 CONTINUE



