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1/0 PERPORMNCE MEASUREMENT ON CRAY-I
ANll CDC 7600 COMFLITERS

Ingrid ?. Bucher
Ann H. Eayes

Computer Science and SewIces Division
Loh Alamos Scientific Laboratory

Loa Alarnos, NM 875LL

Disk 1/0 tranafer rates and overhead CPU times were measured as
functions of buffer size and n~mber of logically independent 1/0 ch~n-
nels for several operatin~ systems and 16 1/0 routines on the Cr,~ ,-1
and CDC 7600 computers. By parmmeterizing the codes for a variable
number of channels, buffer sizes, and words transmitted, the effect of
thebe variables is observed for buffered, nonbuffered, and ranrjom-
● ccess 1/0 transmissions, To measure CPL’-overlapped perfozmancc, 1/(1
waa performed concurrently vltf~ a pretimed compute loop. P :es, sector
overhead, and CPL1 transmission speeds were calculated upon completion
of 1/0. Effects of memory blocking due to vector operation were
obaervcd . Methods and results are presented in this paper,

W.V ~ord~ : 1/0 performance; CPIJ tranafer rates; mrerhead CPL1;
compute-and-test loop.

1. Introduction

Due to the hiRh computational apaedc of

large ●cientifir computers, 1/0 rataa may bc

thr factor limiting ●xecution ●poedn of cer-

‘-sin ●pplication procrama. It la dcairablc,

therafore, to

● prov~d* ueera ~th criteria for the ●eleC-

tion of 1/0 proctdur~a moat suitable for

thair prosrau;

● dattrmine how well mmimtingopormtin~

●yatmma ●nd 1/0 routlnaa ●pproach th~

mamimta capabiliti=a of tho hardvaro: ●nd

● laarn vtmra S.mprovmmenta might b. poaaiblm.

For thooc raaaona, ● study waa undcrtakan ● t

the ka Alamoa Sclantific Laboratory (LML)

to invoati~att 1/0 porfomanc- on th. Cray-1

●rid CDC 7600 computcra,

Disk 1/0 rates, ●b well aa the times

durinl which the CPU wau unavai~,rnble for com-

puting while 1/0 waa being performed, werr

maaaured, l’he ● easur~menta were taken as

functions of buffer size ●nd the number of

logically Indapandent 1/0 channela used l!I

p@rforminS the operation, The teatnwere

uocuted on Cray-1 and CM 7600 computers

nt the folloving inatallationa: LASL ,

Lavrance Livcrmorc Laboratory (LLL), ●nd

Cray Raoearch Incorporated (CR1). !+aeti~!,n

2 and 1 daacribc the methods of measurement

●nd ●alyaio of tho roaultln~ data. In

Sec. 4, roaulta obtain~d for varioua oper-

●tins ●yotmmn ●nd 1/0 routinma Arc diacua~rd.



2. Measurements

The following processes were mtasured:

unfomaatced reading or writing from and to

disk; reading or writing with concurrent

computing; and concurrent reading, w.rjting,

and computing.

The test programs measurea two quanti-

ties as functions of buffer size B and the

number of logically independent 1/0 channels

N used tc perform the 1/0 operati,,ns;

transfer rates R(B,N) in words per second

per channei, and overhea~ CPU times per

sector 1~H(Ll,S). The latter are d-fined

as the times when tht, CPU is una~,allahl(

for computing while a sector (512 words)

of data is heinF transferred Lo or from

disk. Buffer sizes were multiples of

51J computer words, ●xcept for BLIFFER IN’

BL’FrF’R

buffers

logical

abl(, at

The cDC

[’T opt,ratlrns for which ~r(lgram

u~.re multiple. [,f 511 words, F[vJr

Y indt,nendcnt channels were avall-

all L’rav-l svatems at LASL ..;.d LLL,

7600s w?rc equipped with thret,

Ioglcallv indt,p~ndent channels at LASL,

two at LLI .

F.ssch t?st program reads ●rd/or writes

N one-million word filco by repeatedly

fillinR (emptyirrp) ● program bu(fer of

preset length B, rte process la rep~atcd

for ●ach huifer size. For ●averal

routines, 1/0 can be performed eith~r

sequentially o by choominu diek ●ddresaern

at random. Retee vsttw ●eaeurcd for oingle

cha.mela in two t,ays;

(1) The non-overl~pped (or eynchronoua)

part of the tent called for raadlng

(writing) a buff-r and waiting for 1/0

caplotion, then repaatins thic ●equence

until tha ●ntirr file uaa read (vritten).

(2) Tha ovcrlappad (~r asynchronous) part

●xocutod ● pratimed compute-and-teat

loop while traitin~ for 1/0 c~letion,

‘The duration of the comprte-and test loops

had to be short enough not to S1OV down If )

operations. For several cases, nverl~]pp(,d

races exceeded the non-overlapped rites

consjderablv, indicating that th~ svster’.

frequency of teatinS for 1/0 completion was

not high ●nough LJr that the time required

to return from the interrupt was [or lonp.

The tests were run on dedicated svstl,-

time, with other ueers and system di.a~n(lS-

tics blocked out. Great care was ●xercised

to select timing routines that ❑eaeured wall

clock time and that had hiRh enough pr~( I-

sion. Experience SIIOWVCIthat this W.JS :!

non-trivial problem. Rates R(B,S) wer~

obta+nerf by dividjnR tilt, total numbt>r of

words transferred h’ (an inteRer multlple of

5iJ ● B approximatclv equ,ll to 106NJ hv tht,

measured timr T~ required for thv transfer

and the number of channels N:

(11

Overhead CPU tithes TOH(B,N) were mea*-

Jred in the following Wav: After initititln}!

the tranafer of 512 ● B words on each of N

chenne]o, ● compute-and-t-st loop wan started

that performed ~ oellea of multiplicatlonk

and thsn teot~d ●ach channel for 1/0 comple-

r,on, If 1/0 wae complete on ●nv channel,

if wam reinitiated i~edlntelv b~fore the

compute-and-test loop reauraed. The p:ocees

waa repeated until ●ll filan were trans-

ferred. ThQ ntmab~r of timcn the computr-

and-test loop waa axecutcd during thv cclm-

plete file trannfer Nloop wam meaeured ● s

wrll ●a the duration of one compute-and-tent.

loop tloop, Ilre overhoad CPU tire?per

tranmfer of 512 words i, given by



In man? cases, the numerator ir, Eq. 2

is a small difference of two large numbers,

i.e., the overhead times are small compared

to the transfer times of 512 words. For

these cases the resulting values of T
OH

are

●xtremely a .~sitive to even small errors in

any one of the numerator terms, which ~here.

fore had to be measured with high precision.

The total trancfer times Tt(B,N) were of the

order of several seconds ana could easily be

measurw.! with high accuracy (better than

10-6) by calls to the cycle counter or

microsecond clock. The integer loop count

Nloop is free of error, fiowever. the meas-

urement of the duraticm of the com;>ute-and-

te~t loop t (which ranged from 20 us to
loop

1000 JS) required apecl.sl attention. Three

calls to the timing routine were madr to

accurately time and de.iu~t the duration of

the timing call itself, All I/(~ status

teats were included in the timed loop, and

parameters were set in such a way tl,irthe

branchet, of the loop trsinaferred co were the

same ●nd that 1/0 status checking bras done

in the same wav at when lf(l wan bumy, The

●saentia, oection of code that includes t},e

timing of the compute-and-test loop for ●ach

number of channela and the timing of the

file tranafar overlapped by th? comput@-and-

tornt loop ia given in Appendix A, Comrpute-

●nd-t?st 100pa were timed oeveral timen, ●nd

occasional skewed valueo cnuoed by aymtem

diarurbencca were diocarded, The ramaf.ninp

?aluea ●grsed to bettet than 1 Ma. To ambure

that no ayatmatic ● rroro were overlooked,

tectm wre run with compute-and-tect loopII

of sevaral lerrgtha differins by factors of

●bout 2 for ●ach routine. No aystametic

deviation ware fouud,

To prevent certain hardware problems on

the CDC 7600 cauaed by accamaing th~ ● amc

memory location too oft-n, the calculations

were perfor?ned on subscripted variables.

These loops automatically vectoriz?d on the

Crav-1 and were subsequently replaced by

scalar loops tc obtain longer compute loops

Overhead CPU results obtair.?d from tests run

with vector compute-and-test loops on t’nt,

Crav-1 ahowed considerably higher ove:heac!

than those using scalar arithmetic, due to

memory lockout during a \,ector cperation.

This indicates the sensitivity of the opera-

tions involved. Some tests were run with

compute-and-test loops tltat required no

memorv access at all. TIIO results were

identical to thuse with

scalar operations.

Measured values of

overhead CPL times were

dom fluctuations. which

lops performing rnl

transfer rctes ant!

subject tc~ some ran-

were especi,lllv

pronounced for ALAMOS, a LA5L-produced oper-

ating svstem for the Crav-1 Pari of thes(

variations is due to fluctuations of thu

rotation rate of the disks that is nmninallv

+22.

30 Arralvnib of Data

The disk units attached to the Cray-1

(DD-19) ●nd the CDC 7600 (819) nre verv

cimilar. Each unit conaiats of 40 recording

surfac~n s!!bdivided into 411 cvlindern for

recording data. A read-and-writ? heaJ is

●aaoci~tcd with sach recording surfsce. ihe

40 hcado ● rc divided intc 10 head groups of

4 heada ●ach. The fuur hcad~ of e gr~up arc

umed in tandem to tranafer data to and from

disk in cuch ● way that parta rf a ●inglr

cowputet Word will reaidc on four r?cordinR

●urfacaa. During one disk revolution of “60

●~conda, ● head group will paaa over ●nd

therefore be sble to read or write on~ track

of data. For the Cray-1, ● track containa

18 sectors; fnr the CDL 7600, ● track cot\-

taina 20 ●ectoro of 5\2 ccrmputrr wordr ●ach

SuitchinS from haad Rroup to head group iR



●ccomplished electronically and rapidly;

therefore, a ra6ximum of 10 tracks, constitut-

I.lg one cylinder, can be transferred to or

frum disk witt.c,ut mechanically repositioning

the read-and-write heads or missing a disk

revolution. Repositioning of the heads is a

mechanical and therefore slow process. For

sequential access, one disk revolution js

missed at each cylinder boundary, This

results In a maximum trdnsfer rate of R
max

of one cylinde~ per 11 disk revolutions for

sequential access C! large files extending

over many cylinders. For the Cray-1

R
- 180*512 words

= 502.7 kvord/s;
max,Crav 11*1/60 ae~ond

(3)

for the CDC 7600

R
200V12 words. ——. _ .

max,7600 11*1/60 ae~ond 558.5 kword~s.

(4)

In practice, the naxirnum rransfer rates

will not be reached if ..dditional disk revcl-

Iutiorzo ●re missed or 1! the denaitv of datn

written on the disk is letis than optimal.

If B sectorn are trsnsfe-red to or from disk

per 1/0 call, M disk revolut~onn ● re missed

par call ir sddition to theme ● t cylind~r

boundaries, ●nd S sectors ● re transferred

per revolution, then the number of disk rev-

olutions N needed to tyansfer B sectors is
B

given bv

NB - B/S+ B/

The number of disk

10*S) + M (5)

revolutions per eector

Nr@va(B) - NB/B iS

.4~ev,(B) - l.1/S+M/B , (6)

●nd thr ●aeociated trmafer rate in

R(B) -

.

512 words
~e~S(B)*l/tIO secondF

(~)

512*6O words
(1.1/S + M/B) seconds ‘

If more than mre logically independent chan-

nel ia employed for data transfer, Eqs. 3-7

should be applicable to each channel

Independently.

Equation 6 indicates the number of disk

re~olutions Nrevo(B) per sector should be a

linear function of l/B, the reciprocal cf

the buffer size. To analvze the experimental

data, the measured values of Nrevs IB) wt,r~

plotted for each 1/0 rol]tine as a function

of l/B. Most plots eere indeed linear, and

the constants S and M could be dett-mint,d

from the zero intercept and the slope of

each line. As a- example, Fi.E. 1 represent+

data rreasured by the routines BL’~FEK IN’

BUFF’iR OLT on the Crav-1, The number of

disk revolutions per aeccor for BLFFER 01’T

as plotted as a function of the reciproca]

of the buffer size is a straight line, tht,

elope of which corr~sponds to Fl - 3; thnt

is, th)ee diek revolutions are missed per

1/0 call. The zero intercept corresponds to

● tranefer of 18 sectors per revolution. Thr

dcta for the BUFFER IN operation can be

fitted by two mtraiRht lines, with the same

zero int-rcepto For B ~ 18 aectoru, two

diek rovolutionz sre miaoed; for B : 16

sectorz, onlv on? disk re~olution ia ❑izaed

per 1/0 call. These results ●re interesting

but not chtracteriotic of moot 1/0 routines

on the Cray-1 ●nd CDC 7600, The most frr-

quentlv ●rcountcred oete of coefficients

were M - 0 ●nd M - 1 (one disk revolution

minsd p?r I/fl rail) and S - 18 for the

Cray-1 or S - 20 for the COC 7600 (maximum

number of sector- per diek revolution),
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FIGLJRI 1. Disk revolutions per sector
for BL’FFER lN/01’T as a iun<-
tion o! the t’eciprocal of the
buffer size.

An exar~ple cf results obtained on th(,

CD(: 76(10 is shown in Fig. 2. R,>utlnes per-

forming random-access 1/0 transmission were

used for this LCSL. The F,olid line repre-

sents dato for sequentia! access and

corresponds to one disk revolution missed

per 1/0 call and a transfer of 20 sectors

per disk revolution.

M

1

,n
,,

o Sa I/uwums t

FIGURE 2, Revolution- par aactor for
tranafer by UI)ISK/RDISK (7600)
ma ● function of thr rocirrocal
of the buffar rniz?,

Using a random number generator to

determine the disk addresses ‘t which to

start transmissions, the test was performed

a second time using the same routines.

Data for these results art also fitted bv a

straight (dotted) line, with the same zero

intercept, corresponding to 20 sectnrs

transferred per disk revolution. Due to

more frequent szek operations, 1.4 disk

revolutions are rni~sed per 1/0 call.

To interpret results obtained for ovsr-

head CPIJ times, it is reasonable to assume

that the overhead CPL’ rime per sectcr

TOH(B,N) consists of two contributions, the

CPU time Ttran5 required to actually trans-

fer the data, and l/B times the CI’1’ time
~

call needed to initihtc and complete the

svstem call for 1/0:

TOH(B,N) - T tran~ + l/B*T
call ‘

(8)

Experimental results indicate that th.

assumptions leading to Eq. 8 are valid in

most cases.
‘lOts ‘f ‘r)ti

(B,N) veraus l/B

● re straight iines with a zero intercept of

Ttranc and a slope of Tcall,

Figure 3 ●hokw data obtained for the

Cray-1 using random-acceas 1/0 routine RDISK

The lower curve represent data obttilned

using a Scalai compute-and-tent loop, with

T - 660 ~ 10 US ●nd Ttrann - 6 ~ 2 urn.
call

The te*ca were also run using ● vectorizable

c3mPllte-and-teat loop. Because of memor~’

lockouts durinK che vector calculations, the

CPU overhead times ● re slightly higher, an

observed in the upper curve.

Data obtain?d from CDC 7600 tests in

shown in Fig, L. Both sequential ●nd rcr,dnm

tcstn were performad ●o previously deacrib~d.

The zero intercapt is tk,t same for both

tests; the overhead CpU times per ●cctnr src

●lightlv lar~er for Cllcrandom tent dm t{)
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Tests performed on the Crav-1 used prr,-

gram buffer sizes of 1, 2, 3, 9, 18, 36, 9[],

/
and 180 sectors to ens,.,re that anv peculiar-

//

ities occurring at track and cylinder

boundaries would be observed.

&!!
In almost all cases, overhead CPL times

mo-

0
0 Oa Ifw?wm SIzc 1

FIGURI 3. Overhead CPL’ times per sector
for RblSK (CFTLIB) as a func-
tion of the reciprocal of the
buffer size.
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FIGURE 4.

ail l/m)wm Slm I

Overhead CPU timao pcr sector
for WKzISK/ROISK (7600) ● s ●

function of the reciprocal
of the buffer size,

4. Notes on Resultn

Ffaasurementc madm on both the Crcy-1

and tha CM 7600 ●mplcyed n wide variety of

operating cy~temo, librariea, ●nd 1/0

routines, Both oaquential and random

wrltin8/readin$, buffared ●nd mmbuffared

7/0, Fortr,Jn versus ●asembly languag~ (CAL),

AIK! overlapped/non-ov~rlapped ttata were run

an.! .nnlytnd.

can be represented bv Eq. 8. The random

access routines IZDKIN/IZDKCl’T, RDABs/WMBS,

and RDISK/WDISK are all vej efficient with

very small overhead CPU times. In some

casea, the implementation of a verv short

compute-and-teat loop (< 30 us) ●nsured that

no disk revolutions were missed, even at

buffer size B - 1.

Buffered operation were measured i .,in,g

SUFFER IN/BUFFER 01’T and BINARY READ ’Lr,\-TE

statements. Some of the teats were run witl)

nvstem buffer sizes of 1/4, 1/2, 1, and 2

times that of the program buffer sizr tc~

determine the effect on rates. It was ap-

parent that in all cases where this approach

was taken, the resultant rates were a dirtct

function of the system buffer size.

proRram buffllr sizes fOr teats ru?l on

the CDC 7600 were set at 1, 2, 3, 10, 20,

40, 60, 100, mnd 200 aectora. The results

of these tests were generally analogous to

those ●een on the Cray-1. Overhead CPU

times were somewhat larget, with the amnllest

exhibited by RDISK/WOISK routines with

T = 1050 ~ 50 u- ●nd Ttrans = 46 + 3 US,
call .—

Again, on random ● cceos rc,ut.nea, tranafer

rata- ● re consistent with a transfer of 20

oectora per diek revolution ●nd one disk

revolution missed per 1/0 call. Teatn that

generated random-dink adtireasea by s randGm-

number generktor showed ● increase to 1.4

in the number of disk revolutions mioswf

per 1/0 ●yatem call, du~ to more fraquent

and longer seek oparationa.

For BUFFER IN/BUWER OUT ~ests, ● s with

the Cray-1, the rmtes were ●olrlv dependent

on the size of th~ ●ystem buffer used in the



transfer. For read reqoests, two revolu-

tions were missed per processing of a system

buffer, except for the minimum system buffer

size of B = 2 sectorfi, for which four disk

revolutions were missed.

The situation for write operations was

more pronounced: four disk revolutions are

missed per system buffer processing for

B>’. For B- 2, it was found that nine

disk revolutions are missed per call. This

is caused by excessively high overhead times

associated with this buffer size.

Th. raw data from tk,ese tests can be

obtained from the Computer Science and

Services Division’s Research and Applications

Group at the Los Alamos Sc~entific

Laboratory.

5. S.mnnary

Characteristics of ail routines tested

are summarized j.n Table 1. The followinR

grneral obse~vationa cdn be made.

With the exception of aoh!e BUFFER IN/

BUFFER OUT routines, the maximum number of

sectors 1s transferred per disk revolution:

18 for the Crav-1, 20 for the CDC 7600.

For the Cray-1, maximum transfer rates

of 503 kwordla for both overlapped and non-

overlapped reada and writes were ●chieved on

the COS operating ayatem. The overhead CPU

time for an 1/0 ●ystam call Tcall = f480 US

in amalleat among the operating aysitem~

tested; the CPU time required fnr the trans-

fer of one sector Ttrane - 42 US ie slightly

higher than that observed on the CTSS oper-

●ting ●yatem.

The CTSS operating ●yat~m haa library

routineu that ●chieve maximum tranafer rates

for bet!, overlapped and non-overlapped

writes. lhe ‘cads are more sensitive tc,

proper timing , f 1/0 requests tha,} the

writes. Non-overlapped reads ?Iwavs miss

one disk ,cvolution per call. Fo? over-

lapped 1/0, using the most efficient routlne$

available, maximum transfer rates can be

achieved only by testing 1/0 completion rt

< 1OO-U5 intenals. Observed overhead CFL

times are T - 650 US for the 1/0 s~,stem
call

call and T - 7 ps for a one-sector
trans

transfer. On a single channel, these are

short enough not to degrade 1/0 performance;

for multichannel tests and small buffer

sizes, some rate degradation will occur.

At least one disk revolution is missed

per 1/0 call for all routines on the MA..OS

operating system. This is attributable to

the high overhead CPL’ time of about 4000 LS

for the 1/0 call. This is considerably

higher than th. 926 bs required for one

sector to pass under the read/v,rite head.

CDC 7600’LTSS operating system routines

also miss at least one disk revolution per

1/0 call. The minimum overhead CP’-’ times

for initiating an 1/0 call are

T = 1050 us for RDISK/WDISK routines,
call

just slightly longer than the 833 US

required for one sector to pnss under the

readlwrite head. The minimum ❑easured

transfer CPU time per sector la

T - 46 US.
trans

It is ●pparent that maximum 1/0 rates

can be achieved only if one chooars 1/0

routines carefully and performs frequent

●nough testing for 1/0 completion on small

buffer rites.



Table 1

Per fom,ance Characteristics of Cray-1 and CDC 7600 1/0 Rrnttines
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Appendix A

Zxample of Code ‘..r Til:ing of the Compute-and-Test Loop

and File Tra~sfer

SET NUMBER OF CMANNELS
DO 1000 NCH.N=I,KAXCH

TIME

lCOHP= ~
Do 110 =1,NCHAN

N iT(N)=o
M ‘?(u)=.TRUE.
COL.LNUE

WL IDLE

COHPUTE-MD-TEST LOOP Fm MCH NUHBER OF WNELS
TO=T?tlEF(DUH)
Tl=TIPIEF(DUM)

CALL COIIPUTE(UCOMP)
ICOMP=ICOHP+i

DO 160 N-1 NCHAN
IOC=h+4
1ND=DSP(4,N)
1F((1FTBL(3,1ND).GE,O).OR.DONE(N)jGOTO 160
IF(NEXT(N).LT.HAX) GOTO 150
E&lN::Nj;oTRIJE.

CUL P&sK(x0c,BUFF,WW,NExT(N)*Mh7
NEXT(N)=NEXT(N)+l
CONTINUE

ALDONE=.TRUE.
DO 170 N=l,NCHAN

ALDONE=ALDONE.AND.DONE(N)
IF (.NOT.ALLX3NE)GO TO 115

T2.TI~EF(DLnq)
TLOOP(NCNAN)=1OOO.*(T2-2*TI+TO)

SET BUFFER SIZE, ARMY lSE~ CONTAINS IKJFFERSIZES
Do 900 NBF=1,9

NUDW=ISECT(NBF)*512
HM;,byvow

m 31hli;t$N

DW:;;.FALSE .

MLL IDLE

GET TItlXNGSFOR OVERLAPPED 1/0

TOSTI~F(Dw)

Gom 355
CALL COHPWE(NCOHP)
ICOHP=ICOHP+l



c
355

c

357

360
c
c

370

c

c
900
1000

TEST EACH CHANNEL WHETHER 1/0 BUSY, IF NOT REINITIALIZE
DO 360 N=l,NCHAN

IOC=N+4
1ND=DSP(4,N)
IF CHANNEL N BUS( CR DONE GO TO 360
IF((IFTBL(3,1ND).LT.0).OR.DONE(N)) GG TO 260
IF(NEXT(N).LT.MAX) GO TO 357
lM&N:EJN;koTRUE.

CALL RDISK(IOC,BUFF,~w NEXI(N)*WD~)
NEXT(N)=NEXT(N)+I
CONTINUE

TEST FOR FINAL 1/0 COMPLETION
ALDONE=.TRUE.
W 370 N=l,NCHAN

ALDONE=ALDONE.AND.DONE(N)
?F (.NOT.ALDONE) GO TO 340

T1=TIMEF(DUM)
TIO(NCHAN,NBF)=1OOO.*(T1-TO)

CONTINUE
CONTINUE


