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## 1. INTRODUCTION AND SUMMARY

This report is in a continuing series of reports that present analytic solutions for the dissolution and hydrogeologic transport of radionuclides from geologic repositories of muclear waste. Previous reports (PI, $\mathrm{H}, \mathrm{Cl}$ ) have dealt mainly with radionuclide transport in the far-field, away from the effects of the repository. In the present report, the emphasis is on nearfield processes, the transfer and transport of radionuclides in the vicinity of the waste packages. The primary tool used in these analyses is mass transfer theory (Sl) from chemical engineering. In the chapters that follow, the general format is that the problem statement, governing equations, and derivations of the solutions are presented first, followed by illustrative applications.

The thrust of our work is to develop wethods for predicting the performance of geologic repositories. Howiver, many of the results derived in the present report can be generalized to other siruations of tracer or contaminant transport in geologic media. We would be interested in discussions with readers on other applications of this work. The subjects treated in the present report are:
(a) Radionuclide transport from a spherical-equivalent waste form through a backfill (Chapter 2, Derivations; Chapter 3, Applications).
(b) Analysis of radionuclide transport through a backfill using a non-linear sorption isotherm (Chapter 4)
(c) Radionuclide transport from a prolate spheraid-equivalent waste form with a backfill (Chapter 5, Steady-State Solutions, Theory and Application; Chapter 6, Transient Solution, Derivations; Chapter 7, Transient Solution, Applications)
(d) Radionuclide transport from a spherical-equivalent waste form through a backfill, where the solubility, diffusivity and retardation coefficients are temperature dependent (Chapter 8)
(e) A coupled near-fiels, far-field analysis where dissolution and migration rates are temperature dependent (Chapter 9)
(f) Transport of radionuclides from a point source in a threedimensional flow field (Chapter 10)
(g) A general solution for the transport of radioactive chains In geologic media (Chapter 11)

Radionuclide Traasport from a Spherical-Equivalent Waste Form with Backfill

In (C1), Chapter 7, we analyzed the transport of radionuclides from a bare waste form in wet, saturated rock. In the present volume we extend the
solutions to waste forms enclosed by a layer of backfill or packing material. The presence of a backfill will help ensure that in the vicinity of the waste package there is little or no advection, and molecular diffusion will be the main mechanism for mass transfer. The aim is to find the rate of dissolution of radionuclides and their rate of release into the rock, and to predict the spatial and temporal concentration of radionuclides in both the backfill and the rock. The approach used here is to set a saturation boundary condition at at the waste form/backfill interface. The solutions allow the prediction of both concentrations and mass flux as a function of position and time.

These results are potentially useful in showing compliance with the U.S. Nuclear Regulatory Commission's release-rate performance objective (Ul). The analytic solutions can be used, for example, to compute the flux of radionuclides from the backfill/packing material into the rock, without the potential problems that discontinuity in porosity and retardation at the backfill/rock interface can introduce into numerical approaches.

There are several important results from the mamerical evaluations. First, radioactive decay, higher sorption in the rock and the backfill steeprns the gradient for mass transfer, and lead to higher dissolution rates. This is contrary to what was expected by some other workers, but is shown clearly in the analytical solutions. Second, the backfill serves to provide sorption sites so that there is a delay in the arrival of radionuclides in the rock, although this effect is not so important for the steady-state transport of long-lived radiomuclides.

In Chapter 4, we analyzed one-dimensional radionuclide transport through the backfill in the presence of diffusion only, using a two-segment linear approximation of the Langmuir isotherm to simulate the effect of saturation of sorption sites in the backfill. The analytical solutions provide a method of predicting the position of the saturation front as it moves through the backfill.

Radionuclide Transport from a Prolate Spheroid-Equivalent Waste Form with Backfill

In (Cl) we obtained the steady state solution as well as the earlytime and large-time mass transfer from an infinitely-long and finite cylindrical waste forms. The analysis of cyilndrical waste forms has attraction because actual nuclear waste packages are expected to be cylinders. In the limit of zero flow, the time-dependent mass transfer form a prolatespheroid waste in contact with infinite rock was analyzed. In Chapters 5, 6, and 7 of this report, the analysis of prolate spherodd waste shape is extended in the following directions:

- Inclusion of a finite backfill/packing material layer;
- Inclusion of advective transport in the rock;
- Inclusion of an approximate solution between the

```
previously derived asymptotical results;
```

The previous comment about the potential usefulness of these analytic solutions in determining compliance with NRC requirements (U1) also apply here.

Radionuclide Transport with Temperature-Dependent Solutility, Diffusivity and Retardation Coefficients

In and around a geologic repository of muclear waste, the temperature will vary as a function of time. This variation of temperature will have significant effect on the dissolution and transport of radiomaclides by changing the saturation concentration, diffusion coefficient and geochemical retardation processes such as sorption. In Chapter 8 we analyze diffusive mass trinsport from a spherical-equivalent waste form where the solubility, diffusion coefficient, and retardation coefficients are functions of temperature. Chapter 8 gives radionuclide concentrations and mass fluxes where solubility, diffusivity and retardation coefficients are specified functions of time or temperature.

In Chapter 9, we present an application of this temperature dependent theory, as well as a far-field radiomuclide migration model. The coupled model calculates concentration profiles of radionuclides in the far field based upor nonisothermal dissolution of the radionuclides at the waste canister surface.

Transport of Radiomuclides from a Point Source in a Three-Dimenaional Flow Field

In many repository projects, large-scale mumerical codes are used for predicting the far-field distribution of radionuclides. There is a need for methods for resting these codes, espectally when rhree-dimensional dispersion is being considered. In this chapter analytical solutions are derived for the advective-diffusion equation for three-dimensional transport from a point source.

A General Solution for the Transport of Radioactive Chains in Geologic Media

Chapter 11 provides solutions to the problem of migration of radioactive chains of arbitary length in geologic media of infinite or finite extent. These solutions are for very general conditions, and are potentially useful in many situations.

## Summary

The following table is a summary index for the waste-package models developed in this report.

Table 1. Waste Package Models in This Report
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## 2. RADIONUCLIDE MASS TRANSPORT FROM A

## SPHERICAL WASTE FORM SURROUNDED BY A BACKFILL

## P.L. Chambré

In the following we investigate the time dependent mass transport of a radionuclide from a spherical waste form which is surrounded by a spherical shell of backfill material. Both waste and backfill are imbedded in rock extending infinitely in all directions, sec Fig. 1. The mass transport through backfill and rock is assumed to occur by diffusion only and the transport by convection is not treated in this paper.

The waste form has a radius $R_{0}$ and the outer edge of the backfill shell a radius $R_{1}$. The backfill porosity is $\varepsilon_{1}$ and its retardation coefficient is $K_{1}$. The rock has the corresponding properties $\varepsilon_{2}$ and $K_{2}$. The radionuclide's diffusion coefficient in the water is $D_{f}$ and its decay constant is $\lambda$. The geometric factors for backfill and rock are $\sigma_{1}$ and $\sigma_{2}$, respectively. The nuclide is released at its solubility $1 i m i t c_{s}$ at the surface of the waste form into the surrounding which is initially at zero concentration. Then if $N_{1}(r, t)$ and $N_{2}(r, t)$ denote respectively the nuclide's concentration in the backfill and rock regions the governing equations read, see Fig. 1 with $\nabla^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}$
$\frac{\partial N_{1}}{\partial t}=D_{1} \nabla^{2} N_{1}-\lambda N_{1}, R_{0}<r<R_{1}, t>0, D_{1}=\frac{\sigma_{1} D_{f}}{K_{1}}$
$\frac{\partial N_{2}}{\partial t}=D_{2} \nabla^{2} N_{2}-\lambda N_{2}, R_{1}<r<\infty, t>0, D_{2}=\frac{\sigma_{2} D_{f}}{K_{2}}$
$N_{1}(r, 0)=0, R_{o}<r \leqslant R_{1} ; N_{2}(r, 0)=0, R_{1} \leqslant r<\infty$
$N_{1}\left(R_{0}, t\right)=c_{s}, t \geqslant 0$
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Fig. 1 Geometry of spherical waste form with backfill layer.

$$
\begin{align*}
& N_{1}\left(R_{1}, t\right)=N_{2}\left(R_{1}, t\right), t \geqslant 0  \tag{5}\\
& -\varepsilon_{1} \sigma_{1} D_{f} \frac{\partial N_{1}}{\partial r}=-\varepsilon_{2} \sigma_{2} D_{f} \frac{\partial N_{2}}{\partial r} \text { at } r=R_{1}, t \geqslant 0  \tag{6}\\
& N_{2}(\infty, t)=0, t \geqslant 0 \tag{7}
\end{align*}
$$

Equations (1) and (2) describe the conservation of the diffusing specie in the backfill and rock regions respectively. The initial conditions are given by (3). Equation (4) sets the solubility limited release on the waste form surface. Equations (5) and (6) assure the continuity of concentration and flux at the interface between backfill and rock and (7) regulates the concentration in the rock region far from the waste form. The purpose in obtaining the solution to this equation system is to analyze the space and time dependent concentration and transport flux of the nuclide as a function of the eleven parameter system $c_{s}, \lambda, D_{f}, R_{0}, R_{1}, K_{\ell}, \varepsilon_{\ell}$ and $\sigma_{\ell}(\ell=1,2)$. This will be done in Chapter 3 .

The analysis of equations (1) - (7) is facilitated through the introduction of new dependent variables which satisfy the equation system in absence of radioactive decay

$$
\begin{align*}
& \frac{\partial c_{1}}{\partial t}=D_{1} \nabla^{2} c_{1}, R_{0}<r<R_{1}, t>0 \\
& \frac{\partial c_{2}}{\partial t}=D_{1} \nabla^{2} c_{2}, R_{1}<r<\infty, t>0 \\
& c_{1}(r, 0)=0, R_{0}<r \leqslant R_{1} ; c_{2}(r, 0)=0, R_{1} \leqslant r<\infty \\
& c_{1}\left(R_{0}, t\right)=c_{5}, t \geqslant 0  \tag{4'}\\
& c_{1}\left(R_{1}, t\right)=c_{2}\left(R_{1}, t\right), t \geqslant 0 \\
& \varepsilon_{1} \sigma_{1} \frac{\partial c_{1}}{\partial r}=\varepsilon_{2} \sigma_{2} \frac{\partial c_{2}}{\partial r} \text { at } r=R_{1}, t \geqslant 0
\end{align*}
$$

$$
\begin{equation*}
c_{2}(\infty, t)=0, t \geqslant 0 \tag{7'}
\end{equation*}
$$

One can then express $N_{1}(r, t), N_{2}(r, t)$ in terms of the solutions of ( $1^{\prime}$ )(7') as follows

$$
\begin{align*}
& N_{1}(r, t)=\lambda \int_{0}^{t} e^{-\lambda \tau} c_{1}(r, \tau) d \tau+e^{-\lambda t} c_{1}(r, t) \quad R_{0} \leqslant r \leqslant R_{1}, t>0  \tag{8}\\
& N_{2}(r, t)=\lambda \int_{0}^{t} e^{-\lambda \tau} c_{2}(r, \tau) d \tau+e^{-\lambda t} c_{2}(r, t), R_{1} \leqslant r<\infty, t>0 \tag{9}
\end{align*}
$$

This is readily verified by substitution (8) and (3) into the equation system
(1) - (7) utilizing the fact that $c_{1}$ and $c_{2}$ satisfy eqs. (1') - (7').

In turn the system ( $1^{\prime}$ ) - ( $7^{\prime}$ ) is simplified through the dependent variables

$$
\begin{equation*}
\mathrm{n}_{1}(\mathrm{r}, \mathrm{t})=r c_{1}(\mathrm{r}, \mathrm{t}), \quad \mathrm{n}_{2}(\mathrm{r}, \mathrm{t})=r c_{2}(\mathrm{r}, \mathrm{t}) . \tag{10}
\end{equation*}
$$

There results

$$
\begin{align*}
& \frac{\partial n_{1}}{\partial t}=D_{1} \frac{\partial^{2} n_{1}}{\partial r^{2}}, R_{0}<r<R_{1}, t>0  \tag{1'י}\\
& \frac{\partial n_{2}}{\partial c}=D_{2} \frac{\partial^{2} n_{2}}{\partial r^{2}}, R_{1}<r<\infty, t>0 \\
& n_{1}(r, 0)=0, R_{0}<r \leqslant R_{1} ; n_{2}(r, 0)=0, R_{1} \leqslant r<\infty  \tag{3'}\\
& n_{1}\left(R_{0}, t\right)=R_{0} c_{s}, t \geqslant 0  \tag{4'}\\
& n_{1}\left(R_{1}, t\right)=n_{2}\left(R_{1}, t\right), t \geqslant 0 \\
& E_{1} \sigma_{1}\left(\frac{\partial n_{1}}{\partial r}-\frac{n_{1}}{r}\right)=E_{2} \sigma_{2}\left(\frac{\partial n_{2}}{\partial r}-\frac{n_{2}}{r}\right) \text { at } r=R_{1}, t \geqslant 0  \tag{6'1}\\
& n_{2}(\infty, t)=0, t \geqslant 0 . \tag{7'}
\end{align*}
$$

This is the principal equation system to be solved.
We take a Laplace transform of ( $1^{\prime \prime}$ ) and (2') with respect to the $t$ variable and apply the initial conditions ( $3^{\prime \prime}$ ). This yields with

$$
\begin{equation*}
\overline{\mathrm{n}}_{\ell}(\mathrm{r}, \mathrm{p}) \equiv \int_{0}^{\infty} \mathrm{e}^{-\mathrm{p} t_{\mathrm{n}_{\ell}}(\mathrm{r}, \mathrm{t}) \mathrm{d} t, \quad \ell=1,2} \tag{11}
\end{equation*}
$$

the equation system

$$
\begin{align*}
& \frac{\mathrm{d}^{2} \bar{n}_{1}}{d r^{2}}-\mu_{1}^{2} \bar{n}_{1}=0, R_{0}<r<R_{1}, \mu_{1}^{2}=\frac{p}{D_{1}} \\
& \frac{d^{2} \bar{n}_{2}}{d r^{2}}-\mu_{2}^{2} n_{2}=0, R_{1}<r<\infty, \mu_{2}^{2}=\frac{p}{D_{2}} \tag{12}
\end{align*}
$$

The general solutions are

$$
\begin{align*}
& \bar{n}_{1}(r, p)=A \sinh \mu_{1}\left(R_{1}-r\right)+B \cosh \mu_{1}\left(R_{1}-r\right), R_{0} \leqslant r \leqslant R_{1}  \tag{13}\\
& \bar{n}_{2}(r, p)=D e^{-\mu_{2}\left(r-R_{1}\right)}, r \geqslant R_{1} \tag{14}
\end{align*}
$$

with $\bar{n}_{2}$ satisfying the Laplace transform of the boundary condition ( $7^{\prime \prime}$ ). The three constants $A, B$ and $D$ are found with helf of the transforms of equations (4")-(6'). With

$$
\begin{equation*}
b=R_{1}-R_{0}, \quad \gamma=\frac{\varepsilon_{1}^{\prime} \mu_{1}}{\varepsilon_{2}^{\prime} \mu_{2}^{\prime+\alpha}}, \quad \alpha=\frac{\varepsilon_{2}^{\prime-}-\varepsilon_{1}^{\prime}}{R_{1}}, \quad \varepsilon_{\ell}^{\prime}=\varepsilon_{\ell} \sigma_{\ell}, \ell=1,2 \tag{15}
\end{equation*}
$$

there results

$$
\begin{align*}
& A=\frac{R_{0} c_{s}}{p} \frac{1}{\gamma \cosh \mu_{1} b+\sinh \mu_{1} b}  \tag{16}\\
& B=D=\frac{R_{o} c}{p} \frac{\gamma}{\gamma \cosh \mu_{1}^{b+\sin h \mu_{1} b}} \tag{17}
\end{align*}
$$

Substitution into (13) and (14) yields after a rearrangement

$$
\begin{align*}
& \bar{n}_{1}(r, p)=\frac{R_{0} c_{s}}{p}\left\{\frac{\varepsilon_{1}^{\prime} \mu_{1} \cosh \mu_{1}\left(R_{1}-r\right)+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \mu_{1}\left(R_{1}-r\right)}{\varepsilon_{1}^{\prime} H_{1} \cosh \mu_{1} b+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \mu_{1} b}\right\}, R_{0} \leqslant r \leqslant R_{1}  \tag{18}\\
& \bar{n}_{2}(r, p)=\frac{R_{0} c_{s}}{p}\left\{\frac{\varepsilon_{1}^{-} \mu_{1} e^{-\mu_{2}\left(r-R_{1}\right)}}{\varepsilon_{1}^{\mu} \mu_{1} \cosh { }_{1} b+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \mu_{1}}\right\}, r \geqslant R_{1} \tag{13}
\end{align*}
$$

We turn next to the inversion of the Laplace transform $\bar{n}_{1}(r, p)$, which is accomplished through the application of the complex inversion integral

$$
\begin{equation*}
n_{1}(r, t)=\frac{1}{2 \pi \bar{i}} \int_{B r} e^{p t} \bar{n}_{1}(r, p) d p \tag{20}
\end{equation*}
$$

Since $\bar{n}_{1}(r, p)$ has a branch point at $p=0$ due to the term $\mu_{1}=\sqrt{\frac{p}{D_{1}}}$ we adopt the integration contour shown in Fig. 2. One can show that the integrand has no singularities inside this contour and furthemore that the contributions of the integral along the semi-circular arc $\Gamma$ vanishes as $R_{1} \rightarrow \infty$. Hence by the extended Cauchy theorem the integral (20) is equal to the contributions along the paths $\overline{\mathrm{BA}}, \overline{\mathrm{DC}}$ and the small circular contour s about the origin. We indicate the necessary steps to express these contributions in the real valued form.

Along the circle set

$$
\begin{equation*}
p=\rho \mathrm{e}^{\mathrm{i} \theta}, \mathrm{dp}=\rho \mathrm{e}^{\mathrm{i} \theta} \mathrm{id} \mathrm{\theta},-\pi<\theta<\pi \tag{21}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mu_{\ell}=\sqrt{\frac{\mathrm{p}}{\mathrm{D}_{\ell}}}=\sqrt{\frac{1}{\mathrm{D}_{\ell}}} \rho^{1 / 2} e^{\mathrm{i} \theta / 2}, \quad \ell=1,2 \tag{22}
\end{equation*}
$$

As the circle radius $\rho \rightarrow 0$, the hyperbolic function contribution in $\bar{n}_{1}(r, p)$ of equation (18) are approximated by

$$
\begin{equation*}
\cosh \rho=1+0\left(p^{2}\right), \quad \text { sinh } p=\rho+0\left(p^{3}\right) \tag{23}
\end{equation*}
$$

Hence the bracketed term in (18) becomes, correct to first order terms

$$
\begin{equation*}
\frac{\varepsilon_{1}^{\mu} \mu_{1}+\alpha \mu_{1}\left(R_{1}-r\right)}{\varepsilon_{1}^{\mu} \mu_{1}+\alpha \mu_{1}} b=\frac{\varepsilon_{1}^{-}+\infty\left(R_{1}-r\right)}{\varepsilon_{1}^{\sigma}+\alpha b} \tag{24}
\end{equation*}
$$

Substituting for this into (20) one obtains with (21) the contribution

$$
\begin{equation*}
\lim _{p \rightarrow 0} \frac{1}{2 \pi i} \int_{S} e^{p t} \bar{n}_{1}(r, p) d p=R_{o} c_{s} \frac{\varepsilon_{1}+\alpha\left(R_{1}-r\right)}{\varepsilon_{1}^{+}+\alpha b} \tag{25}
\end{equation*}
$$
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Fig. 2 Contour integral for inversion of Laplace transform.

For the path $\overline{B A}$ set

$$
\begin{equation*}
p=D_{1} \eta^{2} e^{-i \pi}, \frac{d p}{p}=2 \frac{d \eta}{n} \tag{26}
\end{equation*}
$$

and make the following replacements in (18)

$$
\begin{align*}
& \mu_{1}=\sqrt{\frac{p}{D_{1}}}=\sqrt{\eta_{7}^{2} e^{-i \pi}}=-i n ; \quad \mu_{2}=\sqrt{\frac{D_{1}}{D_{2}}}=-i \sqrt{\frac{K_{2}^{\prime}}{K_{I}^{\prime}}} n, K_{\ell}^{\prime}=\frac{K_{\ell}}{\sigma_{\ell}}, \ell=1,2  \tag{27}\\
& \cosh \mu_{1}[\quad]=\cosh (-i n[\quad])=\operatorname{cosn}[\quad]  \tag{28}\\
& \sinh \mu_{1}[\quad]=\sinh (-i n[\quad]=-i \sin (n[\quad]) . \tag{29}
\end{align*}
$$

These expressions are substituted into (18) and a conmon factor of i is cancelled from the quotient. On placing the result into (20) and reversing the direction of integration one obtains the integral contribution

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\overline{B A}} e^{p t-\bar{n}_{1}}(r, p) d p=-\frac{R_{0} c_{s}}{\therefore i} \int_{0}^{\infty} e^{-D_{1} t n^{2}} \frac{G_{1}-i G_{2}}{H_{1}-i H_{2}} \frac{d n}{n} \tag{30}
\end{equation*}
$$

where

$$
\begin{aligned}
& G_{1}=\varepsilon_{1}^{\prime} n \cos \left(n\left[R_{1}-r\right]\right)+\alpha \sin \left(n\left[R_{1}-r\right]\right) ; G_{2}=\varepsilon_{2}^{-} \sqrt{\frac{K_{2}^{\prime}}{K_{1}^{\prime}}} n \sin \left(n\left[R_{1}-r\right]\right) \\
& H_{1}=\varepsilon_{1}^{\prime} n \cos (n b)+\alpha \sin (n b) ; H_{2}=\varepsilon_{2}^{\cdot} \sqrt{\frac{K_{2}^{\prime}}{R_{1}^{\prime}}} n \sin (n b) .
\end{aligned}
$$

For the path $\overline{\mathrm{DC}}$ set

$$
\begin{equation*}
\mathrm{p}=\mathrm{D}_{1} \mathrm{n}^{2} \mathrm{e}^{\mathrm{i} \pi} ; \frac{\mathrm{dp}}{\mathrm{p}}=2 \frac{\mathrm{~d} \eta}{\eta} \tag{31}
\end{equation*}
$$

This changes the terms - i to i in equations (27) and (29) and thus alters the signs in the integrand quotient. In this case the integral contribution to (20) is

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\overline{D C}} e^{p t} \bar{n}_{i}(r, p) d p=\frac{R_{o} c_{s}}{\pi i} \int_{0}^{\infty} e^{-D_{1} t n^{2}} \frac{G_{1}+i G_{2}}{H_{1}+i H_{2}} \frac{d n}{n} \tag{32}
\end{equation*}
$$

Finally combining the integral contributions (25), (30) and (32) one obtains the desired inverse

$$
\begin{equation*}
n_{1}(r, t)=R_{o} c_{s}\left\{\frac{\varepsilon_{1}^{\prime}+\alpha\left(R_{1}-r\right)}{\varepsilon_{1}^{\prime}+\alpha b}+\frac{2}{\pi} \int_{0}^{\infty} e^{-D_{1} t^{2}} \frac{G_{2} H_{1}-G_{1} H_{2}}{H_{1}^{2}+H_{2}^{2}} \frac{d \eta}{\eta}\right\} \tag{33}
\end{equation*}
$$

But in view of (30) and the definition of $\alpha$ by (15) this transforms with help of (10) into

$$
\begin{equation*}
\frac{c_{1}(r, t)}{c_{s}}=f(r)+\int_{0}^{\infty} e^{-D_{1} t^{2}} I(r, n) d n, \quad R_{0} \leqslant r \leqslant R_{i}, t \geqslant 0 \tag{3i}
\end{equation*}
$$

where

$$
\begin{align*}
f(r) & =\frac{R_{0}}{r} \frac{1+\delta\left(\frac{r}{R_{1}}\right)}{1+\delta\left(\frac{R_{0}}{R_{1}}\right)}, I(r, \eta)=-\left(\frac{2 R_{0} \varepsilon_{1}^{\prime} \varepsilon_{2}^{\beta}}{\pi r}\right) \frac{n \sin \left(n\left[r-R_{0}\right]\right)}{\left\{\varepsilon_{1}^{\prime} n \cos (n b)+\alpha \sin (n b)\right\}^{2}+\left\{\beta \varepsilon_{2}^{-} n \sin (n b)\right\}^{2}} \\
b & =R_{1}-R_{0}, \quad \beta=\sqrt{\frac{K_{2}^{\prime}}{K_{1}^{\prime}}}, \delta=\frac{\varepsilon_{1}^{\prime}-\varepsilon_{2}^{\prime}}{\varepsilon_{2}^{\prime}} \tag{35}
\end{align*}
$$

This is the solution for a stable nuclide in the backfill region. By similar arguments one can determine the concentration field in the rock region. Since our principal interest centers on the nuclide concentration in the backfill and at the rock interface we shall not set out the solution in the rock field.

The solution for a radionuclide is obtained by combining (8) and (34)
$\frac{N_{1}(r, t)}{c_{s}}=\lambda \int_{0}^{t}\left\{f(r)+\int_{0}^{\infty} e^{-D_{1} \tau n^{2}} I(r, \eta) d \eta\right\} e^{-\lambda \tau} d \tau+e^{-\lambda t}\left\{f(r)+\int_{0}^{\infty} e^{-D_{1} t n^{2}} I(r, \eta) d n\right\}$
Interchanging the order of integration yields

$$
\begin{equation*}
\frac{N_{1}(r, t)}{c_{s}}=f(r)+\int_{0}^{\infty} \frac{I(r, \eta)}{1+\frac{D_{1} \eta^{2}}{\lambda}} d \eta+e^{-\lambda t} \int_{0}^{\infty} \frac{e^{-D_{1} t^{2}}}{1+\left(\lambda / D_{1} \eta^{2}\right)} I(r, \eta) d n, R_{0} \leqslant r \leqslant R_{1}, t \geqslant 0 \tag{37}
\end{equation*}
$$

The first two terms represent the steady state solution and the last term the transient part of the concentration field through the backfill. When $\lambda=0$ this result agrees with that for a stable nuclide.

The early and large time asymptotic behavior for $N_{1}(r, t)$ is established as follows. It is plausible by physical arguments that the nuclide concentration at very early times has not penetrated very far through the backfill which can thus be assumed to be of infinite extent. In this case the diffusion in the rock can be ignored and the solution to this single region problem is given by

$$
\begin{align*}
& \frac{N_{1}(r, t)}{c_{s}}=\frac{1}{2} \frac{R_{o}}{r}\left\{e^{-\left(r-R_{o}\right) \sqrt{\frac{\lambda}{D_{1}}}}\right. \\
& \quad \operatorname{erfc}\left[\frac{\left(r-R_{o}\right)}{2 \sqrt{D_{1} t}}-\sqrt{\lambda t}\right]+  \tag{38}\\
& \quad\left(r-R_{o}\right) \sqrt{\frac{\lambda}{D_{1}}}\left.\operatorname{erfc}\left[\frac{r-R_{0}}{2 \sqrt{D_{1} t}}+\sqrt{\lambda t}\right]\right\} \quad r \geqslant R, t \text { small }
\end{align*}
$$

This result can also be obtained from (37) by setting $\varepsilon_{1}^{\sim}=\varepsilon_{2}^{\prime}$ and $K_{1}^{\sim}=K_{2}^{\prime}$.
At large times, when $N_{1}(r, t)$ tends to the steady state solution, equation
(37) can be given a form which is more suitable for physical and numerical "interpretation. One observes from (8) that as $t \rightarrow \infty, \frac{N_{1}(r, \infty)}{\lambda}$ is represented as the Laplace transform with the parameter $p$ formally repiaced by $\lambda$, i.e.

$$
\begin{gather*}
N_{1}(r, \infty)=\lambda L \quad\left\{c_{1}(r, \tau)\right\} \mid p=\lambda \\
=\lambda \bar{n}_{1}(r, \lambda) / r \tag{39}
\end{gather*}
$$

Thus using (18)

$$
\begin{equation*}
\frac{N_{1}(r, \infty)}{c_{s}}=\frac{R_{0}}{r}\left\{\frac{\varepsilon_{1}^{\prime} \mu_{1} \cosh \mu_{1}\left(R_{1}-r\right)+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \mu_{1}\left(R_{1}-r\right)}{\varepsilon_{1}^{\prime} \mu_{1} \cosh \left(\mu_{1} b\right)+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \left(\mu_{1} b\right)}\right\}, R_{0} \leqslant r \leqslant R_{1} \tag{40}
\end{equation*}
$$

where

$$
\alpha=\frac{\varepsilon_{2}^{\prime}-\varepsilon_{1}^{\prime}}{R_{1}}, b=R_{1}-R_{o}, \quad \mu_{\ell}=\sqrt{\frac{\lambda}{D_{\ell}}} \quad \ell=1,2 .
$$

This expression can be used to replace the first two terms on the right hand side of equation (37) so that

$$
\begin{equation*}
\frac{N_{1}(r, t)}{c_{s}}=\frac{N_{1}(r, \infty)}{c_{s}}+e^{-\lambda t} \int_{0}^{\infty} \frac{e^{-D_{1} t \eta^{2}}}{1+\left(\lambda / D_{1} \eta^{2}\right)} I(r, \eta) d \eta, R_{0} \leqslant r \leqslant R_{1}, t \geqslant 0 \tag{41}
\end{equation*}
$$

With the concentration profile $\mathrm{N}_{1}(r, t)$ known it is a straightforward matter to compute the surface mass flux $-\varepsilon_{1} \sigma_{1} D_{f} \frac{\partial N_{1}}{\partial r}$ at the waste form surface and at the backfill-rock interface. The result of such calculations are presented in Chapter 3.

# 3. THE NUMERICAL ANALYSIS OF NUCLIDE MIGGRATION THROUGH A BACKFILL 

## H. Lung and P.L. Chambré

In this chapter we evaluate and discuss the results of the transient nuclide mass transport through a backfill as developed in chapter 2 . For convenience we consider the transports of stable and radioactive nuclides separately.
A. The Mass Transport of a Stable Nuclide

The nuclide concentration $c_{1}(r, t)$ in the backfill region is given by equation (34) of chapter 2 . From it one can calculate the three quantities of principal interest in evaluating the performance of the backfill. Since the nuclide concentration at the waste surface is prescribed at the solubility limit, the concentration at the backfill-rock interface is of interest. It is computed from, see Eqs. (34), (35) of chapter 2

$$
\begin{equation*}
\frac{c_{1}(r, t)}{c_{s}}=f(r)+\int_{0}^{\infty} e^{-D_{1} t \eta^{2}} I(r, n) d n, R_{0} \leq r \leq R_{1}, t \geq 0 \tag{1}
\end{equation*}
$$

where

$$
\begin{gather*}
f(r)=\frac{R_{0}}{r} \frac{1+\delta\left(\frac{r}{R_{1}}\right)}{1+\delta\left(\frac{R_{0}}{R_{1}}\right)}, I(r, n)=-\left(\frac{2 R_{0} \varepsilon_{1}^{-} \varepsilon_{2}^{-\beta}}{\pi r}\right)^{n \sin \left(n\left[r-R_{0}\right]\right)} \frac{H(n)}{H(n)=\left[E_{1}^{\prime} n \cos n b+\alpha \sin n b\right]^{2}+\left[\beta \varepsilon_{2}^{n} n \sin (n b)\right]^{2}}
\end{gather*}
$$

The other two quantities of concern are the total mass fluxes $\dot{M}$ from the waste form surface and through the interface between backfill and rock. Since

$$
\begin{equation*}
\dot{M}(r, t)=4 \pi r^{2}\left(-\varepsilon_{1} \sigma_{1} D_{f} \frac{\partial c_{1}(r, t)}{\partial r}\right), R_{o} \leq r \leq R_{1}, t \geq 0, \tag{3}
\end{equation*}
$$

one obtains from (1)
$\frac{\dot{M}(r, t)}{C_{S}}=4 \pi \varepsilon_{1} \sigma_{1} D_{f} R_{o} r\left\{\frac{1}{r\left(1+\delta \frac{R_{0}}{R_{1}}\right)}+\frac{2 \varepsilon_{1} \varepsilon_{2}^{\beta}}{\pi} \int_{0}^{\infty} e^{-D_{1} t n^{2}} \frac{n\left[n \cos \left(n\left[r-R_{0}\right]\right)-\frac{1}{r} \sin \left(n\left[r-R_{0}\right]\right)\right]}{H(n)}\right\}$

$$
3-1
$$

Some special cases of these results were investigated. With identical rock and backfi 11 properties, i.e. $K_{1}^{\prime}=K_{2}^{\prime}, \varepsilon_{1}^{\prime}=\varepsilon_{2}^{\prime}$, the results reduce to those of a single region problem

$$
\begin{equation*}
\frac{c_{1}(r, t)}{c_{s}}=\frac{R_{0}}{r} \operatorname{erfc}\left(\frac{r-R_{0}}{2 \sqrt{D_{1}} t}\right), r \geq R_{0}, t \geq 0 \tag{5}
\end{equation*}
$$

which agrees with (38) of chapter 2 and

$$
\begin{equation*}
\frac{\dot{M}(r, t)}{C_{s}}=4 \pi \varepsilon_{1} \sigma_{1} D_{f} R_{o}\left\{\operatorname{erfc}\left(\frac{r-R_{o}}{2 \sqrt{D_{1}} \bar{t}}\right)+\frac{r}{\sqrt{\pi D_{1} t}} e^{-\frac{\left(r-R_{o}\right)^{2}}{4 D_{1} t}}\right\} r \geq R_{0}, t \geq 0 \tag{6}
\end{equation*}
$$

As the steady state is approached $(\mathrm{t} \rightarrow \infty)$ the integrals in (1), (2) will vanish leaving

$$
\begin{align*}
& \frac{c_{1}(r, \infty)}{c_{S}}=f(r) \\
& \quad=\frac{R_{0}}{r}\left(\frac{1+\delta \frac{r}{R_{1}}}{1+\delta \frac{R_{0}}{R_{1}}}\right), R_{o} \leq r \leq R_{1} \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
\dot{M}\left(R_{0}, \infty\right)=\dot{M}\left(R_{1}, \infty\right)=4 \pi \varepsilon_{1} \sigma_{1} D_{f} R_{o} \frac{1}{1+s\left(\frac{R_{0}}{R_{1}}\right)} \tag{8}
\end{equation*}
$$

since there can be no accumulation of the diffusing specie in the backfill. Equation (7) is a special case of (40) of chapter 2. The last two results are applicable for arbitrary $K_{\ell}^{\prime}$ and $\varepsilon_{\ell}^{\prime}(\ell=1,2)$ values.

The evaluations of (1), (3) and (4) were carried out on a $\operatorname{CDC}-7600$. An integration subroutine named D01AJF was used to evaluate the integrals. The description of this subroutine can be found in Appendix 3A.

Since the integrands contain the term $e^{-D_{1} t n^{2}}$ which decreases rapidly in magnitude as $n$ increases (when $D_{1} t>0$ ) a cut-off value $\Delta$ was introduced for the upper integration limit. Numerical experiments showed that for $D_{1} t^{2} \geq 20$ the relative error bound for the value of the integral is $10^{-6}$. In the calcula$t$ tions we used $D_{1} t \Delta^{2}=100$.

Figures 1 and 2 show the graphs of $\dot{M}\left(R_{0}, t\right) / c_{s}$ and $\dot{M}\left(R_{1}, t\right) / c_{s}$ v.s. time with $\varepsilon_{1}^{\prime}$ and $K_{1}^{\prime}, K_{2}^{\prime}$ as parameters. Figure 3 exhibits $c_{1}\left(R_{1}, t\right) / c_{s}$ in a comparable fashion. The remaining parameters were chosen as follows. The sphere radius was taken as 65.9 cm so that the surface area of the spherical waste form is equal to the surface area of the spent fuel canister which has a radius of 17.8 cm and a height of 47 cm . The backfill thickness is 30 cm . The rock porosity $\varepsilon_{2}=\frac{0.01}{\sigma_{2}}$ and the nuclide's diffusion coefficient $D_{f}=10^{-5} \mathrm{~cm}^{2} / \mathrm{sec}$ in both backfill and rock.

A cursory look of Figures (1)-(3) reveals that one can subdivide the time Sfan into three separate intervais which will be called
a) The early time span, ETS, which is controlled mostly by the backfill,
b) The intermediate time span ITS, which is controlled by both backfill and rock, and
c) The late time span LTS, which is controlled mostly by the rock. The figures show that these spans do not possess distinct separation points but their existence can be argued on physical grounds as follows.

Initially there is no nuclide present outside the waste form. As time increases the specie diffuses from the waste surface into the backfill but in the ETS has as yet not reached the rock interface. Hence in this time spar the migration of the ?uclide is controlled by the backfill's properties only.

As the concentration of the backfill-rock interface rises both regions begin to affect the migration until the backfill is mostly penetrated. After this ITS the rock primarily controls the nuclide transport and the backfill properties play a subsidiary role. Eventually the rock will also be fully penetrated and a steady state will have been reached.

A semi-quantitative way to delineate the time spans is to compure the mass transfer rate at the backfill-rock interface with the rate at the waste surface.


Fig. 1 Normalized mass transfer rate as a function of time and retardation coefficients in backfill and rock; diffusion from a spherical waste form.


Fig. 2 Normalized mass transfer rate as a function of time and retardation coefficients in backfill and rock; diffusion from a spherical waste form.


Fig. 3a Nonnalized backfill-rock interface concentration as a function of time and retardation coefficients in backfill and rock; diffusion from a spherical waste form.


Fig. 3b Normalized backfill-rock interface concentration as a function of time and retardation coefficients in backfill and rock; diffusion from a spherical waste form.

In the ETS, $\dot{M}\left(R_{1}, t\right) \approx 0$, since the nuclide has not yet reached the interface. On the other hand, in the LTS, $\dot{M}\left(R_{1}, t\right) \approx \dot{M}\left(R_{0}, t\right)$, since the backfill is then almost saturated. Thus one can use the ratio $\dot{M}\left(R_{1}, t\right) / \dot{M}\left(R_{0}, t\right)$ as an indicator for the separation points. We adopt the time $T_{b}$ and $T_{b}^{*}$ defined by

$$
\begin{equation*}
\frac{M\left(R_{1}, T_{b}\right)}{M\left(R_{o}, T_{b}\right)}=0.05 \text { and } \frac{\dot{M}\left(R_{1}, T_{b}^{*}\right)}{\left.\frac{M\left(R_{0}, T_{b}^{*}\right)}{b}\right)}=0.95 \tag{9}
\end{equation*}
$$

as the end points of the ITS. This delineates the three time intervals except for the end point of LTS which borders the steady state. In order to gain insights into the order of magnitude of $T_{b}$ and $T_{b}{ }^{*}$ computations were performed with equations (3), (4) and (9) with the following results
\(\left.$$
\begin{array}{cllllll}\begin{array}{c}\text { Case } \\
\text { Number }\end{array}
$$ \& \varepsilon_{1}^{\prime} \& \varepsilon_{2}^{\prime} \& \mathrm{K}_{1}^{\prime} \& \mathrm{K}_{2}^{\prime} \& \mathrm{T}_{\mathrm{b}}(\mathrm{yr}) \& \mathrm{T}_{\mathrm{b}}^{*}(\mathrm{yr}) <br>
\hline 1 \& 0.01 \& 0.01 \& 10 \& 10 \& 2.2 \& 8.9 \times 10^{1} <br>
2 \& 0.01 \& 0.01 \& 10^{3} \& 10^{3} \& 2.2 \times 10^{2} \& 8.9 \times 10^{3} <br>
3 \& 0.2 \& 0.01 \& 10 \& 10 \& 7.6 \& 2.0 \times 10^{2} <br>
4 \& 0.2 \& 0.01 \& 10^{3} \& 10 \& 2.2 \times 10^{3} \& 1.1 \times 10^{4} <br>
5 \& 0.2 \& 0.01 \& 10 \& 10^{3} \& 2.0 \& 1.80 \times 10^{2} <br>

6 \& 0.2 \& 0.01 \& 10^{3} \& 10^{3} \& 7.6 \times 10^{2} \& 2.0 \times 10^{4}\end{array}\right\}\) without | backfill |
| :--- |
| with |
| backfill |

The separation time is an indicator of the backfill retardation function since it shows the breakthrough time of the backfill. Hence a larger $\mathrm{T}_{\mathrm{b}}$ represents a better backfill retardation performance.

In the above table, cases 1 and 2 show the results for no-backfill. The rest show the results with backfill. The porosity of the rock is $\frac{0.01}{\sigma_{2}}$ and the porosity of backfill is $\frac{0.2}{\sigma_{1}}$ in cases 3-6. From this table one can see that when $K_{1} \geq K_{2}^{\prime}$, i.e. cases 3,4 , and $6 . T_{b}$ is longer than that for nobackfill, i.e. case 1 (against cases 3 and 4) and case 2 (against case 6). But when $K_{1}^{\prime}<K_{2}^{\prime}$ as in case $5, T_{b}$ will be shorter as seen in case 2 .

Therefore a backfill material with a larger $K_{1}^{-}$compared to $K_{2}$ is preferred.
The drawback of the concept of $T_{b}$ is that a larger $T_{b}$ does not necessarily mean a smaller mass transfer rate at the backfill-rock interface. For example, $T_{b}=220$ years for $K_{2}^{\prime}=10^{3}$ without backfill as shown in case 2 while it becomes 760 years when a backfill layer with $K_{1}^{-}=10^{3}$ is added. Though the $\mathrm{T}_{\mathrm{b}}$ is longer with the backfill present, the mass transfer rate at the backfillrock interface is always higher than the mass transfer rate with the backfill removed, as seen in Fig. 1 and 2, dashed curves for $K_{1}^{\prime}=K_{2}^{\prime}=10^{3}$.

A better way to evaluate the backfill performance is to use the ratio of the mass transfer rate at the backfill-rock interface for the case with backfill to the rate without backfill. This will be discussed later.

We now consider the detailed behavior of the solution in each of these three tire spans.
i) Early Time Span (ETS)

Since backfill controls the mass transport in this time span, one expects that the same mass transfer rate at the waste surface should be obtained for the same backfill properties regardless of the rock region. This is verified in the calculations as can be seen in Fig. 1 and 2 , solid curves for $k_{1}^{2}=K_{2}^{2}=10^{3}$, and $K_{1}^{2}=10^{3}, K_{2}=10$. For the mass transfer rate at the backfill-rock interface, one would expect a very low value in this time span. This can be seen from the steep slopes of the dashed curves in Fig. 1 and 2.

Since a large $K_{1}$ means a large retardation effect, the appearance of the mass transfer rate at backfill-rock interface will be delayed for larger $K_{1}$, as seen in Fig. 1 and 2, dashed curves for $K_{1}=10^{3}, K_{2}^{-}=10$ and $K_{1}=k_{2}^{\prime}=10$. On the other hand, the mass transfer rate at the waste surface increases with increasing $K_{1}$, due to the steepened concentration gradient near the waste surface, as seen in the same Figures, solid curves for $K_{1}^{-}=10^{3}, K_{2}^{-}=10$ and $K_{I}^{-}=K_{2}^{-}=10$.

## ii) Intermediate Time Span

In this time span both backfill and rock exercise control over the mass transport. Nuclides start penetrating into the rock and the interface concentration increases with time as seen in Fig. 3a and 3b. The effect of rock on the mass transfer rate becomes more and more significant and tends to be the controller of the mass transport. This can be seen in Fig. 1 and 2, solid curves for $K_{1}^{\prime}=K_{2}^{\prime}=10^{3}$, and $K_{1}^{\prime}=10^{3}, K_{2}^{-}=10$.
iii) Late Time Span

The backfill is now fully penetrated and has only little effect on the mass transport in this time span. The concentration profile and the mass transfer rate only depend on $K_{2}$. This is shown as follows.

The integral term in Eq. (1), $\int_{0}^{\infty} e^{-D_{1} t^{2}} \frac{\eta \sin \eta\left(r-R_{0}\right)}{H(n)} d \eta$, can be approximated by $\int_{0}^{\Delta} e^{\cdot D_{1} t^{2}} \frac{n \sin \eta\left(r-R_{0}\right)}{H(n)} d n$, where $\Delta$ is the cut-off point for the integration. As mentioned earlier, the requirement for $\Delta$ is that $D_{1} t \Delta^{2} \geq 20$ to obtain a six-digit precision in the computations. Hence for a very large $t$, one needs only a very small $\Delta$. For $a l l n b \leq \Delta b \ll 1$, one gets

$$
\sin (n b) \approx \eta b, \cos (\eta b) \approx 1, \sin \eta\left(r-R_{0}\right) \approx \eta\left(r-R_{0}\right) .
$$

If further $\eta \beta \varepsilon_{2}^{b}$ << $\varepsilon_{1}^{-}+\alpha b$, the integral then transforms into

$$
\begin{aligned}
& \int_{0}^{\Delta} e^{-D_{1} t^{2}} \frac{\eta^{2}\left(r-R_{0}\right)}{\left(\varepsilon_{1}^{\prime} \pi+\alpha n b\right)^{2}+\left(\beta \varepsilon_{2}^{\left.-n^{2} b\right)^{2}} d \eta\right.} \\
& \approx \int_{0}^{\Delta} e^{-D_{1} t^{2} \frac{\left(r-R_{0}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha b\right)^{2}} d \eta}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\left(r-R_{o}\right)}{\left(E_{1}^{\prime}+\alpha b\right)^{2}} \int_{0}^{\Delta} e^{-D_{1} t^{2} d \eta} \\
& =\frac{\left(r-R_{o}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha b\right)^{2}} \frac{\sqrt{\pi}}{2} \sqrt{\frac{1}{D_{1} t}} \operatorname{erf}\left(\sqrt{D_{1} t} \Delta\right) \\
& \approx \frac{\left(r-R_{0}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha b\right)^{2}} \frac{\sqrt{\pi}}{2} \sqrt{\frac{1}{D_{1} t}}, \text { since erf }\left(\sqrt{D_{1} t} \Delta\right) \geq \operatorname{erf}(\sqrt{20}) \approx 1
\end{aligned}
$$

With this the transient integral contribution in (1) becomes for very large time

$$
\begin{align*}
& \frac{2 \varepsilon_{1}^{*} \varepsilon_{2}^{\beta}}{\pi} \frac{\left(r-R_{o}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha b\right)^{2}} \frac{\sqrt{\pi}}{2} \sqrt{\frac{1}{D_{1} t}}=\sqrt{\frac{1}{\pi D_{1} t}} \beta \frac{\left(r-R_{0}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha b\right)^{2}} \varepsilon_{1}^{\prime} E_{2}^{\prime} \\
& =\sqrt{\frac{I}{\pi D_{2} t}} \varepsilon_{1}^{\prime} \varepsilon_{2}^{\prime} \quad \frac{\left(r-R_{0}\right)}{\left(\varepsilon_{1}^{\prime}+\alpha_{b}\right)^{2}}, \text { since } \beta=\sqrt{\frac{K_{2}^{\prime}}{K_{1}^{\prime}}}=\sqrt{\frac{D_{1}}{D_{2}}} \tag{A}
\end{align*}
$$

A similar form can be obtained for $\dot{M}$ from (3) except that the factor ( $r-R_{o}$ ) in (A) is replaced by $\frac{R_{0}}{r}$. From (A) one finds that at very large $t$ the concentration profile or the mass transfer rate depends on $\mathcal{K}_{2}$ alone. Eventually the $\mathrm{K}_{2}^{\prime}$ dependency will also vanish when the steady state is reached.

One observes from Fig. 1 and 2 that both mass transfer rates at waste surface and at backfill-rock interface increase with increasing $K_{2}$, as shown in both solid and dashed curves for $K_{1}^{\prime}=K_{2}^{\prime}=10^{3}$, and $K_{1}^{\prime}=10^{3}, K_{2}^{\prime}=10$. This is due to the larger adsorption of the nuclides by the larger $K_{2}$ in the rock winch causes a steeper concentration gradient in the rock and extracts more nuclides from the waste form. In the LTS the difference between the mass transfer rates at waste surface and backfill-rock interface can hardly be seen. This means that almost all the nuclides released from the waste form are diffusing into the rock. The backfill can no longer retard the nuclides passing through it.

In all these three time spans, the mass transfer rates at waste surface and at backfill-rock interface decrease with decreasing backfill porosity. The
same result also applies to the backfill-rock interface concentration, see the corresponding curves in Fig. 1, 2, and 3. Hence a low porosity material should be used as the backfill when available.

As mentioned earlier in page 3-9, the ratio of the mass transfer rate at the backfill-rock interface with the backfill present to the rate at the same position without backfill can be used to show the effectiveness of the backfill layer. For the case without backfill $\left(\varepsilon_{1}^{*}=\varepsilon_{2}^{*}, K_{1}^{\prime}=K_{2}^{\prime}\right)$, the interface mass transfer rate is calculated at an artificial plane which has the position equal to the actual backfill-rock interface position. Fig. 4 shows this ratio as a function of time with $K_{1}^{\prime}$ and $K_{2}^{\prime}$ as the parameters. Backfill porosity is taken as $\frac{0.2}{\sigma_{1}}$ and all other parameters ( $R_{0}, b, D_{f}$, and $\varepsilon_{1}$ ) are the same as in Fig. 1, 2, and 3. Retardation coefficient $K_{2}^{\prime}$ used for rock is 10 and $10^{3}$ and that used for backfill is $10,10^{2}$ and $10^{3}$ for each value of $K_{2}^{\prime}$. The dotted segments are not reliable due to the limication of the precision in cnmputations. The solid curves are for $K_{2}^{\prime}=10$ while the dashed ones are for $K_{2}^{\prime}=10^{3}$. One can see that for $K_{1}^{\prime}>K_{2}^{\prime}$ such as $K_{1}^{-}=10^{2}, 10^{3}$ and $K_{2}^{-}=10$, this ratio is less than unity up to some time. For $K_{1}^{-}=10^{2}$ it is 100 years and for $K_{1}^{-}=10^{3}$ it is about 1,500 years. This implies that within this time span the interface mass transfer rate in the presence of backfill is always less than that without backfill although the porosity changes from $\frac{0.01}{\sigma_{1}}$ to $\frac{0.2}{\sigma_{1}}$. On the other hand, whei: $K_{1}^{\prime} \leqslant K_{2}^{\prime}$ as in all other curves, the ratio is always greater than 1. It means the backfill does not add any benefit to the retardation of the mass transport. Comparing the curves for $K_{1}^{\wedge}>K_{2}^{\prime}$, one finds that the effective time to retard the mass transport increases with increasing $K_{1}^{\prime}$.

As a conclusion, a low-porosity backfill should be used to limit the magnitude of the mass transfer rates and a larger retardation coefficient for backfill compared to that for rock is required to lengthen the effective


Fig. 4 Ratio of mass transfer rate with backfill to that without backfill as a function of time and retardation coefficients in backfill and rock; diffusion from a spherical waste form.
retarding time in backfill layer.
There is a restriction on the applications of the solutions (1) and (4). One can not use them to calculate the limiting case $\varepsilon_{2}=0$. For $\varepsilon_{2}=0$, the transient integral contribution in both equations vanish leading to the steady state solutions. It means either the problem is time-independent or it reaches the steady state instantaneously. This is certainly not the real situation of this problem. Hence a separate method must be applied. Since $\varepsilon_{2}=0$ implies that the nuclides can not diffuse into the rock, one will have a zero gradient $\left(\frac{\partial c}{\partial r}\right)=0$ condition at the backfill-rock interface. Therefore the governing equation for rock and the zero concentration B.C. at infinity will not appear, and the interface B.C. should be changed to

$$
\begin{equation*}
-\left.\varepsilon_{1} \sigma_{1} D_{r} \frac{\partial c_{1}}{\partial r}\right|_{r=R_{1}}=0, t \geqslant 0 \tag{10}
\end{equation*}
$$

By solving the proper governing equation and side conditions, one can get a correct solution for this special case.

## B. The Mass Transport of a Radionuclide

The radionuclide concentration $N_{1}(r, t)$ through the backfill region is given by equations (40) and (41) of chapter 2.

$$
\begin{equation*}
\frac{N_{1}(r, t)}{c_{s}}=\frac{N_{1}(r, \infty)}{c_{s}}+e^{-\lambda t} \int_{0}^{\infty} \frac{e^{-D_{1} t n^{2}}}{1+\left(\frac{\lambda}{D_{1} n^{2}}\right)} I(r, n) d n \tag{11}
\end{equation*}
$$

where $I(r, r)$ is defined in (2). The total mass flux at any point in the backfill is then

$$
\begin{equation*}
\dot{M}(r, t)=-4 \pi r^{2} \varepsilon_{1} \sigma_{1} D_{r} \frac{\partial N_{1}(r, t)}{\partial r}, R_{0} \leq r \leq R_{1}, t \geq 0 \tag{12}
\end{equation*}
$$

Again the three principal quantities of interest are the mass transfer rate at the waste form surface and the radionuclide concentration and its mass transfer
rate at backfill-rock interface. The numerical integration was used to calculate $N_{1}(r, t)$ and $\dot{M}(r, t)$ in Equations (11) and (12). The same subroutine D01AJF used in Part A was adopted again and is described in Appendix 3A. In these computations, three different radionuclides were considered. They are ${ }^{237} \mathrm{~Np}$ with half life $2.14 \times 10^{6}$ years, ${ }^{14} \mathrm{C}$ with $\mathrm{T}_{1 / 2}=5730$ years, and one artificial nuclide with $T_{1 / 2}=15.3$ years which is close to ${ }^{244} \operatorname{Cn}\left(T_{1 / 2}=17.6\right.$ years). Fig. 5 shows $\dot{M}\left(R_{0} t\right) / C_{s}$ and $\dot{M}\left(R_{1}, t\right) / C_{s}$ v.s. time with $T_{1 / 2}$ as the parameter. Other parameters used are $\varepsilon_{1}^{\prime}=0.2, \varepsilon_{2}^{\prime}=0.01, K_{1}^{\prime}=K_{2}^{\prime}=10^{3}$. The results for stable specie ( $T_{1 / 2}=\infty$ years) are also plotted for reference. Fig. 6 and Fig. 7 show the same quantities with different parameters. In Fig. 6, $\varepsilon_{1}^{1}$ has been changed to 0.01 , i.e. it exhibits the single region results. In Fig. 7 not only $\varepsilon_{1}^{\prime}$ has been changed to 0.01 , but $K_{2}^{2}$ also changed to 10 . Fig. 8 to 10 shows the interface concentration $N_{1}\left(R_{1}, t\right) / C_{s}$ as a function of time with the three sets of parameters mentioned above. One observes that for $T_{1 / 2}=15.3$ years the interface concentration is so small that almost all radionuclides released from waste surface have decayed before they reach the interface boundary. This can be seen from Eq. (11) for $N_{1}\left(R_{1}, t\right)$ at steady state:

$$
\begin{equation*}
\frac{N_{1}\left(R_{1}, \infty\right)}{C_{s}}=\frac{R_{0}}{R_{1}} \frac{\varepsilon_{1}^{\prime} \mu_{1}}{\varepsilon_{1}^{-} \mu_{1} \cosh \left(\mu_{1} b\right)+\left(\varepsilon_{2}^{\prime} \mu_{2}+\alpha\right) \sinh \left(\mu_{1} b\right)} \tag{13}
\end{equation*}
$$

As $T_{1 / 2}$ decreases ( $\lambda$ increases), $\mu_{1} \equiv \sqrt{\frac{\lambda}{D_{1}}}$ increases, causing $\cosh \left(\mu_{1} b\right.$ ) and $\sinh \left(\mu_{1} b\right)$ increasing very rapidly, resulting a very small $N\left(R_{1}, \infty\right) / C_{s}$. Eq. (13) can also be used to calculate the range of $T_{1 / 2}$ for which the radionuclides will have decayed during the diffusion through the backfill layer. From (13) one can solve for $\lambda$ in terms of $N_{1}\left(R_{1}, \infty\right) / C_{s}$ and other parameters. For example, if. $N_{1}\left(R_{1}, \infty\right) / C_{s}=0.01, \varepsilon_{1}^{-}=0.2, \varepsilon_{2}^{-}=0.01, K_{1}=K_{2}^{-}=10^{3}$, as used in Fig. 5, one finds that $\lambda=8.5 \times 10^{3} / \mathrm{yr}$, or $T_{1 / 2}=81$ years. This means if a radionuclide


Fig. 5 Normalized mass transfer rate as a function of time and half-life; diffusion from a spherical waste form.


Fig. 6 Normalized mass transfer rate as a function of time and half-life; diffusion from a spherical waste form.
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Fig. 7 Normalized mass transfer rate as a function of time and half-1ife; diffusion from a spherical waste form.


Fig. 8 Normalized backfill-rock interface concentration as a function of time and half-life; diffusion from a spherical waste form.


Fig. 9 Normalized backfill-rock interface concentration as a function of time and half-life; diffusion from a spherical waste form.


Fig. 10 Nomalized backfill-rock interface concentration as a function of time and half-1ife; diffusion from a spherical waste form.
with half life no longer than 81 years at least $99 \%$ of the specie will have decayed in the backfill layer before reaching the interface boundary. One would expect that for larger $K_{1}^{\prime}$ or $\operatorname{maller} \varepsilon_{1}^{\prime}$ this decaying effect will be more significant because of the longer traveling time in the backfill due to the higher retardation. For instance, if $\varepsilon_{1}^{\prime}=0.01, T_{1 / 2}$ may be as long as 110 years if other parameters are fixed. On the other hand, when the half life is so long as $2.14 \times 10^{6}$ years ( ${ }^{237} \mathrm{~Np}$ ), the interface concentration is almost equal to that of the stable specie. Hence a radionuclide with half life of a few million years can be treated as a stable nuclide for the backfill calculations. This is also shown in Fig. 5 to 7 . In these figures, the mass transfer rates $\dot{M}\left(R_{0}, t\right) / C_{s}$ and $\dot{M}\left(R_{1}, t\right) / C_{s}$ for ${ }^{237} N p$ can hardly be distinguished from the results of stable specie. The results for ${ }^{14} \mathrm{C}$ and ${ }^{244} \mathrm{Cm}$ are somewhat different. Since the radionuclides with relatively short half life will have decayed an appreciable amount in the backfill, a lower concentration profile will be produced in the backfill resulting in a steeper gradient near the waste surface. lience a higher mass transfer rate at the waste surface will be observed, as shown in curves for $\mathrm{T}_{1 / 2}=15.3$ and 5730 years. On the other hand, the mass transfer rate at the backfill-rock interface can not so easily be predicted. For very short-lived radionuclides, such as ${ }^{244} \mathrm{Cm}$, the concentration drops to such a low level that almost not a single nuclide can reach the interface boundary. Hence the interface mass transfer rate is very close to zero, as shown in Fig. 5 to 7 for the case $T_{1 / 2}=15.3$ years. For ${ }^{14} C$, however, the situation is changed. Since not all the nuclides will have decayed in the backfill, the concentration gradient at backfill-rock interface may be either higher or lower than the stable specie. For instance, the curves for ${ }^{14} \mathrm{C}$ in Figs. 5 and 6 have the higher numerical values than the curves for stable specie, while in Fig. 7 they become lower. It is worthwhile noting
that the time to reach the steady state is shorter for radionuclides than for stable specie, as seen in Figs. 5 to 7, since the decay can accelerate the mass balance in addition to the spherical geometry.

As a conclusion, the backfill can effectively stop the mass diffusion for very short-lived radionuclides, but makes no difference between the very longlived radionuclides and the stable nuclides. For medium-lived radionuclides, though the decay in the backfill will lower the concentration profile, as shown in Figs. 8 to 10 , the interface mass transfer rate may not be necessarily lower than the stable species. This is contradictory to what was expected by some other workers. Hence a complete transient analysis like this one should be used to predict the backfill performance.

The following comment was supplied by Dr. W. Lee:
One of the important potential uses of results in Chapters 2 and 3 is to show compliance with the NRC release rates requirement. Within the repository projects the approaches to showing such compliance is not well developed. Part of the reason is that the boundary of the engineered barrier system is not well defined, and may include some host rock in addition to the waste package. The predictive tools developed in Chapters 2 and 3 will apply no matter where the boundary is set. The case of the boundary set in rock is illustrated by the calculations in which the porosity and retardation of the rock and backfill are the same.

## Appendix 3A

DOLAJF is a general-purpose integrator which calculates an approximation to the integral of a function $f(x)$ over a finite interval $(a, b)$ :

$$
\begin{equation*}
I=\int_{a}^{b} f(x) d x \tag{1}
\end{equation*}
$$

It is an adaptive routine, using the Gauss 10 -point and Kronrod 21-point rules, and is suitable as a general-purpose integrator. It can be used when the integrand has singularities, especially when these are of algebraic or logarithmic type.

The user can input the desired accuracy as the absolute and the relative ones. However, it can not guarantee, but in practice usually achieves the following accuracy:

$$
\begin{equation*}
\left|I-I_{a}\right| \leq \max (\mid \text { abserr }|,| \text { relerr } \times I \mid) \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{a}=\text { computing result for } I \\
& \text { abserr }=\text { desired absolute accuracy } \\
& \text { relerr }=\text { desired relative accuracy }
\end{aligned}
$$

Equation (2) was verified for the limiting case that the backfill and rock have the same properties, that is, Eq. (5) and Eq. (6), and is assumed to be acceptable for other calculations.
4. MASS TRANSPORT IN BACKFILL WITH A NON-LINEAR SORPTION ISOTHERM
H. C. LUNG
P.L. CHAMBRÉ

One of the functions of the backfill is to retard the migration of the radionuclides from the waste form by adsorbing the nuclides on its surface. The sorption effect is usually measured by the so called distribution coefficient defined as

$$
\begin{equation*}
\mathrm{K}_{\mathrm{d}}\left(\mathrm{~N}_{\mathbf{f}}\right)=\frac{\mathrm{N}_{\mathrm{s}}}{\mathrm{~N}_{\mathrm{f}}} \tag{1}
\end{equation*}
$$

where $N_{f}=$ concentration of nuclide in liquid phase,
$N_{s}=$ concentration of nuclide in solid phase.
The relationship between the muclide concentrations in the liquid phase and that in the solid phase under equilibriun condition is described by the sorption isotherm. The retardation coefficient is then defined by [2.]

$$
\begin{equation*}
K\left(N_{f}\right)=1+\frac{1-\varepsilon}{\varepsilon} \quad K_{d}\left(N_{f}\right) \tag{2}
\end{equation*}
$$

where $\varepsilon=$ porosity of the medium.
Usually one assumes a proportionality between $N_{f}$ and $N_{S}$ so that $K_{d}\left(N_{f}\right)$ and therefore $K\left(N_{f}\right)$ are constants in time and space. However, if the nuclide concentration in liquid phase is sufficiently large so that the solid phase can not adsorb all the nuclides then sorption saturation in the solid phase will occur [2].

Frequently a Langmuir sorption isotherm is assumed to take into account ... the sorption saturation. Figure 1 shows the langmuir isotherm with $Q$ the saturation concentration in solid phase. In the present anlaysis we approximate the langmuir isothem (the solid curve) by two linear segments (the dashed lines) so that for liquid concentration $N_{f}<N^{*}$, we have a linear
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Fig. 1 Approximate Langmuir isotherm.
relationship between $N_{f}$ and $N_{s}$; while for $N_{f}<N^{*}$, the solid phase is saturated and $N_{S}=Q$ for all $N_{f} . N^{*}$ is called critical (nuclide) concentration. We wish to model the radionuclide transport controiled by a sorption isotherm. We assume one-dimensional nuclide transport through the backfill and neglect the effects of convection in the liquid phase and diffusion in its solid phase. The governing equations for the nuclide concentration in the absence of precursors and sources outside the waste form are given by [1]

$$
\begin{align*}
& \frac{\partial\left(\varepsilon N_{f}\right)}{\partial t}=D_{f} \frac{\partial^{2}\left(\varepsilon N_{f}\right)}{\partial x^{2}}-\phi\left(N_{f}, N_{s}\right)-\lambda \varepsilon N_{f}  \tag{3}\\
& \frac{\partial\left[(1-\varepsilon) N_{s}\right]}{\partial t}=\phi\left(N_{f}, N_{S}\right)-\lambda(1-\varepsilon) N_{s} \tag{4}
\end{align*}
$$

where $D_{f}=$ diffusion coefficient of nuclide in liquid phase

$$
\begin{aligned}
& \phi\left(N_{f}, N_{S}\right)=\text { interphase reaction rate } \\
& \lambda=\text { decay constant. }
\end{aligned}
$$

On adding Eq. (3) to Eq. (4), one outains

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[\varepsilon N_{f}+(1-\varepsilon) N_{s}\right]=D_{f} \frac{\partial^{2}\left(\varepsilon N_{f}\right)}{\partial x^{2}}-\lambda\left[\varepsilon N_{f}+(1-\varepsilon) N_{s}\right] \tag{5}
\end{equation*}
$$

Supnose the equilibrium is established for the nuclide concentrations between the phases. If the approximated Langmuir isotherm is applied, then for $N_{f}>N^{\star}, N_{S}=Q=$ constant, and Eq. (5) reduces to

$$
\begin{equation*}
\frac{\partial\left(\varepsilon N_{f}\right)}{\partial t}=D_{f} \frac{\partial^{2}\left(\varepsilon N_{f}\right)}{\partial x^{2}}-\lambda \varepsilon N_{f}-\lambda(1-\varepsilon) Q, N_{f}>N^{*} \tag{6}
\end{equation*}
$$

For $N_{f}<N^{*}$, we have a linear isotherm so that by equation (1), $\frac{N_{S}}{N_{f}}=K_{d}$. If this is combined with (2) and substituted into (5) one gets

$$
\begin{equation*}
\frac{\partial\left(K \varepsilon N_{f}\right)}{\partial t}=D_{f} \frac{\partial^{2}\left(\varepsilon N_{f}\right)}{\partial x^{2}}-\lambda\left(K_{\in} N_{f}\right), N_{f}<N^{*} \tag{7}
\end{equation*}
$$

Fig. 2 shows the anticipated concentration profile $N_{f}(x, t)$ at the fixed time $t$ in the backfill. With the approximation of Langmuir isotherm the backfill can be divided into two parts:
a) an inner saturated region, close to the waste form, within which $\mathrm{N}_{\mathrm{f}}$ is greater than $N^{*}$, and
b) an outer unsaturated region of lower concentration.

If we assume a zero initial condition and a constant boundary concentration at the waste surface ( $x=0$ ) which is greater than the critical concentration $N^{*}$, then at time zero the entire backfill is unsaturated. But as time increases saturation will occur at waste surface and an interface moves outward into the backfill. The interface position $s(t)$, between the saturated and unsaturated regions, is thus a function of time with $s(0)=0$.

If one applies the above side conditinas to Eqs. (6) and (7) with the assumption of constant properties one obtains for the saturated region, with $N_{s} \equiv N_{f}$

$$
\begin{equation*}
\frac{\partial N_{S}(x, t)}{\partial t}=D_{f} \frac{\partial^{2} N_{s}(x, t)}{\partial x^{2}}-\lambda N_{s}(x, t)-\lambda \frac{1-\varepsilon}{\varepsilon} Q, 0<x \leq s(t), t>0 \tag{8}
\end{equation*}
$$

unsaturated region, with $N_{u} \equiv N_{f}$

$$
\begin{equation*}
\frac{\partial N_{u}(x, t)}{\partial t}=\frac{D_{f}}{K} \frac{\partial^{2} N_{u}(x, t)}{\partial x^{2}}-\lambda N_{u}(x, t), x \geq s(t), t>0 \tag{9}
\end{equation*}
$$

Initial conditions

$$
\begin{equation*}
N_{u}(x, 0)=0, x>0 ; N_{s}(x, 0) \text { unknown } \tag{10}
\end{equation*}
$$

Boundary conditions

$$
\begin{align*}
& N_{s}(0, t)=N_{0}>N^{*}, t>0  \tag{11}\\
& N_{s}(s(t), t)=N_{u}(s(t), t)=N^{*}, t>0 \tag{12}
\end{align*}
$$
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Fig. 2 Conceptual concentration profile in backfill at time $t$.

$$
\begin{gather*}
-\varepsilon D_{f} \frac{\partial N_{s}(x, t)}{\partial x}=-\varepsilon D_{f} \frac{\partial N_{u}(x, t)}{\partial x}, x=s(t), t>0  \tag{13}\\
N_{u}(\infty, t)=0, t>0 \tag{14}
\end{gather*}
$$

The initial condition for $N_{s}(x, t)$ is unspecified because at $t=0$ there exists no saturated region in the backfill. Equation (11) described the nuclide concentration at the waste form surface to be greater than the critical concentration because otherwise there will be no saturation effects. Equation (12) assures that the critical concentration is reached on both sides of the moving interface and (13) insists on the equality of the flux at this surface. Eqaution (14) is self evident. The last term in (8) can be given an alternate form. It follnws from the approximation of (1) that $K_{d}=Q / N^{*}$. If this is substituted into (2) and that equation is solved for $Q$ one obtains

$$
\frac{1-\varepsilon}{\varepsilon} Q=W
$$

where

$$
\begin{equation*}
W=(K-1) N^{*} \tag{I5}
\end{equation*}
$$

One can thus replace the term in (8) by $\lambda W$. Equation (15) shows that for $K=1\left(K_{d}=0\right), Q=0$, which verifies that there is no adsorption in the solid phase.

## The Early Time Solution

For the time span much shorter than the half life of the radionuclide, the decay terms in both Eq. (8) and (9) can be neglected. The governing equations become

$$
\begin{align*}
& \frac{\partial N_{s}(x, t)}{\partial t}=\Pi_{f} \frac{\partial^{2} N_{s}(x, t)}{\partial x^{2}}, 0<x \leq s(t), t>0  \tag{16}\\
& \frac{\partial N_{u}(x, t)}{\partial t}=\frac{D_{f}}{K} \frac{\partial^{2} N_{u}(x, t)}{\partial x^{2}}, x \geq s(t), t>0 \tag{17}
\end{align*}
$$

The side conditions remain unchanged.
The solutions for $N_{s}(x, t)$ and $N_{u}(x, t)$ have the following forms

$$
\begin{align*}
& \frac{N_{s}(x, t)}{N_{0}}=A \operatorname{erf}\left(\frac{x}{2 \sqrt{D_{f} t}}\right)+1,0<x \leq s(t), t>0  \tag{18}\\
& \frac{N_{u}(x, t)}{N_{0}}=B \operatorname{erfc}\left(\frac{x}{\sqrt{\frac{D_{f}}{K} t}}\right), x \geq s(t), t>0 \tag{18}
\end{align*}
$$

$A$ and $B$ are unknown constants to be determined by the boundary conditions. Equations (18) and (19) already satisfy (10), (11), and (14).

From (12) one obtains

$$
\begin{align*}
& \frac{N_{s}(s(t), t)}{N_{0}}=\frac{N^{*}}{N_{c}} \\
& \quad=A \operatorname{erf}\left(\frac{s(t)}{2 \sqrt{D_{f} t}}\right)+1 \\
& \quad=B \operatorname{erfc}\left(\frac{s(t)}{2 \sqrt{\frac{D_{f}^{t}}{K}}}\right) \\
& \quad=\frac{N_{u}(s(t), t)}{N_{0}}, t \geq 0 . \tag{20}
\end{align*}
$$

Since $\lambda, B, D_{E}$, and $K$ are constants, the argument in the error functions must also be constant. Therefore,

$$
\begin{equation*}
\frac{s(t)}{\sqrt{t}}=k \text { or } s(t)=k \sqrt{t}, t \geq 0 \tag{21}
\end{equation*}
$$

where $k$ is constant in time and must be a function of the parameters of the problem, i.e. $D_{f}, K$, and $\frac{N^{*}}{N_{0}}$. From (20) and (21) one gets

$$
\begin{equation*}
A=\frac{\frac{N^{*}}{N_{0}}-1}{\operatorname{erf}\left(\frac{k}{2 \sqrt{D_{f}}}\right)} \quad, \quad B=\frac{\frac{N^{*}}{N_{o}}}{\operatorname{erfc}\left(\frac{k}{\sqrt{D_{\mathrm{f}}}}\right)} \tag{22}
\end{equation*}
$$

Substituting into (13) one obtains
$\frac{\exp \left\{(K-1) \frac{k^{2}}{4 D_{f}}\right\} \operatorname{erfc}\left(\frac{k}{2 \sqrt{D_{f} / K}}\right)}{\operatorname{erf}\left(\frac{k}{2 \sqrt{D_{f}}}\right)}-\frac{\frac{N^{*}}{N_{0}} \sqrt{K}}{\left(1-\frac{N^{*}}{N_{0}}\right)}=0$
One can solve this transcendental equation for $k$. The results are shown in Fig. 3. There $k$ is plotted as a function of the dimensionless interface concentration $N^{*} / N_{0}$ with the retardation coefficient $K$ as the parameter, $D_{f}$ is fixed in these computations at $10^{-5} \mathrm{~cm}^{2} / \mathrm{sec}$. One sees that as $N^{\star} / N_{o} \rightarrow 1, k \rightarrow 0$, since the saturated region becomes very narrow, on realizing that $N^{*} \leq N_{s}(x, t)<N_{0}$ and that $N_{0} \rightarrow N^{*}$. On the other hand, as $N^{*} / N_{0} \rightarrow 0, k \rightarrow \infty$. In this case there is almost no unsaturated region in the backfill and hence the interface position will move very rapidly towards infinity. Five different $K$ values were used in the calculations. They are $10^{4}, 4 \times 10^{3}, 10^{3}, 10^{2}$, and 10 . It is seen from Fig. 3 that for an increasing $K$ the interface position moves more slowly, since a large K implies a strong retardation effect and hence a slowdown of the saturation in the backfill.

The interface posicion $s(t)$ is an indicator of the backfill performance because it shows how quickly saturation takes place with a resulting loss of nuclide retardation. If the backfill thickness is $L$ थnen the retardation by the backfill disappears when the saturation interface penetrates a distance equal to L . The breakthrough time $\mathrm{T}_{\mathrm{b}}$ for such penetration is given by

$$
\begin{equation*}
T_{b}=\left(\frac{L}{k}\right)^{2} \tag{24}
\end{equation*}
$$

Fig. 3 also shows the breakthrough time as a function of $N^{*} / N_{0}$ with the same parameter K . The backfill thickness is taken to he 30 cm . Since $\mathrm{T}_{\mathrm{b}}$ is inversely proportional to $k^{2}$, as $N^{*} / N_{o}$ decreases, $T_{b}$ decreases, and as $K$ increases, $T_{b}$ increases also. The importance of saturation in the backfill can be seen by


Fig. 3 Breakthrough time $T_{b}$ as a function of normalized critical concentration and retardation coefficient in backfill.
comparing these results with those in which saturation is assumed absent. Assuming a linear isotherm with slope $K=4000$, and for the (same) diffusion coefficient $D_{f}=10^{-5} \mathrm{~cm}^{2} / \mathrm{sec}$, Nowak [3] showed that it would take 1000 years to raise the concentration at $x=30 \mathrm{~cm}$ to 12 of $\mathrm{N}_{\mathrm{o}}$. However, if saturation can occur, with $N^{*}=0.01 N_{o}$, the breakthrough time is reduced to 60 years as seen in Fig. 3, i.e. only $6 \%$ of the breakthrough time in absence of saturation.

In the present analysis, a semi-infinite medium for backfill, as described in B.C. (14) was assumed. Therefore some restriction must be imposed if one wants to apply the results to a finite backfill layer. We assume for this that the concentration at the outer edge of the backfill must not exceed $10 \%$ of the concentration at the inner edge of the backfill, $N_{o}$. This limits the time span of the solution to a concentration $N^{*} / N_{0} \leq 0.1$ at the backfill-rock interface, which is indicated by the vertical dashed line in Fig. 3. Since for $K \leq 10^{4}$ and $N * / N_{0} \leq 0.1, T_{b}$ is always less than 2000 years, nuclides with half lives greater than 5000 years can be treated as nondecaying for the purpose of using the early time solution.

## The Steady State Solution

At steady state, time derivations in (8) and (9) vanish so that

$$
\begin{align*}
& D_{f} \frac{\partial^{2} N_{s}(x)}{\partial x^{2}}-\lambda N_{s}(x)-\lambda W=0,0<x \leq s(\infty) .  \tag{25}\\
& \frac{D_{f}}{K} \frac{\partial^{2} N_{u}(x)}{\partial x^{2}}-\lambda N_{u}(x)=0, x \geq s(\infty), \tag{26}
\end{align*}
$$

where $W=(K-1) N^{*}$ as defined in (15). The boundary conditions are

$$
\begin{align*}
& N_{s}(0)=N_{0}>N^{*}, N_{u}(\infty)=0  \tag{27}\\
& N_{s}\left(S_{\infty}\right)=N_{u}\left(S_{\infty}\right)=N^{*}, S_{\infty}=s(t=\infty),  \tag{28}\\
& -\varepsilon D_{f} \frac{\partial N_{s}\left(S_{\infty}\right)}{\partial x}=-\varepsilon D_{f} \frac{\partial N_{u}\left(S_{\infty}\right)}{\partial x} \tag{29}
\end{align*}
$$

where $S_{\infty}$ is the interface position when steady state has been reached. The solutions of (25) and (26) subject tc the boundary conditions (27) - (29) take the forms

$$
\begin{align*}
& N_{s}(x)=A e^{k_{s}}+B e^{-k_{s}}-W, 0<x \leq S_{\infty},  \tag{30}\\
& N_{u}(x)=C e^{-k_{u} x}, x \geq S_{\infty}, \tag{31}
\end{align*}
$$

where $\mathrm{k}_{\mathrm{s}}=\sqrt{\frac{\lambda}{\overline{\mathrm{D}}_{\mathrm{f}}}}, \mathrm{k}_{\mathrm{u}}=\sqrt{\frac{\lambda K}{\mathrm{D}_{\mathrm{f}}}}$
and A, B , C are constants of integration. After substituting (27) - (29) into (30) and (31), one gets

$$
\begin{equation*}
\frac{1}{2}\left[N^{*}(1+\sqrt{K})+W\right]=\frac{W\left(e^{k_{s} S_{\infty}}-1\right)+N_{0} e^{k_{s} S_{\infty}}-N^{*}}{e^{2 k_{s} S_{\infty}-1}} \tag{33}
\end{equation*}
$$

Let

$$
\begin{equation*}
\frac{1}{2}\left[N^{*}(1+\sqrt{K})+W\right]=B, e^{i \cdot S_{\infty}}=y \tag{34}
\end{equation*}
$$

then

$$
\begin{equation*}
B y^{2}-\left(W+N_{o}\right) y-\left(B-W-N^{\star}\right)=0 \tag{35}
\end{equation*}
$$

Hence

$$
y=\frac{\left(W-N_{0}\right)+\sqrt{\left(W+N_{0}\right)^{2}+4 \beta\left(\beta-W-N^{\star}\right)}}{2 \beta}
$$

so that

$$
\begin{equation*}
S_{\infty}=\sqrt{\frac{D_{f}}{\lambda}} \log y \tag{36}
\end{equation*}
$$

In the solution of $y$ the choice of root is determined so that log $y$ is non-ncgative. The radicand is always greater than $\left[\left(W+N_{0}\right)-2 \beta\right]^{2}$ since $N_{0}$ is larger than $N^{*}$ by definition.

Fig. 4 shows the steady state interface position $S_{\infty}$ as a function of $N^{*} / N_{0}$ for a half'life $T_{1 / 2}=10^{4} \mathrm{yr}$. Similar to the transient case an increase in the
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Fig. 4 Steady-state interface position as a function of normalized critical concentration and retardation coefficient in backfill.
retardation coefficient $K$ results in a decrease of $S_{\infty}$. The effect of decay can be seen from the equation (36). A decrease in $T_{1 / 2}$ (an increase in $\lambda$ ) decreases $\mathrm{S}_{\infty}$. Although the semi-infinite medium assumption was used in solving this problem, one can still get some insight into the effects of saturation. If, for example, $\frac{N^{*}}{N}=0.01$ and $K=10^{4}$, then $S_{\infty}$ is about 300 cm for a radionuclide of $T_{1 / 2}=10^{4}$ years or 30 cm for $T_{1 / 2}=100$ years. So if for a backfill thickness of 30 cm , and radionuclides with half lives longer than 100 years, the interface position from the waste form will always be greater than the backfill thickness. This implies that the backfill totally saturates before the steady state is reached and is thus rendered us less as a barrier to the migration of the radionuclides. This once more confirms the importance of the saturation of the backfill as already shown in the early time solution. For a bourdary condition as $\frac{N^{*}}{N_{0}} \rightarrow 1$, the saturated region disappears, resulting in a almost zero interface position as shown in Fig. 3. This is also true for $S_{\infty}$, i.e. $S_{\infty} \rightarrow 0$ as $\frac{N^{N}}{N_{0}} \rightarrow 1$, though not shown in Fig. 4.

To make the backfill more effective, one can a) increa:e the backfill thickness to lengthen the breakthrough time $T_{b}$ as seen in (24); b) use a backfill material with large retardation coefficient $K$ to slow down the interface movement which in turn increases $T_{b}$ as seen in Fig. 3. A large $K$ also implies a small $S_{\infty}$ as shown in Fig. 4; c) use a backfill material with higi $\frac{N^{*}}{N_{0}}$, i.e. $\frac{N^{*}}{N_{0}} \rightarrow 1$, which will limit the interface position close to the waste form surface even at the steady state, as described in the previous paragraph. With proper combination of the above three suggestions, it is possible to make a backfill not totally saturated and hence effective at all times.
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4. STEADY STATE MASS TRANSPORT FROM A PROLATE SPHEROID WITH BACKFILL

## P.L. Chambrè and H. Lung

In [1], we obtained the steady state solution as well as t e early time and large time behaviors of the mass transport from a finite sized waste form by diffusion. The waste shape was approximated by a slender prolate spheroid of the same surface area and volume. Here we extend the steady state analysis to include the effects of a finite backfill layer between the waste and rock and include the transport by advection.

The waste form is approximated by a prolate spheroid with a focal distance f (cf. Fig. 1). The surrounding backfill is idealized by a prolate spheroid layer of the same focal distance. I is the backfill layer thickness at the equator of the waste form, $a_{I}$ the semi-major axis of the backfill, $\varepsilon_{p}$ the rock porosity, and $\varepsilon_{b}$ the backfill porosity.

Water is flowing perpendicular to the axis of the waste form with a constant pore velocity $U$ far from the waste. The backfill such as bentonite, possesses an extremely low hydraulic permeability. It is assumed that no water can flow inside it once it is saturated with water, Hence the nuclides can only be transported out of the waste by diffusion in the backfill and then carried away by both diffusion and convection into the porous rock.

In the present analysis we consider the steady state solution in the absence of radioactive decay. Under this condition retardation effects in both backfill and rock regions do not arise.

Governing Equation and Side Conditions
The governing equation for the radionuclide concentration $\mathcal{C}_{b}(\alpha)$ in the backfill is given by

$$
\begin{equation*}
\frac{d}{d \alpha}\left(\sinh \alpha \frac{d C_{b}}{d \alpha}\right)=0, \alpha_{s} \leq \alpha \leq \alpha_{I} . \tag{1}
\end{equation*}
$$



Here $\alpha$ is the spatial coordinate in the prolate spheroidal system and $\alpha_{s}$ and $a_{I}$ are the coordinates of waste surface and the backfill-rock interface, respectively (cf. Fig. 1). A solubility limited concentration $C_{S}$ of the nuclide is assumed at the waste surface. The (spatially) average nuclide concentration of brekfill-rock interface is $C_{I}$ which must be determined in the analysis. Thus

$$
\begin{equation*}
C_{b}\left(\alpha_{s}\right)=C_{s}, \quad C_{b}\left(\alpha_{I}\right)=C_{I} \tag{2}
\end{equation*}
$$

The solution of Eq. (1) subject to side conditions (2) is

$$
\begin{equation*}
C_{C}(\alpha)=C_{s}-\left(C_{s}-C_{I}\right)\left[\frac{Q_{0}\left(\alpha_{s}\right)-Q_{0}(\alpha)}{Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)}\right] \quad \alpha_{s} \leq \alpha \leq \alpha_{I}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{0}(\alpha)=\log \left(\operatorname{coth} \frac{\alpha}{2}\right) \tag{4}
\end{equation*}
$$

From (3) one can compute the local mass flux

$$
\begin{equation*}
\vec{j}\left(\alpha_{I}\right)=-\left.E_{b} \sigma_{b} D_{f} \nabla C_{b}(\alpha)\right|_{\alpha=\alpha_{I}} \tag{5}
\end{equation*}
$$

on the backfill-rock interface

$$
\begin{align*}
& \vec{j}\left(\alpha_{I}\right)=-\left.\frac{E_{b} \alpha_{b} D_{f}}{h_{\alpha}} \frac{d C_{b}}{d \alpha}\right|_{\alpha=\alpha_{I}} \\
& =\frac{\varepsilon_{b} \alpha_{b} D_{f}}{f\left(\sinh ^{2} \alpha_{I}+\sin ^{2} \beta\right)^{1 / 2}}\left[\frac{C_{s}-C_{I}}{Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)}\right] \frac{1}{\sinh \alpha_{I}}, \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
& h_{\alpha}=f\left(\sinh ^{2} \alpha+\sin ^{2} \beta\right)^{1 / 2} \\
& \sigma_{b}=\text { geometric factor for backfill } \tag{7}
\end{align*}
$$

and $D_{f}$ is the diffusion coefficient of the nuclide in water. The total mass transfer rate out of the backfill rock interface of surface area $S$ derived from concentration gradient in backfill is then calculated from (6):

$$
\begin{aligned}
& \dot{M}_{b}\left(\alpha_{I}\right)=\int_{S} \vec{j}\left(\alpha_{I}\right) d s \\
& =\int_{0}^{\pi} \int_{0}^{2 \pi} \vec{j} h_{B} h_{\psi} d \psi d \beta
\end{aligned}
$$

$$
\begin{align*}
& =\int_{0}^{\pi} \int_{0}^{2 \pi}\left[\frac{C_{s}-C_{I}}{Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)}\right] f \sin \beta \varepsilon_{b} \sigma_{b} D_{f} d \psi d \beta \\
& =4 \pi f \varepsilon_{b} \sigma_{b} D_{f}\left[\frac{C_{s}-C_{I}}{Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)}\right], \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{e}_{\beta}=h_{\alpha}=f\left(\sinh ^{2} \alpha+\sin ^{2} \beta\right)^{1 / 2}  \tag{9}\\
& h_{\psi}=f \sinh \alpha \sin \beta \tag{10}
\end{align*}
$$

This mass transfer is carried away by diffusion and convection from the interface boundary into the exterior porous rock where the concentration vanishes far from the waste. The total mass transport rate from the interface into the exterior field calculated from convection and diffusion in rock is represented in the usual form.

$$
\begin{equation*}
\dot{M}_{b}=h_{m} S_{I} C_{I} \tag{11}
\end{equation*}
$$

where $h_{m}$ is the $i_{\text {. }}$. $\operatorname{s}$ transfer coetficjent, and $S_{I}$ the interface area. If one defines a Sherwood number for mass transport by

$$
\begin{equation*}
S h=\frac{h_{m}}{2 \pi \epsilon_{p} \sigma_{p}{ }^{\mathrm{L}} \mathrm{f}}\left(\frac{S_{1}}{L_{0}}\right) \tag{12}
\end{equation*}
$$

with $L_{o}$ sone characteristic dimension of the waste form and $\sigma_{p}$ the geometric factor for rock one can restate (11) as follows

$$
\begin{equation*}
\dot{M}_{p}=\left(2 \pi \varepsilon_{F} \sigma_{p} D_{f} C_{I} L_{o}\right) \tag{Sh}
\end{equation*}
$$

Because $L_{o}$ can be arbitrarily chosen, we choose it as (cf. Appendix 5A)

$$
\begin{equation*}
L_{0}=2 a_{1} \tag{14}
\end{equation*}
$$

Since the Slerwood number is primarily a function of the Peclet number
$\mathrm{Pe}=\frac{\mathrm{Ua} \mathrm{I}}{{ }_{\mathrm{C}}^{\mathrm{D}} \mathrm{f}}$ one can express (13) in the form

$$
\begin{equation*}
\dot{M}_{p}=S h(P e) 4 \pi C_{I} \varepsilon_{p} \sigma_{p} D_{f}^{a} I \tag{15}
\end{equation*}
$$

Under steady state conditions the mass transported out of the backfill
must equal the mass transported into the rock region in a unit of time. Therefore one can equate equations (8) and (15) and solve for the interface concentration $C_{I}$ as follows

$$
\begin{equation*}
C_{I}=\frac{C_{s}}{\left(\frac{\varepsilon_{p} \sigma_{p}}{\varepsilon_{b} \sigma_{b}}\right)\left[Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)\right] \cosh \left(\alpha_{I}\right) \operatorname{sh}(P e)+1} \tag{16}
\end{equation*}
$$

On combining this expression with (15) one obtains the total mass transfer rate valid in either backfill or rock region

$$
\begin{equation*}
\dot{M}=\frac{4 \pi \varepsilon_{p} \sigma_{p} D_{f} C_{s} a_{I}}{\left(\frac{\varepsilon_{p} \sigma_{F}}{\varepsilon_{b} \sigma_{b}}\right)\left[Q_{0}\left(\alpha_{s}\right)-Q_{0}\left(\alpha_{I}\right)\right] \cosh \left(\alpha_{I}\right)+[\operatorname{sh}(\Gamma e)]^{-1}} \tag{17}
\end{equation*}
$$

The physical content of this result is brought out by introducing the dimensionless mass transfer resistances for backfill and rock

$$
\begin{equation*}
R_{b}=\left(\frac{\varepsilon_{p}{ }^{a} p}{\varepsilon_{b} a_{b}}\right)\left[\eta_{o}\left(\alpha_{s}\right)-Q_{o}\left(\alpha_{I}\right)\right] \cosh \left(\alpha_{I}\right) ; R_{p}=\left[\operatorname{Sh}\left(\text { Pe }^{\prime}\right)\right]^{-1} \tag{18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\dot{M}=\frac{4 \pi \varepsilon_{p} \sigma_{p} D_{c} C_{s} a_{I}}{R_{b}+R_{p}} \tag{19}
\end{equation*}
$$

The Sherwood number dependence on Pe used in (16) and (17) is given by

$$
\begin{align*}
& \text { (cf. Appendix I) } \\
& \operatorname{Sh}(\mathrm{Pe})=\left\{\begin{array}{l}
\frac{1}{Q_{0}\left(\alpha_{I}\right) \cosh \left(\alpha_{I}\right)}\left[1+\frac{\left.\mathrm{Pe}^{2 Q_{0}\left(\alpha_{I}\right) \cosh \left(\alpha_{I}\right)}\right]}{\left[\frac{\mathrm{Pe}_{e} \tanh \left(\alpha_{I}\right)}{\pi}\right]^{1 / 2}, \operatorname{Pe} \geq 4 \operatorname{coth}\left(\alpha_{I}\right)}\right.
\end{array}\right. \tag{20}
\end{align*}
$$

Equation (19) shows that the resistance to the mass transport consists of two parts: the backfill resistance and the exterior medium resistance. The backfill resistance is due to the properties and geometries of both media, as can be seen from (18), and is independent of the flow conditions. On the other hand, the exterior medium resistance is determined by the backfill-rock interface geometric factors $\alpha_{I}$ and $a_{I}$ as well as the flow speed U. From (20) one
can see that Sherwood number is a monotone increasing function of Pe . An increase in Sh will thus reduce the exterior medium resistance in accordance with (18). The result is a decrease in the total resistance and hence an increase in the mass transfer rate. The effect. of the flow condition on the concentration drop can also be seen from (16). As $U$ increases and thus $S h$ increases, $C_{I}$ will decrease causing the concentration drop across the backfill to increase.

Figure 2 shows the dimensionless interface concentration as a function of backfill layer thickness $L$ with the parameters $\frac{E_{p}}{\varepsilon_{b}}$ and Pe. Figure 3 shows the normalized mass transfer rate as a function of $L$ with the same parameters as in Fig. 2. In all these calculations, a fixed diffusion coefficient $D_{f}=10^{-5} \mathrm{~cm}^{2} / \mathrm{sec}$ and a fixed rock porosity $\varepsilon_{p}=0.01$ were used. The waste form is taken to be that of a spent fuel canister with the radius 17.8 cm and height 470 cm . The approximating prolate spheroid of this waste form has a semi-major axis of 272 cm and a semi-minor axis of 20.3 cm and has the same surface area and volume as the spent fuel canister.

The solid lines in Fig. 2 and Fig. 3 represent the case for $\frac{\varepsilon_{p}}{\varepsilon_{b}}=\frac{\sigma_{b}}{20 \sigma_{p}}$, i.e. backfill porosıty is 20 times the porosity of the rock times $\frac{\sigma_{p}}{\sigma_{b}}$. The dashed lines in Fig. 2 and Fig. 3 are for the case that $\frac{\varepsilon_{p}}{\varepsilon_{b}}=\frac{\sigma_{b}}{\sigma_{p}}$, i.e. backfill porosity $\varepsilon_{b}=\varepsilon_{p} \frac{\sigma_{p}}{\sigma_{b}}=0.0 i \frac{\sigma_{p}}{\sigma_{b}}$. In both cases the Peclet numbers are taken to be $0,10^{2}$, and $10^{3}$. For the waste form geonetry, consider here $\mathrm{Pe}=100$ corres ponds to a pore velocity $U=1.1 \sigma_{p} \mathrm{~m} /$ year.

As L increases, the distance traveled by the nuclide inside the backfill increases. Since the nuclide can only be transported by diffusion, a longer travel distance implies a layer concentration drop across the backfill to maintain an equilibrimm concentration gradient at constant exterior conditions. llence the interface concentration $C_{I}$ is lowered as $L$ increases for all the cases in Fig. 2.


X8L 831-505
Fig, 2 The dimensioniasa backfill-rock interface concentration as a Iunction of backilil thickness $L$, porosity ratio $\varepsilon_{p} / \varepsilon_{b}$ and Yeclet number Pe.
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Fig. 3 The mass transfer rate as a function of backfill thickness $L$, porosity ratio $\varepsilon_{p} / \varepsilon_{b}$ and Peclet number Pe.

The effects of $\frac{\varepsilon_{p}}{\varepsilon_{b}}$ on $C z$ is noteworthy. When $\frac{\varepsilon_{p}}{\varepsilon_{b}}=\frac{\sigma_{b}}{20 \sigma_{p}}$, the concentration drop is small even for $P e=10^{3}$. On the other hand when $\frac{\varepsilon_{p}}{\varepsilon_{b}}=\frac{\sigma_{b}}{\sigma_{p}}, C_{I}$ decreases in a more pronounced fashion as $L$ increaaes. For $P e=10^{3}$ and $L=30 \mathrm{~cm}$, $C_{I}$ drops to about $10 \%$ of $C_{S}$. This is due to the fact that when the backfill porosity $\varepsilon_{b}$ becomes so small $=\left(0.01 \frac{\sigma_{p}}{\sigma_{b}}\right)$, most of the resistance to the mass transport resides in the backfill especially at highwater flow speeds. From (16) one observes that as the Sh number increases with increasing flow speed, $C_{I}$ decreases. This can also be seen in Fig. 2.

From (18) one can see that the backfill resistance is proportional to the ratio $\frac{\varepsilon_{p}}{\varepsilon_{b}}$ but the rock resistance $\operatorname{Sh}(\mathrm{Pe})^{-1}$ is independent of it. Therefore an increase in $\frac{\varepsilon_{p}}{\varepsilon_{b}}$ will increase the backfill resistance but will not affect the rock resistance. The final result is an increase in the total resistance and this causes a decrease in the mass transport according to (19). One can see this by comparing the solid curves with the dashed curves in Fig. 3.

Consider next the effects of flow speed. As already mentioned an increase in the water flow or Pe number will increase the magnitude of the Sh number. This decreases the rock resistance but leaves backfill resistance unchanged. The net result is then a decrease in the total resistance and a higher mass transfer rate, as can be seen in Fig. 3 for different Peclet numbers.

The effect of layer thickness on the mass transport, however, is more complicated. Since a change in the layer thickness $L$ will cause both backfill resistance and rock resistance to be changed due to the charges in $\alpha_{I}$ and $a_{I}$, the net effect also depends on these parameters. From Fig. 3 one sees that for $\frac{\varepsilon_{p}}{\varepsilon_{b}}=\frac{\sigma_{b}}{\sigma_{b}-2 \sigma_{p}}$ (the solid lines), $\dot{M}$ increases with increasing $L$. But for $\varepsilon_{p}=\varepsilon_{b} \frac{\sigma_{b}}{\sigma_{p}}=0.01$ (the dashed lines), $\dot{M}$ decreases with increasing $L$. Since as $L$ increases, both $a_{I}$ and $\alpha_{I}$ increase, (cf. Fig. 1 ), causing $Q_{0}\left(\alpha_{I}\right)$ to decrease from (4) and Pe to increase from definition. Hence the final results are an increased $R_{b}$ and a decreased $R_{p}$ from (18). Thus the competition between
$R_{b}$ and $R_{p}$ will determine the total mass transfer rate $\dot{M}$ from (19). If $\varepsilon_{p}$ is fixed as in our calculations, $\left(\frac{a_{I}}{R_{b}+R_{p}}\right)$ and hence $M$ increase with the increasing $L$ for $\varepsilon_{b}=20 \varepsilon_{p} \frac{\sigma_{p}}{\sigma_{b}}$, as seen in Fig. 3 , due to the fact that part of the rock is replaced by a more porous backfill material which results in an increasing diffusive mass transport. on the other hand, $\left(\frac{a_{I}}{R_{b}+R_{p}}\right)$ and $\dot{M}$ decrease with the increasing $L$ for $\varepsilon_{b}=\varepsilon_{p} \frac{\sigma_{p}}{\sigma_{b}}$. In this case the diffusive mass transport remains the same but the convective mass transport decreases for there is no water flow in the backfill.

In either case the mass transfer rate tends to a limiting value as I approaches to infinity. As the backfill thickness is increases, the convective transport effects in the rock region become less significant since the radionuclide has more backfill to diffuse through. When $L$ becomes infinite, so that there is no more rock region, one is left with a diffusion problem in the backfill. The limiting value is then given by

$$
\begin{equation*}
\dot{M}=\frac{4 \pi \varepsilon_{b} \sigma_{b} D_{f} C_{s} f}{Q_{o}\left(\alpha_{s}\right)} \tag{21}
\end{equation*}
$$

which was already obtained in [1], eq. (7.1.35). In conclusion, for the ranges of the parameters used in the calculations, a thick backfill is prefered if a low interface concentration $C_{I}$ is desired, as can be seen from Fig. 2. However, if a low mass transfer rate is to be achieved then for $\frac{\varepsilon_{p}}{\sigma_{p}}=\frac{\sigma_{b}}{20 \sigma_{p}}$ one should use as thin a backfill layer as possible. For $\varepsilon_{b}=\varepsilon_{p} \frac{\sigma_{p}}{\sigma_{b}}$ the situation is reversed, as seen in Fig. 3.

Reference
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## APPENDIX 5A Derivation of Sherwood Number

From (13)

$$
\begin{equation*}
\dot{M}_{p}=2 \pi \varepsilon_{p} \sigma_{p} D_{f} C_{I}\left(L_{0} S h\right) \tag{13a}
\end{equation*}
$$

Since for fixed geometry and properties, $\dot{M}_{p}$ is also fixed, one finds from (13a) that ( $L_{0} S h$ ) is also fixed. Hence for different choice of $L_{0}$, one will have different Sh. We choose

$$
\begin{equation*}
L_{o}=2 a_{I} \tag{14}
\end{equation*}
$$

From Eq. (17), the mass transfer rate out of the backfill is

$$
\begin{equation*}
\dot{M}=\frac{4 \pi \varepsilon_{p} \sigma_{p} D_{f} C_{s} a_{I}}{\left(\frac{\varepsilon_{p} \sigma_{p}}{\varepsilon_{b} \sigma_{j}}\right)\left[Q_{0}\left(\alpha_{s}\right)-Q_{o}\left(\alpha_{I}\right)\right] \cosh \left(\alpha_{I}\right)+[\operatorname{Sh}(\operatorname{Pe})]^{-1}} \tag{17}
\end{equation*}
$$

As $\mathrm{Pe}=0$, we want (17) gives the correct answer and the solution for the transport by pure diffusion in both backfill and rock regions

$$
\begin{equation*}
\dot{M}(\mathrm{Pe}=0)=\frac{4 \pi \varepsilon_{p} \sigma_{p} D_{f} C_{s} f}{\left(\frac{E_{p}{ }^{\sigma} p}{\varepsilon_{b} \sigma_{b}}\right)\left[Q_{0}\left(\alpha_{s}\right)-Q_{o}\left(\alpha_{I}\right)\right]+Q_{0}\left(\alpha_{I}\right)} \tag{a}
\end{equation*}
$$

Comparing (17) and (a) one obtains, with $\cosh \left(\alpha_{I}\right)=\frac{a_{I}}{f}$,

$$
\operatorname{Sh}(0)=\frac{1}{Q_{0}\left(\alpha_{I}\right) \cosh \left(\alpha_{I}\right)}
$$

This is the Sh number for mass transport from the backfill-rock interface for vanishing Pe. Now for small Pe number, the Sherwood number is expressed as [1]

$$
\begin{equation*}
\operatorname{Sh}(\mathrm{Pe})=\operatorname{Sh}(0)\left[1+\frac{1}{8} \operatorname{Sh}(0) \frac{2 L_{o} U}{\sigma_{\mathrm{p}} \mathrm{D}_{\mathrm{f}}}\right] \tag{c}
\end{equation*}
$$

Substituting (14) and (b) into (c) one gets

$$
\begin{equation*}
\operatorname{Sh}(\mathrm{Pe})=\frac{1}{Q_{0}\left(\alpha_{I}\right) \cosh \left(\alpha_{I}\right)}\left[1+\frac{\mathrm{Pe}}{2 Q_{0}\left(\alpha_{I}\right) \cosh \left(\alpha_{I}\right)}\right] \text {, Pe small } \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{Pe}=\frac{\mathrm{Ua}_{\mathrm{I}}}{\sigma_{\mathrm{D}} \mathrm{D}_{\mathrm{f}}} . \tag{d}
\end{equation*}
$$

For large Pe , we use the results for the infinite long cylinder with radius $r_{o}=b_{I}$, the semi-minor axis of the backfill, and a finite section with length $\ell$ $\dot{M}=8 \varepsilon_{p} \sigma_{p} D_{f} C_{I} \sqrt{\frac{U r_{o}}{\pi \sigma_{p} D_{f}}} \quad \ell, \frac{U r_{o}}{\sigma_{p} D_{f}}>4,(7,2,28)$ in LBL-14842. Equating this to (13a) one obtains

$$
\begin{align*}
& 8 \varepsilon_{p} \sigma_{p} D_{f} C I \sqrt{\frac{U r_{o}}{\pi \sigma_{p} D_{f}}} \quad \ell=2 \pi \varepsilon_{p} \sigma_{p} D_{f} C_{I}\left(L_{o} S h\right) \\
& S h=\frac{2}{\pi a_{I}} \sqrt{\frac{U r_{o}}{\pi \sigma_{p} D_{f}}} \quad \ell=\frac{2 \ell}{\pi a_{I}} \sqrt{\frac{1}{\pi} \sqrt{\frac{a_{I} U}{\sigma_{p} D_{f}}} \sqrt{\frac{r_{0}}{a_{I}}}} \\
& =\frac{2 \ell}{\pi a_{I}} \sqrt{\frac{P e}{\pi}} \sqrt{\frac{r_{0}}{a_{I}}}, \frac{U r_{o}}{\sigma_{p} D_{f}}>4 \tag{e}
\end{align*}
$$

Now we let the surface area of the prolate spheroid be equal to the surface area used for mass transfer of the cylinder section, assuming $b_{I}=r_{0} \ll a_{I} \sharp f$, so that $\sin ^{-1} \frac{f}{a_{I}} \approx \frac{\pi}{2}$ and

$$
\begin{aligned}
& 2 \pi r_{0} \ell=2 \pi b_{I}\left(b_{I}+\frac{a_{I}^{2}}{f} \sin ^{-1} \frac{f}{a_{I}}\right) \\
& \approx 2 \pi b_{I}\left(a_{I} \frac{\pi}{2}\right) \\
& =\pi^{2} a_{I} r_{o} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\ell=\frac{\pi}{2} \quad a_{T} \tag{f}
\end{equation*}
$$

Also, $\frac{r_{0}}{a_{I}}=\frac{b_{I}}{a_{I}}=\tanh \left(\alpha_{I}\right)$

$$
\frac{\mathrm{Ur}_{o}}{\sigma_{\mathrm{p}} D_{f}}=\frac{\mathrm{Ua}}{\mathrm{\sigma}_{\mathrm{p}}}{ }_{\mathrm{D}} \mathrm{D}_{\mathrm{F}}\left(\frac{r_{0}}{\mathrm{a}_{\mathrm{I}}}\right)=\operatorname{pe} \tanh \left(\alpha_{\mathrm{I}}\right)
$$

Substituting (f)-(h) into (e) one obtains

$$
\operatorname{Sh}(\mathrm{Pe})=\sqrt{\frac{\mathrm{Pe}}{\pi} \tanh \alpha_{I}}, \operatorname{Pe} \tanh \left(\alpha_{I}\right)>4
$$

or

$$
\begin{equation*}
\operatorname{Sh}(\mathrm{Pe})=\left(\frac{\mathrm{Pe}}{\pi} \quad \tanh \alpha_{\mathrm{I}}\right)^{1 / 2}, \mathrm{Pe}>4 \operatorname{coth}\left(\alpha_{\mathrm{I}}\right) . \tag{20}
\end{equation*}
$$

If any other choice for $L_{o}$ is made, the expressions for the Sh number (20)(i)(ii) will be different. This will alter the form of eqs. (16) and (17). However, if the new Sh number forms are substituted into the altered eqs. (16) and (17) the present result is recovered. This shows that the choice of $L_{o}$ is arbitrary. Reference

1. P.L. Chambré, to be published.
2. THE TINE DEPENDENT MASS TRANSPORT OF A RADIOACTIVE NUCLIDE FRON A WASTE FORM

BY AN INTEGRAL METHOD

## Paul L. Chambré

In reference [1] we investigated the diffusive mass transport from a cylindrically shaped waste form imbedded in a porous medium in absence of convection. On emplacement of the waste form the diffusing species is released from its surface at the solubility 1 imit $c_{s}$ where upon it diffuses into the exterior unbounded space.

Due to the mathematical complexities of the equations, only the early time and the asymptotically large time behaviors of the solution were investigated. We now fill this gap by constructing the complete time dependent solution to this problem by a suitable approximation method. Furthermore, the analysis is extended to include the effect of radioactive decay on the mass transport.

As in [1], the shape of the waste form is approximated by a slender prolate spheroid. With $(\zeta, \mu, \psi)$ the prolate spheroid coordinates, a solution is sought for the species concentration $\hat{c}(\zeta, u, t ; \lambda)$ which is independent of the longitudinal angle $\psi$ on account of the uniformity of the surface concentration $c_{s}$. The species concentration satisfies the governing equation, see (7.1.19), reference [1]

$$
\begin{aligned}
\frac{\partial \bar{c}}{\partial \tau}= & \frac{1}{\left(\zeta^{2}-\mu^{2}\right)}\left\{\frac{\partial}{\partial \zeta}\left[\left(\zeta^{2}-1\right) \frac{\partial \bar{c}}{\partial \zeta}\right]\right\}+\frac{\partial}{\partial \mu}\left\{\left(1-\mu^{2}\right) \frac{\partial \bar{c}}{\partial \mu}\right\}-\bar{\lambda} \bar{c} \\
& \zeta_{s}<\zeta<\infty,-1 \leqslant \mu \leqslant 1, \tau>0
\end{aligned}
$$

where

$$
\begin{align*}
& \bar{c}(\zeta, \mu, t ; \lambda)=\frac{\hat{c}(\zeta, \mu, t ; \lambda)}{c_{s}}  \tag{2}\\
& \tau=\frac{D_{f} t}{K f^{\prime}}, \quad \bar{\lambda}=\lambda \frac{K f^{2}}{D_{f}}
\end{align*}
$$

Here $D_{f}$ is the diffusion coefficient of the radioactive species in water, $K$ its retardation coefficient in the porous medium and $f$ the focal distance of the prolate spheroid (see Fig. 7.1.1, reference [1]). $\zeta_{s}$ defines the surface coordinate of the prolate spheroid.

The initial condition for the concentration is

$$
\begin{equation*}
\bar{c}(\zeta, \mu, 0 ; \lambda)=0, \quad \zeta_{s} \leqslant \zeta<\infty, \quad-1 \leqslant \mu \leqslant 1 \tag{3}
\end{equation*}
$$

The boundary conditions are

$$
\left.\begin{array}{l}
\bar{c}\left(\zeta_{s}, \mu, \tau ; \lambda\right)=1,  \tag{4}\\
\bar{c}(\infty, \mu, \tau ; \lambda)=0,
\end{array}\right\} \quad-1 \leqslant \mu \leqslant 1, \tau \geqslant 0
$$

together with a condition of symmetry about the midplane $\mu=0$,

$$
\begin{equation*}
\frac{\partial \bar{c}(\zeta, 0, \tau ; \lambda)}{\partial \mu}=0 \quad \zeta_{S} \leqslant \zeta<\infty, \quad \tau \geqslant 0 \tag{6}
\end{equation*}
$$

At this point it is convenient to remove the radioactive decay term from (1) and construct the function $\overline{\mathbf{c}}(\zeta, \mu, \tau ; 0)$. We have shown [2] that with knowledge of $\bar{c}(\zeta, \mu, \tau ; 0)$ the solution with radioactive decay is given by

$$
\begin{equation*}
\bar{c}(\zeta, \mu, \tau ; \lambda)=\bar{\lambda} \int_{0}^{\tau} e^{-\bar{\lambda} \tau-\bar{c}}\left(\zeta, \mu, \tau^{\prime} ; 0\right) \mathrm{d} \tau^{-}+\mathrm{e}^{-\bar{\lambda} \tau} \overline{\mathrm{c}}(\zeta, u, \tau ; 0) \tag{7}
\end{equation*}
$$

However, for simplicity of writing, all references to $\lambda$ are now suppressed until needed.

The above problem (1)-(6) is solved for the average surface mass flux of the diffusing species which is the quantity of primary interest to us. For this purpose an approximation method is employed and its effectiveness and accuracy is tested later by comparing it with an exact analytical solution.

As in [1], equation (1) is first subjected to a Legendre transform with respect to $\mu$

$$
\begin{equation*}
c(\zeta, 2 n, \tau)=\int_{0}^{1} \bar{c}(\zeta, \mu, \tau) P_{2 n}(\mu) d \mu \tag{8a}
\end{equation*}
$$

On account of the symmetry condition (6) only even orders of the Legendre polynomial set $\left\{P_{2 n}(\mu)\right\}$ are required. It has been shown that only $P_{0}(\mu)=1$ is needed in order to obtain the leading term of the early and late time solutions. Hence one of the assumptions of the approximation method consists in ignoring the $\mu$ dependence of the surface mass flux and treating it as an average defined by

$$
\begin{equation*}
c(\zeta, \tau)=\int_{0}^{1} \bar{c}(\zeta, \mu, \tau) P_{o}(\mu) d \mu=\int_{0}^{1} \bar{c}(\zeta, \mu, \tau) d \mu \tag{8b}
\end{equation*}
$$

assumed valid for all time. For simplicity of writing, the dependence on $n$ has been suppressed.

If one applies the integral operator ( 8 b ) to every tern of (1), with $\bar{\lambda}=0$, there results

$$
\begin{align*}
& \frac{\partial}{\partial \tau} \int_{0}^{1}\left(\zeta^{2}-\mu^{2}\right) \bar{c}(\zeta, \mu, \tau) \mathrm{d} \mu=\frac{\partial}{\partial \zeta}\left[\left(\zeta^{2}-1\right) \frac{\partial c(\zeta, \tau)}{\partial \zeta}\right]+\left.\left(1-\mu^{2}\right) \frac{\partial \bar{c}(\zeta, \mu, \tau)}{\partial \mu}\right|_{\mu=0} ^{\mu=1}  \tag{9a}\\
& \zeta_{s}<\zeta^{\ll \infty}, \quad \tau>0
\end{align*}
$$

The second term on the right hand side vanishes at the lower limit by the symmetry condition (6) and vanishes also at $\mu=1$. The integral is in view of (8b)

$$
\begin{equation*}
\int_{0}^{1}\left(\zeta^{2}-\mu^{2}\right) \bar{c}(\zeta, \mu, \tau) d \mu=\left(\zeta^{2}-\frac{1}{3}\right) c(\zeta, \tau)-\frac{2}{3} \int_{0}^{1} \bar{c}(\zeta, \mu, \tau) P_{2}(\mu) d \mu \tag{9b}
\end{equation*}
$$

The integral on the right hand side gives no contribution to the terms for the early and late time solutions and the approximation method assumes this term to be negligible for all times. Hence there results for $c(\zeta, \tau)$

$$
\begin{equation*}
\left(\zeta^{2}-\frac{1}{3}\right) \frac{\partial c(\zeta, \tau)}{\partial \tau}=\frac{\partial}{\partial \zeta}\left[\left(\zeta^{2}-1\right) \frac{\partial c(\zeta, \tau)}{\partial \zeta}\right], \zeta_{\zeta}<\zeta<\infty, \quad \tau>0 \tag{10}
\end{equation*}
$$

with the transformed side conditions

$$
\begin{align*}
& c(\zeta, 0)=0, \quad \zeta s \leqslant \zeta<\infty  \tag{11}\\
& c\left(\zeta_{s}, \tau\right)=1, \tau \geqslant 0  \tag{12}\\
& c(\infty, \tau)=0, \quad \tau \geqslant 0 \tag{13}
\end{align*}
$$

This parabolic equation problem is solved by a moment method which in continum mechanics is commonly called an integral method. Its physical motivation is the following.

The diffusing species spreads from time $\tau=0$ onward into the surrounding prous medium which is at zero concentration causing a concentration boundary layer to form about the prolate spheroid. The thickness of this layer, denoted by $\delta(\tau)$, will increase in a monotone fashion with time. The species concentration varies from $c\left(\zeta_{s}, \tau\right)=l$ at the inner edge of the boundary layer next to the weste form to an approximately zero value at its outer edge. This outer boundary progresses into the porous medium where $c=0$. It is customary to assume that the gradient of the concentration also vanishes at this outer boundary. These conditions replace those of equations (11) and (13) and their forms are

$$
\begin{align*}
& \delta(0)=0  \tag{14a}\\
& c\left(\zeta_{s}+\delta(\tau), \tau\right)=\frac{\partial c\left(\zeta_{s}+\delta(\tau), \tau\right)}{\partial \zeta}=0 \tag{14b}
\end{align*}
$$

One now integrates (10) with respect to 6 over the boundary layer thickness, which yields with (14b)

$$
\int_{\zeta}^{\zeta_{s}+\delta(\tau)}\left(\zeta^{2}-1 / 3\right) \frac{\partial c}{\partial \tau} d \zeta=-\left(\zeta_{s}^{2}-1\right) \frac{\partial c\left(\zeta_{s}, \tau\right)}{\partial \zeta}, \tau>0
$$

One can interchange the order of differentiation and integration by Leibnitz's rule and using once more (14b) there results the integral form for the concentration boundary layer

$$
\begin{equation*}
\frac{d}{d \tau} \int_{\zeta_{S}}^{\zeta_{s}+\delta(\tau)}\left(\zeta^{2}-1 / 3\right) c(\zeta, \tau) d \tau=-\left(\zeta_{s}^{2}-1\right) \frac{\partial c\left(\zeta_{s}, \tau\right)}{\partial \zeta_{\zeta}}, \tau>0 \tag{16}
\end{equation*}
$$

The physical content of this equation is the following. The surface flux issuing from the waste surface, which is proportioned to the right hand side of (16), gives rise to the rate of accumulation of the species in the boundary layer of
thickness $\delta(\tau)$.
The principal part of the approximation method consists in a choice of a suitable concentration profile $c(\zeta, \tau)$ for the boundary layer. I assume the form

$$
\begin{equation*}
c(\zeta, \tau)=\left[1-\frac{\left(\zeta-\zeta_{S}\right)}{\delta(\tau)}\right]^{2} \frac{Q_{0}(\zeta)}{Q_{0}\left(\zeta_{s}\right)}, \zeta_{S} \leqslant \zeta \leqslant \zeta_{s}+\delta(\tau), \tau>0 \tag{17}
\end{equation*}
$$

where

$$
Q_{0}(\zeta)=\frac{1}{2} \log \left(\frac{\zeta+1}{\zeta-1}\right)
$$

is the Legendre function of the second kind of zeroth order. One observes that this form automatically satisfies the required boundary conditions (12) and (14b). On substitution of (17) into the integral form for the concentration boundary layer there results

$$
\begin{equation*}
\frac{d}{d \tau} \int_{\zeta_{s}}^{\zeta_{s}+\delta(\tau)}\left(\zeta^{2}-1 / 3\right)\left[1-\frac{\zeta-\zeta_{s}}{\delta(\tau)}\right]^{2} \frac{Q_{0}(\zeta)}{Q_{0}\left(\zeta_{s}\right)} d \zeta=\left(\zeta_{s}^{2}-1\right)\left[\frac{2}{\delta(\tau)}-\frac{Q_{0}^{\prime}\left(\zeta_{s}\right)}{Q_{0}\left(\zeta_{s}\right)}\right], \tau>0 \tag{18}
\end{equation*}
$$

This can be transformed into an ordinary differential equation for the unknown boundary layer thickness $\delta(\tau)$. With

$$
\begin{equation*}
I(\delta(\tau)) \equiv \int_{\zeta_{s}}^{\zeta_{s}+\delta(\tau)}\left(\zeta^{2}-1 / 3\right)\left[1-\frac{\left(\zeta-\zeta_{S}\right)}{\delta(\tau)}\right]^{2} \frac{Q_{0}(\zeta)}{Q_{0}\left(\zeta_{s}\right)} d \zeta \tag{19}
\end{equation*}
$$

(18) becomes

$$
\begin{equation*}
\frac{d I(\delta(\tau))}{d \tau}=\left(\zeta_{s}^{2}-1\right)\left[\frac{2}{\delta(\tau)}-\frac{Q_{0}^{\prime}\left(\zeta_{s}\right)}{Q_{0}\left(\zeta_{s}\right)}\right] \tag{20}
\end{equation*}
$$

One can now separate variables and express, since the boundary layer thickness is initially equal to zero by (14a), $\tau$ explicitly as a function of $\delta$ in the following form

$$
\begin{equation*}
\tau(\delta)=\int_{0}^{\delta} \frac{\eta I^{\prime}(\eta)}{\left(\zeta_{s}^{2}-1\right)\left[2-\frac{Q_{0}^{\prime}\left(\zeta_{S}\right)}{Q_{0}\left(\zeta_{s}\right)} n\right]} d n \tag{21}
\end{equation*}
$$

To simplify this one has from (17)

$$
\begin{equation*}
Q_{0}^{\prime}\left(\zeta_{s}\right)=-\frac{1}{r_{s}^{2}-1} \tag{22}
\end{equation*}
$$

and from (19)

$$
\begin{equation*}
I^{\prime}(n)=2 \int_{\zeta_{s}}^{\zeta_{s}+n}\left(\zeta^{2}-1 / 3\right)\left(1-\frac{\zeta-\zeta_{s} s}{n}\right) \frac{\left(\zeta-\zeta_{s}\right)}{n^{2}} \frac{Q_{0}(\zeta)}{Q_{0}\left(\zeta_{s}\right)} d s \tag{23}
\end{equation*}
$$

With these, there results the solution for the growth of the boundary layer in the form

$$
\begin{equation*}
\tau(\delta)=\int_{0}^{\delta} \frac{2}{\eta^{2}(A+B n)}\left\{\int_{\zeta_{s}}^{\zeta_{s}+\eta}\left(\zeta^{2}-1 / 3\right)\left(\zeta_{s}+\eta-\zeta\right)\left(\zeta-\zeta_{s}\right) \frac{Q_{0}(\zeta)}{Q_{0}\left(\zeta_{s}\right)} d \zeta\right\} d \eta \tag{24a}
\end{equation*}
$$

where

$$
A=2\left(\zeta_{s}^{2}-1\right), B=\left[Q_{0}\left(\zeta_{s}\right)\right]^{-1}
$$

The inner integral can be readily evaluated which leads to

$$
\begin{equation*}
\tau(\delta)=\frac{1}{Q_{0}\left(\zeta_{s}\right)} \int_{0}^{\delta} \frac{\left[I_{2}(n)-I_{1}(n)\right] d n}{n^{2}(A+B n)} \tag{24b}
\end{equation*}
$$

The functions $I_{1}(n), I_{2}(n)$ are listed in Appendix 6 A. The remaining integration in (24b) was performed numerically and yields the inverse function $\delta=\delta(\tau)$ describing the boundary layer thickness as a function of time.

With knowledge of $\delta=\delta(\tau)$ one can at once calculate the transform of the concentration profile $\mathrm{c}(\zeta, \tau)$. By applying the Legendre inversion formula with $n=0$ to this, one recovers $\bar{c}(\zeta, \mu, \tau)=c(\zeta, \tau)$ to the present approximation.

The quantity of primary interest to us is the surface mass flux of the species from the prolate spheroid surface which is given by [l], eq. (7,1.00) and (17)

$$
\begin{align*}
\vec{I}(\tau ; 0) & =-\left.\frac{D_{\mathrm{f}} \varepsilon c_{\mathrm{s}}}{h_{\zeta}(\zeta)} \quad \frac{\partial c}{\partial \zeta}\right|_{\zeta=\zeta_{s}} \\
& =\frac{D_{f} \varepsilon c_{s}}{h_{\zeta} \zeta_{s}}\left[\frac{2}{\delta(\tau)}-\frac{Q_{0}^{\prime}\left(\zeta_{S}\right)}{Q_{0}\left(\zeta_{s}\right)}\right], \tau>0 \tag{25}
\end{align*}
$$

where

$$
\begin{equation*}
h_{\zeta}\left(\zeta_{s}\right)=f\left(\frac{\zeta_{s}^{2}-\mu^{2}}{\zeta_{s}^{2}-1}\right)^{1 / 2} \tag{26}
\end{equation*}
$$

From the above discussion $\delta(\tau)$ can be considered to be a krown function in (25). This result is valid in absence of radioactive decay. The application of (7) to the surface flux yields then in presence of decay

$$
\begin{equation*}
\vec{f}(\tau ; \bar{\lambda})=\bar{\lambda} \int_{0}^{\tau} e^{-\bar{\lambda} \tau^{-}} \vec{j}\left(\tau^{\prime} ; 0\right) d \tau^{-}+e^{-\bar{\lambda} \tau} \vec{\jmath}(\tau ; 0) \tag{27}
\end{equation*}
$$

which will be used in next section for calculational purposes.
The surface mass transport as derived in (25) consists of two parts. The first term in the bracket describes the transient behavior of the flux. Since $\delta(0)=0$ by (14a), the flux is initially infinite in magnitude. From the monotone trend of $\tau(\delta)$ given by (24) one obtains a boundary layer thickness $\delta(\tau)$ which tends to infinity as $\tau+\infty$. Hence the first term in the bracket of (25) tends to zero leaving the second term which exactly represents the steady state mass transport from the prolate spheroid, see [1] eq.(7.1.23) and sequel.

Of considerable interest is the time needed for the surface flux to attain the steady state to some degree of approximation. This time $t^{*}$ is a function of the prolate spheroid geometry. Consider a set of prolate spheroids with identical surface areas but differing ratios of minor to major axis (b/a). The limiting cases for this class are the sphere with $b / a=1$ and the needle with $b / a=0$. We will show in next section that $t^{*}$ decreases with decreasing (b/a) which could be of importance to waste form designs which operate within the framework of the present theory.

To test the effectiveness and accuracy of the integral method we apply it
to the determination of the mass transport from a sphere. The sphere is a member of the family of prolate spheroids. In this case the major and minor axis of the spheroid are identical and the focal distance $f=0$. We consider a limit procedure in which $\zeta_{5}$ b zomes large but in such a way that the (new) radial coordinate $r$ is given by

$$
\begin{equation*}
r=f \zeta \tag{28}
\end{equation*}
$$

The radius $R$ of the sphere is then defined by

$$
\begin{equation*}
R=f \zeta_{S} \tag{29}
\end{equation*}
$$

In the same way one scales the position in the boundary layer by the new coordinate

$$
\begin{equation*}
\alpha=f \eta \tag{36}
\end{equation*}
$$

and the boundary layer thickness by

$$
\begin{equation*}
\Delta=\mathrm{f} \delta . \tag{31}
\end{equation*}
$$

We proceed in making these scaling transformations in (24a). With (2)

$$
\begin{align*}
\frac{D_{f} t}{K f^{2}}= & \frac{1}{f^{2}} \int_{0}^{\Delta} \frac{1}{\alpha^{2}\left[R^{2}-f^{2}+\frac{f \alpha}{2} \psi_{0}^{-1}\left(\frac{R}{f}\right)\right]\left\{\int_{R}^{R+\alpha}\left[r^{2}-\frac{f^{2}}{3}\right][R+\alpha-I][r-R]^{2} .\right.} \\
& \left.\quad Q_{0}(r / f) d r\right\} d \alpha \tag{32}
\end{align*}
$$

From (17), as $\mathrm{f}+0$

$$
\begin{equation*}
Q_{0}\left(\frac{r}{f}\right)=\frac{1}{2} \log \left(\frac{1+f / r}{1-f / r}\right) \rightarrow \frac{f}{r} \tag{33}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{f \alpha}{2} Q_{0}^{-1}\left(\frac{R}{f}\right) \rightarrow \frac{1}{2} \alpha R ; \frac{Q_{0}(r / f)}{Q_{0}(R / f)} \rightarrow \frac{R}{r} \tag{34}
\end{equation*}
$$

so that, on cancelling $\frac{1}{f^{2}}$ from both sides of (32), one obtains on letting $f \rightarrow 0$

$$
\begin{equation*}
\frac{\mathrm{n}_{\mathrm{f}} \mathrm{t}}{\mathrm{KR}^{2}}=\frac{2}{\mathrm{R}^{2}} \int_{0}^{\Delta} \frac{1}{\alpha^{2}[2 R+\alpha]}\left\{\int_{R}^{R+\alpha} r(R+\alpha-r)(r-R) d r\right\} d \alpha \tag{35}
\end{equation*}
$$

This is readily integrated and yields

$$
\begin{equation*}
\frac{\mathrm{D}_{\mathrm{f}} \mathrm{t}}{\mathrm{KR}^{2}}=\frac{1}{12}\left(\frac{\Delta}{\mathrm{R}}\right)^{2} \tag{36}
\end{equation*}
$$

Next one applies the same limit considerations to (25).
With

$$
\begin{equation*}
h_{\zeta}\left(\zeta_{s}\right)+f ;\left|\frac{Q_{0}^{\prime}\left(\zeta_{s}\right)}{Q_{0}\left(\zeta_{s}\right)}\right| \rightarrow \frac{f}{R} \tag{37}
\end{equation*}
$$

one obtains for the surface mass flux from the sphere

$$
\begin{align*}
\underset{j}{ }(\tau ; 0) & =\frac{D_{f} \varepsilon c_{s}}{R}\left[\frac{2}{(\Delta / R)}+1\right] \\
& =\frac{D_{f} \varepsilon c_{s}}{R}\left[\frac{1}{\sqrt{3}\left(\frac{D_{f} t}{k R^{2}}\right)^{1 / 2}}+1\right], \tau>0 \tag{38}
\end{align*}
$$

using (36).
The exact analytical solution yields precisely the same form but with $\sqrt{3}$ replaced by $\sqrt{\pi}$. The numerical error of the approximation is less than $3 \%$ throughout the entire time span. Although this "spot check" for a single geometry does not uniformly validate the integral method for prolate spheroids of arbitrary slenderness ratios, it is hoped that the principle of this method will b. substantiated by future refinements and extensions.
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## APPENDIX 6A Evaluation of the Integral

$$
\begin{aligned}
& \tau=\int_{0}^{\delta} \frac{2}{\delta^{-2}\left(\mathrm{~A}+\mathrm{B} \delta^{2}\right)} \int_{\zeta_{\mathrm{s}}}^{\zeta_{\mathrm{s}}+\delta^{-}}\left(\zeta^{2}-\bar{\mu}^{2}\right)\left(\zeta_{\mathrm{s}}+\delta^{-}-\zeta\right)\left(\zeta-\zeta_{\mathrm{s}}\right) \frac{\mathrm{Q}_{0}(\zeta)}{\mathrm{Q}_{0}\left(\zeta_{\mathrm{s}}\right)} \mathrm{d} \zeta \mathrm{~d} \delta^{-} \\
& =\frac{1}{Q_{0}\left(\zeta_{s}\right)} \int_{0}^{\delta} \frac{-1}{\delta^{-2}\left(A+B \delta^{\prime}\right)} \int_{\zeta_{S}}^{\zeta_{s}+\delta^{\prime}}\left(\zeta^{2}-\mu^{2}\right)\left(\zeta-\zeta_{s}-\delta^{\prime}\right)\left(\zeta-\zeta_{s}\right) \ln \left(\frac{\zeta+1}{\zeta-1}\right) \mathrm{d} \zeta \mathrm{~d} \delta^{-} \\
& =\frac{-1}{Q_{0}\left(\zeta_{s}\right)} \int_{0}^{\delta} \frac{1}{\delta^{-2}\left(\mathrm{~A}+\mathrm{B} \delta^{-}\right)} \int_{\zeta_{s}}^{\zeta_{s}+\delta^{-}}\left(\delta^{2}-\bar{\mu}^{2}\right)\left(\zeta-\zeta_{\mathrm{s}}-\delta^{\prime}\right)\left(\zeta-\zeta_{s}\right)\left[\ln \left(\zeta_{\mathrm{s}}+1\right)-\ln (\zeta-1)\right] \mathrm{d} \zeta \mathrm{~d} \delta^{-} \\
& \text {Let } I_{1}=\int_{\zeta_{s}}^{\zeta_{s}+\delta^{\top}}\left(\zeta^{2}-\mu^{2}\right)\left(\zeta-\zeta_{s}-\delta^{\wedge}\right)\left(\zeta_{s}-\zeta_{s}\right) \ln (\zeta+1) d \zeta \\
& I_{2}=\int_{\zeta_{s}}^{\zeta_{s}+\delta^{\prime \prime}}\left(\zeta^{2}-\bar{\mu}^{2}\right)\left(\zeta-\zeta_{s}-\delta^{\prime}\right)\left(\zeta-\zeta_{s}\right) \ln (\zeta-1) d \zeta
\end{aligned}
$$

then

$$
\tau=\frac{-1}{Q_{0}^{\left(\zeta_{s}\right)} \int_{0}^{\delta} \frac{1}{\zeta^{-2}\left(A+B \delta^{-}\right)}\left(I_{1}-I_{2}\right) \mathrm{d} \delta^{-} . . . . . . . .}
$$

Now let $U=\zeta+1, C_{1}=\zeta_{\mathrm{s}}+1, D_{1}=\zeta_{\mathrm{s}}+\delta^{-}+1$,

$$
\begin{aligned}
I_{1} & =\int_{C_{1}}^{D_{1}}\left[(U-1)^{2}-\mu^{2}\right]\left(U-D_{1}\right)\left(U-C_{1}\right) \ell{ }_{n} U d U \\
& =\int_{1}^{D_{1}}\left(U_{1} U^{2}-2 U+1-\mu^{2}\right)\left[U^{2}-\left(C_{1}+D_{1}\right) U+C_{1} D_{1}\right] \ell n U d U \\
& =\int_{C_{1}}^{D_{1}}\left\{\left(U^{4}-\left(C_{1}+D_{1}+2\right) U^{3}+\left[\left(1-\bar{\mu}^{2}\right)+2\left(C_{1}+D_{1}\right)+C_{1} D_{1}\right] U^{2}-\left[\left(1-\bar{\mu}^{2}\right)\left(C_{1}+D_{1}\right)+\right.\right.\right. \\
& \left.\left.+2 C_{1} D_{1}\right] U+\left(1-\bar{\mu}^{2}\right) C_{1} C_{1}\right\} \ln U d U \\
& =\left\{\frac{1}{5}\left(U^{5} 2 n U-\frac{U^{5}}{5}\right)-\frac{1}{4}\left(C_{1}+D_{1}+2\right)\left(U^{4} \ell n U-\frac{U^{4}}{4}\right)+\frac{1}{3}\left[\left(1-\bar{\mu}^{2}\right)+2\left(C_{1}+D_{1}\right)+C_{1} D_{1}\right]\right. \\
& \left.\left(U^{J_{2 n} U}-\frac{U^{3}}{3}\right)-\frac{1}{2}\left[\left(1-\bar{\mu}^{2}\right)\left(C_{1}+D_{1}\right)+2 C_{1} D_{1}\right]\left(U^{2} \ln U-\frac{U^{2}}{2}\right)+\left(1-\bar{\mu}^{2}\right) C_{1} D_{1}(U \ln U-U)\right\} C_{1}
\end{aligned}
$$

Let $v=\zeta-1, \zeta_{2}=\zeta_{\mathrm{s}}-1, \mathrm{D}_{2}=\zeta_{\mathrm{s}}+\delta^{-}-1$,

$$
\begin{aligned}
I_{2} & =\int_{C_{2}}^{D_{2}}\left[(v+1)^{2}-\pi^{2}\right]\left(v-D_{2}\right)\left(U-C_{2}\right) \ln v d v \\
& =\int_{C_{2}}^{D_{2}}\left\{v^{4}-\left(C_{2}+D_{2}-2\right) v^{3}+\left[\left(1-\bar{\mu}^{2}\right)-2\left(C_{2}+D_{2}\right)+C_{2} D_{2}\right] v^{2}-\left[\left(1-\bar{\mu}^{2}\right)\left(C_{2}+D_{2}\right)-2 C_{2} D_{2}\right] v\right. \\
& \left.+\left(1--^{2}\right) C_{2} D_{2}\right\} \ln v d v \quad 6-10
\end{aligned}
$$

$$
\begin{aligned}
& =\left\{\frac{1}{5}\left(v^{5} \ln v-\frac{v^{2}}{5}\right)-\frac{1}{4}\left(C_{2}+D_{2}-2\right)\left(v^{4} \ln v-\frac{v^{4}}{4}\right)+\frac{1}{3}\left[\left(1-\bar{\mu}^{2}\right)-2\left(C_{2}+D_{2}\right)+C_{2} D_{2}\right\}\left(v^{3} \ln v-\frac{v^{3}}{3}\right)\right. \\
& \left.-\frac{1}{2}\left[\left(1-\bar{\mu}^{2}\right)\left(C_{2}+D_{2}\right)-2 C_{2} D_{2}\right]\left(v^{2} \ln v-\frac{v^{2}}{2}\right)+\left(1-\mu^{2}\right) C_{2} D_{2}(v \ln v-v)\right\}\left.\quad\right|_{C_{2}} ^{D_{2}}
\end{aligned}
$$

Then

$$
\tau(\delta)=-\frac{1}{\Omega_{0}\left(\zeta_{s}\right)} \int_{0}^{\delta} \frac{\left(I_{1}-I_{2}\right)}{5^{2}\left(\Lambda^{2}+n \delta^{\prime}\right)} d \delta^{-}
$$

I am indebted to $H$. Lung for this calculation.

## 7. THE NMERICAL EVALUATION OF THE TIME DEPENDENT MASS TRANSPORT OF A

 RADIONUCLIDE FROM FINITE SIZED WISTE FORMS OF DIFFERENT GEOMETRIES -INTEGRAL METHOD

## 1I. Lung

P. L. Chambre

In last section equation (25) an expression for the surface mass flux ${ }_{j}(\tau ; 0)$ from a prolate spheroid was given. We turn now to the numerical evaluation of this result which is reformulated in terms of the total mass loss $\dot{M}(\tau ; 0)$ from the waste form

$$
\begin{equation*}
\dot{M}(\tau ; 0)=\int_{-1}^{+1} \int_{0}^{2 \pi} \vec{j}(\tau ; 0) h_{\mu} h_{\psi} d \psi d \mu \tag{la}
\end{equation*}
$$

Here the metric coefficients are evaluated at $\zeta=\zeta_{s}$ and are given by

$$
\begin{equation*}
h_{\mu}=f\left(\frac{\zeta_{s}^{2}-\mu^{2}}{1-\mu^{2}}\right)^{1 / 2} ; \quad h_{\psi}=f\left\{\left(\zeta_{s}{ }^{2}-1\right)\left(1-u^{2}\right)\right\}^{1 / 2} \tag{lb}
\end{equation*}
$$

The result of the integration is obtained with (25) in the last section

$$
\begin{equation*}
\dot{M}(\tau ; 0)=4 \pi \varepsilon D_{f} C_{s} \quad \frac{b^{2}}{f}\left[\frac{2}{\delta(\tau)}-\frac{Q_{0}^{\prime}\left(\zeta_{s}\right)}{Q_{0}\left(\zeta_{s}\right)}\right], \tau>0 \tag{2}
\end{equation*}
$$

where $b$ is the minor semi-axis of the prolate spheroid

$$
\begin{equation*}
b=f\left(\zeta_{s}^{2}-1\right)^{1 / 2} \tag{3}
\end{equation*}
$$

The numerical evaluation of $\dot{M}(\tau ; 0)$ is based on the following porous medium parameter values

$$
\begin{equation*}
\mathrm{D}_{\mathrm{f}}=10^{-5} \mathrm{~cm}^{2} / \mathrm{sec} ; \epsilon=0.01 ; \mathrm{K}=10^{3} \tag{4}
\end{equation*}
$$

The cyclindrical spent fuel canister, which is to be modelled, has a radius $r$ and a height $h$

$$
\begin{equation*}
\mathrm{r}=17.8 \mathrm{~cm} ; \mathrm{h}=4.70 \mathrm{~cm} \tag{5}
\end{equation*}
$$

The prolate spheroid dimensions are chosen so that its surface area and volume
are equal to those of the spent fuel canister. This detemines the prolate spheroid semi-niajor axis a and semi-minor axis $b$, the surface coordinate $\zeta_{s}$ and the focal distance $f$

$$
\begin{equation*}
\mathrm{a}=272 \mathrm{~cm} ; \mathrm{b}=20.3 \mathrm{~cm} ; \mathrm{s}_{\mathrm{s}}=1.003 ; £=271 \mathrm{~cm} . \tag{6}
\end{equation*}
$$

In addition we shall refer to a spherical body of radius $R$ which has the same surface area as the cylindrical spent fuel canister

$$
\begin{equation*}
\mathrm{R}=65.9 \mathrm{~cm} \tag{7}
\end{equation*}
$$

With the values given by (4) and (6) $\frac{M(t ; 0)}{c_{s}}$ has been computed and is shown as curve 1 in Fig. 1 as a function of the physical time in the range $1 \mathrm{yr}<\mathrm{t}<10^{7} \mathrm{yr}$. Starting at $t=0$ from an infinite value (not shown), $\frac{\dot{M}(t ; 0)}{c_{s}}$ decreases in time to a steady state value which is reached at about $2 \times 10^{5} \mathrm{yr}$. Shown also in Fig. 1 are the early time and the large time solutions which were derived in [1] Section 7.1. It is seen that the present solution, which covers the entire time range, tends to these asymptotic forms. linally, curve 4 gives the mass transport from the equal surface area sphere defined by (7) and computed from the exact solution. The trend of that curve is close to that of the prolate spheroid up to time $t=10^{5}$ yrs and for larger times it falls about $20 \%$ below the steady state solution of the prolate spheroid. The equal surface area sphere solution will be used as an approximation in part of the following discussion.

The time $t^{*}$ necessary to reach the steady state plateau in Fig. 1 is a quantity of interest since it gives an indication when the minimumass transport rate is achieved. It will be shown that $\mathrm{t}^{*}$, aside from the parameters K and $D_{f}$, is a function of the prolate spheroid geometry. We define $t^{*}$ as the time at which the transient part of the solution (2) is a fraction $X$ of its steady state part, i.e.

$$
\begin{equation*}
\frac{2}{\delta\left(\tau^{\hbar}\right)}=x\left|\frac{Q_{0}^{\prime}\left(\zeta_{s}\right)}{Q_{0}\left(\zeta_{s}\right)}\right| \tag{8}
\end{equation*}
$$
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Fig. 1 Normalized mass transfer rate as a function of time; diffusion from a prolate spheroidai waste form and from a spherical waste form.

This can be solved for $\tau^{*}$ which yields with (2) of last section,

$$
\begin{equation*}
t^{*}=\frac{K f^{2}}{D_{f}} \cdot \tau^{\star}, \tag{9}
\end{equation*}
$$

$\tau^{*}$ is the inverse function of $\delta$ as given in equation (8). We wish to compare the mass transport from a set of prolate spheroids of identical surface area $S$, but of different eccentricities $e \equiv b / a$. For this it is convenient to express $f$ in terms of $S$ and $e$ and $\zeta_{s}$ in terms of $e$. The relationships are the following ( $S=$ surface area of the prolate spheroid)

$$
\begin{align*}
\zeta_{s} & =\frac{a}{f} \\
& =\frac{a}{\sqrt{a^{2}-b^{2}}} \\
& =\frac{1}{\sqrt{1-e^{2}}}  \tag{10}\\
S & =2 \pi b^{2}\left(1+\frac{a^{2}}{b f} \sin ^{-1} \frac{f}{a}\right)
\end{align*}
$$

$$
\begin{equation*}
=2 \pi f^{2} \frac{e^{2}}{1-e^{2}}\left(1+\frac{1}{e \sqrt{1-e^{2}}} \sin ^{-1} \sqrt{1-e^{2}}\right) \tag{11}
\end{equation*}
$$

If one solves (11) for $f^{2}$ in terms of $S$ and $e$ and substitutes this together with $\zeta_{s}$ from (10) into (9) one obtains

$$
\begin{equation*}
\tau^{\star}=\frac{S K}{D_{f}} F(x, e) \tag{12}
\end{equation*}
$$

where $F(X, e)$ is a known numerical function of the steady state criterion $X$ and prolate spheroid eccentricity e.

The time to reach steady state is thus directly proportional to the surface area of the waste form as well as to the retardation coefficient and inversely proportional to the diffusion coefficient. The dependence of $t^{*}$ on waste form geometry is less obvious. It is shown in Fig. 2 as a function of e with $X$ as a parameter. The other parameter values are those of (4) and (5) with a value of


Fig. 2 Time to reach steady state as a function of body slenderness and error bound.
$S=5.46 \mathrm{~m}^{2}$. One observes the principal feature that the time necessary to reach steady state decreases with decreasing values of $e=b / a$. Hence the sphere with $\frac{b}{a}=1$ requires the longest time and the needle, for which $\frac{b}{a}+0$, the shortest time $\because 0$ reach steady state. The X criterion which characterizes the closeness to the steady state affects the value of $t^{*}$ in an understandable way. Holding $e=b / a$ constant, $t^{*}$ increases as $X$ decreases. The marked point on the $X$ parameter curves represents the operating point for the prolate spheroid form specified by (6).

As an illustration of the effect of the eccentricity $e$ of the waste form on the time $t^{*}$, consider $x=0.1$, i.e. curve 3. If a spherical waste form is used $t^{*}$ will be approximately $4.5 \times 10^{5} y \mathrm{y}$ which is about one order of magnitude greater than $t^{*}$ at the operating point specified by (6). Hence a slender waste form geometry shortens the time to reach steady state at which the mass transport attains its lowest value.

We turn next to the discussion of the effects of radioactive decay on the mass trai.sport. As stated in last section, equation (7), the transport in presence of decay $\dot{M}(\tau ; \lambda)$ can be compactly expressed in terms of $\dot{M}(\tau ; 0)$ by

$$
\begin{equation*}
\dot{M}(\tau ; \lambda)=\bar{\lambda} \int_{0}^{\tau} e^{-\bar{\lambda} s} \dot{M_{i}}(s ; 0) d s+e^{-\bar{\lambda} \tau} \dot{M}(\tau ; 0) \tag{13}
\end{equation*}
$$

With $\dot{M}(\tau ; 0)$ given by (2) one can readily carry out the integration numerically, since $\delta(\tau)$ is a known sumerical function. However, an analytical formula for $M(\tau ; \lambda)$ offers the advanti e of exhibiting its parameter dependence on $\lambda$ as well as on some of the geomet $c$ characteristics of the waste form. One can accomplish this by approximating curve 1 of Figure 1 by two curve segments.

The first segment covers the transient time interval $0<\tau<T^{*}$. As shown in Fig. 1, the equal surface area sphere of radius $R$, given by (7), closely apiroximates the mass transport from a prolate spheroid defined by (5). Thus in this time span we apply the surface integral of (38) of last section with its correct numerical factor

$$
\begin{equation*}
\dot{M}(t ; 0)=4 \pi E D_{f} C_{s} R\left[1+\sqrt{\frac{K R^{2}}{\pi l_{f} t}}\right] \quad 0<t \leqslant T^{*} \tag{14}
\end{equation*}
$$

When used in (13) this expression can be readily integrated analytically. The intersection of (14) with the exact steady state mass transport from the prolate spheroid determines the beginning of the second segment which is given by (7.1.13), (7.1.29) and (7.1.35) of [1]

$$
\begin{equation*}
\dot{M}(t ; 0)=4 \pi E D_{f} C_{s} f Q_{0}^{-1}\left(\zeta_{s}\right), t>T^{*} \tag{15}
\end{equation*}
$$

The transition time $T^{*}$ is obtained by equating (14) and (15)

$$
\begin{equation*}
T^{*}=\frac{\left(\frac{K R^{2}}{\pi D_{f}}\right)}{\left[\frac{f}{R} Q_{0}^{-1}\left(\zeta_{s}\right)-1\right]^{2}} \tag{16}
\end{equation*}
$$

With the last three equations one can evaluate (13). With the total flux expressed in terms of the physical time variable $t$,

$$
\dot{M}(t ; \lambda)=4 \pi \varepsilon D_{f} C_{s} R\left\{\begin{array}{l}
{\left[1+\left(\operatorname{erf} \sqrt{\lambda t}+\frac{e^{-\lambda t}}{\sqrt{\pi \lambda t}}\right) \mathrm{Da}^{1 / 2}\right] 0<t \leqslant T^{*}}  \tag{17}\\
{\left[1+\left(\operatorname{erf} \sqrt{\lambda \mathrm{T}^{*}}+\frac{e^{-\lambda T^{*}}}{\sqrt{\pi \lambda T^{*}}}\right) \mathrm{Da}^{1 / 2}\right], t>T^{*}}
\end{array}\right.
$$

where

$$
\mathrm{Da}=\frac{K \lambda R^{2}}{\mathrm{D}_{\mathrm{f}}}
$$

For $K=1$, [f represents the dimensionless Damköhler modulus used by chemical engineers in analysis of problems involving a chemical reaction of the first order and subject to diffusive transport of the reactants. Retardation of the diffusing specie modifies $\phi$ in our applicarion.

Equation (17) is the approximation for the total mass transfer rate from a prolate spheroid for a specie undergoing radioactive decay. It is svaluated with the data given in (4) and (7) for the radio nuclides $N_{p}^{237}, C^{14}$, and $\mathrm{Cm}^{244}$
with half lives

$$
\begin{align*}
& \mathrm{T}_{1 / 2}\left(\mathrm{~Np}^{237}\right)=2.14 \times 10^{6} \mathrm{yr} ; \mathrm{T}_{1 / 2}\left(\mathrm{C}^{14}\right)=6.14 \times 10^{3} \mathrm{yr} ; \mathrm{T}_{1 / 2}\left(\mathrm{Cm}^{244}\right)= \\
& \quad=17.6 \mathrm{yr} \tag{18a}
\end{align*}
$$

The corresponding $\lambda$ values are

$$
\begin{equation*}
\lambda^{\prime}\left(\mathrm{Np}^{257}\right)=3.24 \times 10^{-7} \mathrm{yr}^{-1} ; \lambda\left(\mathrm{C}^{14}\right)=1.13 \times 10^{-4} \mathrm{yr}^{-1} ; \lambda\left(\mathrm{Cm}^{244}\right)=3.34 \times 10^{-2} \mathrm{yr}^{-1} \tag{18b}
\end{equation*}
$$

The results of the calculations are shown in Fig. 3. Curve 1 represents the total mass transfer rate without decay and curves 2 to 4 show those of the three radionuclides. The effects o: decreasing the half life are quite pronounced. The transition time $T^{*}$ decreases from $10^{5}$ years to abolt 80 years. The steady state (plateau) value of the mass transfer rate increases by more than one order of magnitude. The physical explanation for this increase resides in the fact that the radioactive decay removes the specie close to the waste form surface thereby causing the concentration profile to become steeper. In tum, this increased gradient increases the mass flux.

For a radionuclide of very long half life such as $\mathrm{Np}^{237}$, which exceeds the time $T^{*}$ to reach steady state, i.e. $2.14 \times 10^{6} \mathrm{yr} \gg 6.89 \times 10^{4} \mathrm{yr}$, the effect of the decay on the mass transfer is negligible as curves 1 and 2 in Fig. 3 show. This can also be seen from (17). If $T_{1 / 2} \gg T^{*}$, then $\lambda t$ is very small for $t<T^{*}$. Therefore erf $\sqrt{\lambda t} \approx 0, e^{-\lambda t} \approx 1$ and the first line of (17) shows that $\dot{M}(t ; \lambda) \approx M(t ; 0)$. This approximation even holds for some time span beyond $T^{*}$ as seen in Fig. 3. If on the other hand $\mathrm{T}_{1 / 2} \ll \mathrm{~T}^{\star}$, as is the case for $\mathrm{Cm}^{244}$, then even for smill and moderate values of $i$, $\lambda t$ is large, so that erf $\sqrt{\lambda t} \simeq 1$ and $e^{-\lambda t} \simeq 0$. Equation (17) shows that then a steady state is reached relatively quickly, within several times of $\mathrm{T}_{1 / 2}$, with a value

$$
\begin{equation*}
\dot{M}(\infty ; \lambda)=4 \pi \in D_{f} C_{s} R\left[1+D a^{1 / 2}\right] \tag{19}
\end{equation*}
$$
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Fig. 3 Normalized mass transfer rate as a function of time and half-life; diffusion from a prolate spheroidal waste form.

This can be compared with the total mass transport at steady state ( $t>T^{*}$ ) in absence of decay. From (14),

$$
\begin{equation*}
\dot{\mathrm{M}}(\infty, 0)=4 \pi \varepsilon \mathrm{D}_{\mathrm{f}} \mathrm{C}_{\mathrm{s}} \mathrm{R}\left[1+\sqrt{\frac{\mathrm{KR}^{2}}{\pi \mathrm{D}_{\mathrm{f}} \mathrm{~T}^{*}}}\right] \tag{20}
\end{equation*}
$$

With the definition of the Danköhler modulus

$$
\begin{align*}
\frac{\dot{M}(\infty ; \lambda)}{M(\infty ; 0)} & =\frac{1+\left(\frac{\mathrm{KXR}^{2}}{D_{f}}\right)^{1 / 2}}{1+\left(\frac{\mathrm{KR}^{2}}{\pi D_{f}^{T^{*}}}\right)^{1 / 2}} \\
& =\frac{1+\left(\frac{\mathrm{KR}^{2} \ln 2}{\mathrm{Df}^{T} 1 / 2}\right)^{1 / 2}}{1+\left(\frac{\mathrm{KR}^{2}}{\pi D_{f} T^{*}}\right)^{1 / 2}} \tag{21}
\end{align*}
$$

From this it is seen that if $T_{1 / 2} \ll T^{*}$ then $M(\infty ; \lambda)$ will have a much larger steady state value than $\dot{M}(\infty ; 0)$ as shown in Fig. 3.

It should be noted that the effects of radioactive decay on the mass trans er have been made specifically for a waste torm described by (6) in terms of its replacement defined by (7). For other waste form geometries the qualitative trends shown in Fig. 3 should remain unchanged. To obtain quantitative results for other waste form geometries the numerical integration of (13) is readily car:-ied out.
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## 8. TRANSIENT MASS TRANSPORT OF A RADIONUCLIDE WITH TEMPERATURE-DEPENDENT

 SOLUBILITY, DIFFUSIVITY, AND RETARDATION COEFFICIENTP.L. Chamteré

This analysis focuses on the time dependent, diffusive riadss transport of a radioactive specie from a spherically shaped waste form, imbedded in a porous medium, in absence of water convection. It was shown in chapter 7 that one can approximate, subject to stated restrictions, the mass transport from a cylindrically shaped waste by that from an equivalent surface area sphere. The analysis given below incorporates a number of physical features of practical importance and leads to a convenient analytical formula from which their effects on the mass transport is readily judged. The analysis includes aside from the effects of decay, the influence of a time variable temperature environment. Thus it applies to the non-isothermal time span which arises shortly after the emplacement of the waste form.

The surface temperature of the waste package is time dependent, on account of the time variable heat release of the waste. Since we are primarily interested in the surface mass flux, it is the effect of the variable surface temperature on the mass transport which we wish to take into account. Since the solubility concentration and the diffusion coefficient of the diffusing specie are assumed known functions of temperature, they in turn depend on time. They are respectively $c_{s}(t)$ and $D_{f}(t)$. The analysis applies of course also to isothermal conditions where these parameters are constant in time.

The concentration $N(r, t)$ of the diffusing specie, in absence of precursors, is governed by for constant porosity

$$
\begin{equation*}
\frac{\partial K(t) N}{\partial t}=D_{f}(t) \frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial N}{\partial r}\right)-K(t) \lambda N, R_{0}<r<\infty, t>0 \tag{I}
\end{equation*}
$$

The initial conditions are

$$
\begin{equation*}
N(r, 0)=0 ; r>R_{0} \tag{2}
\end{equation*}
$$

and the boundary conditions,

$$
\begin{align*}
& N\left(R_{0}, t\right)=c_{s}[t], t \geqslant 0  \tag{3}\\
& N(\infty, t)=0, t \geqslant 0 \tag{4}
\end{align*}
$$

Let

$$
\begin{equation*}
c(r, t)=r K(t) N(r, t) e^{\lambda t} ; \frac{D_{f}(t)}{K(t)}=\frac{D_{0}}{K_{0}} g(t) \tag{5}
\end{equation*}
$$

then (1) - (4) transform to

$$
\begin{align*}
& \frac{\partial c}{\partial t}=\frac{D_{0}}{K_{0}} g(t) \frac{\partial^{2} c}{\partial r^{2}} ; r>R_{0}, t>0  \tag{6}\\
& c(r, 0)=0, r>R_{0}  \tag{7}\\
& c\left(R_{0}, t\right)=R_{0} K(t) c_{s}(t) e^{\lambda t}, t>0  \tag{8}\\
& c(\infty, t)=0, t>0 \tag{3}
\end{align*}
$$

The solubility concentration is given by

$$
\begin{equation*}
K(t) c_{s}(t)=c_{s} 0^{f(t), t \geqslant 0} \tag{10}
\end{equation*}
$$

The dimensionless functions $f(t), g(t)$ represent the known time dependence of $K(t) c_{s}(t)$ and $\frac{D(t)}{K(t)}$ respectively. In order to reduce (6) to a constant coefficient equation let

$$
\begin{align*}
& x(r)=\frac{-R_{0}}{R_{0}}, r \geqslant R_{0}  \tag{11}\\
& \tau(t)=\frac{D_{0}}{K_{0} R_{0}^{2}} \int_{0}^{t} g\left(t^{\prime}\right) d t^{\prime}, t \geqslant 0  \tag{12}\\
& C(x, \tau)=c(r, t) \tag{13}
\end{align*}
$$

then (6) - (9) transform into

$$
\begin{equation*}
\frac{\partial C}{\partial \tau}=\frac{\partial^{2} C}{\partial x^{2}}, 0<x<\infty, \tau>0 \tag{14}
\end{equation*}
$$

$$
\begin{align*}
& C(x, 0)=0  \tag{15}\\
& C(0, \tau)=\beta \bar{f}(\tau)  \tag{16}\\
& C(\infty, \tau)=0 \tag{17}
\end{align*}
$$

where

$$
\begin{equation*}
\beta=R_{0} c_{s 0}, \bar{f}(\tau)=f(t(\tau)) e^{\lambda t(\tau)} \tag{18}
\end{equation*}
$$

To solve this problem apply a Laplace transform, with respect to the variable $\tau$, to (14) and impose the side conditions (15) - (17) with the result

$$
\begin{equation*}
C(x, s)=\beta \bar{f}(s) e^{-x \sqrt{s}}, x \geq 0 \tag{19}
\end{equation*}
$$

The primary interest is in the surface concentration gradient which will be denoted by $\phi(\tau)$

$$
\begin{equation*}
\phi(\tau)=-\frac{\partial C(0, \tau)}{\partial x} \tag{20}
\end{equation*}
$$

Its Laplace transform is obtained, with help of (19),

$$
\begin{align*}
\phi(s) & =-\frac{\partial C(0, s)}{\partial x} \\
& =B s \bar{f}(s) \frac{1}{\sqrt{s}} \tag{21}
\end{align*}
$$

Since

$$
\begin{equation*}
L\left\{(\pi t)^{-1 / 2}\right\}=s^{-1 / 2} \text { and } L\left\{\bar{f}^{\prime}(\tau)\right\}+\bar{f}(0+)=s \bar{f}(s) \tag{22}
\end{equation*}
$$

(21) takes on the alternate form

$$
\begin{equation*}
\phi(s)=\beta\left[\frac{\bar{f}(0+)}{\sqrt{s}}+L\left\{\bar{f}^{\prime}(\tau)\right\} \cdot \frac{1}{\sqrt{s}}\right], \tag{23}
\end{equation*}
$$

provided $\bar{f}(\tau)$ is a continuously differentiable function for $\tau>0$. $\phi(s)$ can be inverted with help of the convolution theorem

$$
\begin{equation*}
\phi(\tau)=\frac{\beta}{\sqrt{\pi}}\left[\frac{\bar{f}(0+)}{\sqrt{\tau}}+\int_{0}^{\tau} \frac{\bar{f}^{\prime}(\tau-n)}{\sqrt{n}} d n\right], \tag{24}
\end{equation*}
$$

where the ' denotes differentiation with respect to the first variable.
One can now compute the surface mass flux per unit surface area from
the spherical waste form into the exterior field. It is given by

$$
\begin{equation*}
\dot{m}(t ; \lambda)=-D_{f}(t) \varepsilon \frac{\partial N\left(R_{0}, t\right)}{\partial r} \tag{25}
\end{equation*}
$$

where $\varepsilon$ is the porosity of the exterior medium, assumed independent of temperature. From (5), (11) and (13)

$$
\begin{align*}
& \frac{\partial N(r, t)}{\partial r}=\frac{e^{-\lambda t}}{K(t)} \frac{\partial}{\partial r}\left[\frac{c(r, t)}{r}\right] \\
& \quad=\frac{e^{-\lambda t}}{K(t)}\left[-\frac{c(r, t)}{r^{2}}+\frac{1}{r} \frac{\partial c(r, t)}{\partial r}\right] \\
& \quad=\frac{e^{-\lambda t}}{K(t)}\left[-\frac{C(x, r(t))}{\left[R_{0}(1+x)\right]^{2}}+\frac{1}{R_{0}(1+x)} \frac{1}{R_{0}} \frac{\partial C(x, t(t))}{\partial x}\right] \tag{26}
\end{align*}
$$

Hence

$$
\begin{gather*}
\frac{\partial N\left(R_{0}, t\right)}{\partial r}=\frac{e^{-\lambda t}}{K(t)}\left[-\frac{C(0, t(t))}{R_{0}^{2}}+\frac{1}{R_{0}^{2}} \frac{\partial C(0, t(t))}{\partial x}\right] \\
=-\frac{e^{-\lambda t}}{R_{0}^{2} K(t)}[\beta \bar{f}(\tau(t))+\phi(\tau(t))] \tag{27}
\end{gather*}
$$

on using (16) and (20). If one combines this with (24) there results the desired solution for the mass flux per unit sphere surface

$$
\begin{equation*}
\dot{m}(t ; \lambda)=\frac{D_{f}(t) c_{s 0} \varepsilon e^{-\lambda t}}{R_{0} K(t)}\left[\bar{f}(t(t))+\frac{1}{\sqrt{\pi}}\left\{\frac{; 0+)}{\sqrt{\tau(t)}}+\int_{0}^{\tau(t)} \bar{f}^{\prime}(\tau(t)-\eta) \frac{d \eta}{\sqrt{\pi}}\right\}\right] \tag{28}
\end{equation*}
$$

Equation (28) shows that if initially $\overline{\mathrm{f}}(0+) \neq 0$, the mass flux is infinite at $\tau=t=0$. To evaluate the right hand side of (28) one uses $\bar{f}(T)$ as defined by (18) with $\tau(t)$ defined by (12). An application of the determination of $\dot{n}(t)$ in a time varying temperature environment for a stable nuclide is given in Section 9.

We illustrate (28) for a radioactive nuclide diffusing into a uniform and time invariant temperature field.

For this case

$$
\begin{equation*}
g(t)=1, f(t)=K(t)=K_{0}, t \geqslant 0 \tag{29}
\end{equation*}
$$

From (12) and (18)

$$
\begin{align*}
\tau(t) & =\frac{D_{0}}{K_{0} R_{0}^{2}} t  \tag{30}\\
\bar{f}(\tau) & =e^{\lambda t(\tau)} K_{0} \\
& =\exp \left(\frac{\lambda K_{0} R_{0}^{2}}{{ }_{0}^{0}} \tau\right) K_{0} \tag{31}
\end{align*}
$$

With this there results from (28),

$$
\begin{align*}
\dot{m}(t ; \lambda) & =\frac{D_{0} c_{s 0} \varepsilon e^{-\lambda t}}{R_{0}}\left[\exp \left(\frac{\lambda K_{0} R_{0}^{2} \tau(t)}{D_{0}}\right)+\frac{1}{\sqrt{\pi}}\left\{\frac{1}{\sqrt{\tau(t)}}+\frac{\lambda K_{0} R_{0}^{2}}{D_{0}} .\right.\right.  \tag{32}\\
& \left.\cdot \int_{0}^{\tau(t) \frac{\lambda K_{0} R_{0}^{2}}{D_{0}}(\tau(t)-\eta)} \cdot \frac{d n}{\sqrt{n}}\right\}
\end{align*}
$$

which with (30) reduces to the convenient formula

$$
\begin{equation*}
\dot{m}(t ; \lambda)=\frac{D_{0} c_{s} 0^{\varepsilon}}{R_{0}}\left[1+\sqrt{\frac{K_{0} R_{0}^{2}}{\pi D_{0} t}} e^{-\lambda t}+\sqrt{\frac{\lambda K_{0} R_{0}^{2}}{D_{0}^{2}}} \text { erf }(\sqrt{\lambda t})\right] \tag{33}
\end{equation*}
$$

In absence of radioactive decay this reduces to

$$
\begin{equation*}
\dot{m}(t ; 0)=\frac{D_{0} c_{s 0^{E}}}{R_{0}}\left[1+\sqrt{\frac{K_{0} R_{0}^{2}}{\pi D_{0}^{t}}}\right] \tag{34}
\end{equation*}
$$

a well known result. A comparison with (33) shows that the mass transport is enhanced by the decay. As already discussed in chapter 7 this is due to the removal of the diffusing specie due to decay which increases the concentration gradient close to the waste surface. Quantitatively (33) and (34) give the
following expression for small and large times, vith $\lambda \neq 0$

$$
\frac{\dot{m}(t ; \lambda)}{\dot{m}(t ; 0)}=\left\{\begin{array}{l}
1, \text { for } t \ll 1  \tag{35}\\
1+\frac{\lambda K_{0} R_{0}^{2}}{D_{0}}, \text { for } t+\infty
\end{array}\right.
$$

In Figure 1, the total mass transport $\dot{m}(t ; \lambda)$ from a sphere is shown as a function of time with $\lambda$ as a parameter. Three nuclides of widely different half lives have been chosen to compare the effect of $\lambda$ on $\dot{m}(t ; \lambda)$. For convenience $\dot{m}$ has been normalized with the solubility concentration $c_{s 0}$. Starting at $t=0$ from an infinite value where according to (35) there is no effect with $\lambda, \frac{\dot{m}(t ; \lambda)}{c_{s 0}}$ decreases in time to a steady value which is reached approximately at $t^{*}$. It is seen that $t^{*}$ decreases with the nuclide half life. On the other hand, the steady state plateau increases in magnitude with the decrease in half life in accordance with (35). These resulis are similar to those discussed in chapter 7 which the reader might consult.
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Fig. 1 Normalized mass transfer rate as a function of time and half-life; diffusion from a spherical waste form.
9. the effect of heating on waste dissolution and migration

W.J. Williams, III, C.L. Kim, T.H. Pigford, P.L. Chambré

### 9.1. THEORETICAL DEVELOPMENT

The time dependent theory for the near-field mass transport from a spherical waste canister embedded in a purely diffusive field with time dependent temperatures; solubilities, and diffusion coefficients/ has already been developed in chapter 8 . An existing far-field one dimensioral nondispersive migration model is coupled to this near-field model. The colupled model can be used to calculate waste concentration profiles in the far field based upon the nonisothemal dissolution of material at the waste canister surface. This method is applied to a conceptual commercial high level waste repository in basalt.

In the present study several assumptions were made in developing the waste canister mass transport and migration models:

- The cylindrical waste canister can be modeled as a sphere of the same lateral surface area.
- The waste is embedded in a purely diffusive isotropic field.
- The near-field mass transfer of material from the waste surface is controlled by diffusion, and near-field convective effects on mass transfer are negligible.
- The surface temperature of the spherical waste package is spatially uniform. This temperature is the spatially averaged surface temperature of the actual cylinder and is a known function of time.
- The solubility and liquid diffusion coefficients of each chemical species of interest are known functions of temperature.
- The retardation coefficeint is constant and not a function of temperature for each chemical species of interest.
- The initial concentration of each chemical species of interest is zero outside the waste canister.
- The maximum surface temperature of the waste canister occurs at the time of emplacement in the repository.
- The steel waste canister fails instantaneously at the time of emplacement in the repository.
- The waste is infinitely massive, i.e., the concentration of material in the ground water next to the waste surface is never less than the solubility limit.
- The radius of the waste form is constant even though mass is being lost to the surrounding ground water.
- The waste package surface temperature is determined by considering the heat generation of all the canisters in the emplacement array. These canisters are identical and were deposited in the repository at the same time.
- The concentration plumes resulting from the dissolution of other waste packages in the repository are neglected.
- The ground water concentration of each chemical species dissolved from the waste falls rapidly toward zero in the region within a few canister diameters of the waste (see Figure 9.1).
- A transition zone (see Figure 9.1) exists near the waste where diffusive and flow effects are both significant.

The last two assumptions are needed to couple the waste surface mass flux to the far-field ground water concentration. In the transition zone dissolved waste tends to be swept away by the flowing ground water. Since the concentration in this region is generally much less than the solubility limit at the waste surface, the transition zone concentration is assumed equal to zero in the near-field mass transport model. This assumption, however, does not apply to the far-field

In Chapter 4, we analyzed one-dimensional radionuclide transport through the backfill in the presence of diffusion only, using a two-segment linear approximation of the Langmuir isotherm to simulate the effect of saturation of sorption sites in the backfill. The analytical solutions provide a method of predicting the position of the saturation front as it moves through the backfill.

Radionuclide Transport from a Prolate Spheroid-Equivalent Waste Form with Backfill

In (Cl) we obtained the steady state solution as well as the earlytime and large-time mass transfer from an infinitely-long and finite cylindrical waste forms. The analysis of cyilndrical waste forms has attraction because actual nuclear waste packages are expected to be cylinders. In the limit of zero flow, the time-dependent mass transfer form a prolatespheroid waste in contact with infinite rock was analyzed. In Chapters 5, 6, and 7 of this report, the analysis of prolate spherodd waste shape is extended in the following directions:

- Inclusion of a finite backfill/packing material layer;
- Inclusion of advective transport in the rock;
- Inclusion of an approximate solution between the
migration calculations, since the far-field concentrations are of the same order. Given the above assumptions, the solutions obtained in chapter 8 can be applied for near-field diffusive mass transport and the theory which governs the subsequent migration of radionuclides from a repository is develop: 3 in the next section 9.2.

Section 9.3 describes the method used to find the best polynomial fitting curves for solubility $C_{S}$ and diffusion coefficient $D$ as the functions of temperature. These two quantities are then tabulated as the functions of time according to the temperature history. Section 9.4 uses the cubic spline functions to fit the above two quantities as smooth functions of time. Section 9.5 then applies the cubic spline technique to obtain the mass transport from the waste surface developed inchapter 8. This mass transport is used as the boundary condition for far-field migration model developed in section 9.2 . Section 9.6 presents the results of these calculations and finally section 9.7 gives conclusions abuut this analysis.

### 9.2. Radionuclide Migration through Nondispersive Porous Media ${ }^{1}$

The one dimensional migration of a radionuclide through a water saturated nondispersive porous medium is described by the following. differential equation:

$$
\begin{equation*}
K \frac{\partial N}{\partial t}+v \frac{\partial N}{\partial z}+\lambda K N=0 \tag{2.1}
\end{equation*}
$$

where $N(z, t)$ is the ground water concentration of the radionuclide, $v$ is the ground water pore velocity, $K$ is the retardation coefficient, and $\lambda$ is the nuclide's radioactive decay constant.

For $N(z, t)$ the following side conditions apply:

$$
\begin{align*}
& N(z, 0)=0, \quad z>0  \tag{2,2}\\
& N(0, t)=N_{0} \omega(t) \quad t>0  \tag{2.3}\\
& N(\infty, t)=0, \quad t>0 \tag{2.4}
\end{align*}
$$

Taking the Laplace transform of equation (2.1) yields the ordinary differential equation

$$
\begin{equation*}
\frac{d \vec{N}}{d z}+\frac{K}{v}(\lambda+s) \bar{N}=0 \tag{2.5}
\end{equation*}
$$

where $\bar{N}(z, s)=\mathcal{A}\{N(z, t)\}$. Equation (2.5) may be solved to produce

$$
\begin{equation*}
\bar{N}(z, s)-A(s) \exp \left\{-\frac{K}{v}(\lambda+s) z\right\}-e^{-\lambda \frac{K}{v} z}\left\{A(s) e^{-\frac{K}{v} z s}\right\} \tag{2.6}
\end{equation*}
$$

Assuming that its Laplace transform exists, boundary condition (2.3) may be transformed to the a domain to obtain

$$
\begin{equation*}
\bar{N}(0, s)=N_{0} \Omega(s) \tag{2.7}
\end{equation*}
$$

where $\Omega(s)=\mathcal{L}\{\omega(r)\}$. The function $A(s)$ may be determined by applying this transformed boundary condition to equation (2.6):

$$
\begin{equation*}
A(s)=N_{0} \Omega(s) \tag{2.8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\bar{N}(z, s) \quad e^{-\lambda \frac{K}{v} z}\left\{N_{0} \Omega(s) e^{-\frac{K}{v} z s}\right\} \tag{2.9}
\end{equation*}
$$

The inverse Laplace transform of equation (2.9) may be determined by applying the Laplace transform translation theorem:

$$
\begin{equation*}
e^{-b s} F(s)=\mathcal{L}\{f(c-b) u(t-b)\}, b>0 \tag{2.10}
\end{equation*}
$$

where $F(s)=\mathcal{L}\{f(t)\}$ and

$$
u(t-b) \equiv \begin{cases}0 & (c<0)  \tag{こ,I1}\\ 1 & (t>b)\end{cases}
$$

Hence $N(z, t)$ is given by

$$
\begin{equation*}
N(z, \tau)=N_{0} e^{-\lambda \frac{K}{v} z} \omega\left(t-\frac{K}{v} z\right) u\left(t-\frac{K}{v} z\right) \tag{2.12}
\end{equation*}
$$

A dimensionless relative concentration may be defined as

$$
\begin{equation*}
N^{\star}(z, t)=\frac{N(z, t)}{N(0, \infty)} \tag{2.13}
\end{equation*}
$$

Substituting equation (2.12) yields

$$
\begin{equation*}
N^{\star}(z, t)=\frac{\omega\left(E-\frac{K}{v} z\right) u\left(c-\frac{K}{v} z\right)}{\omega(\infty)} e^{-\lambda \frac{K}{v} z} \tag{2.14}
\end{equation*}
$$

Boundary :ondicion (2.3) must be coupled to the surface mass flux at the waste canister. As shown in Figure 9.1 , a plane $z=0$ is assumed wiere the ground water stream IInes become parallel. Since the migration is nondispersive, all of the dissclved radionuclides are contained within a cylinder of radius $R_{t}$ whose axis coincides with the z-axis. The intersection of the plane $z=0$ and this cylinder is a disc of radius $R_{t}$. This disc is the migration source plane. Because all of the waste must pass through this disc, the coupling between the surface mass flux and the farwfid migration may be achieved by assuming the following

$$
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$$

proportionality:

$$
\begin{equation*}
\omega\left(t-\frac{K}{V} z\right) \quad \therefore \quad \dot{M}\left(t-\frac{K}{Y} z\right) \tag{2.15}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
N^{*}(z, t) \quad \frac{\dot{M}\left(\tau-\frac{K}{V} z\right) u\left(t-\frac{K}{V} z\right)}{\dot{N}(\infty)} e^{-\lambda \frac{K}{v} z} \tag{2,16}
\end{equation*}
$$

Note that since $\stackrel{*}{\mathrm{M}}\left(0^{+}\right)$is infinite, the maximum concentration passing a given point, $N_{m a x}^{*}(z)$, cannot be defined for nondispersive migration.

The mass transport and migration models just developed require functional representations of diffusion coefficients, solubilities, and aurface temperatures. Generally the values of these functions are known only at a few discrete points. In the next two sections, two curve fitting techniques, polynomial least squares analysis and the wethod of cubic splines, are developed.

### 3.3. Method of the Least Squares for Polynomial Fitting

The mass transport equations (5) and (10) in chapter 8 presume that the solubility ( $C_{s}$ ) and the diffusion coefficient ( $D$ ) of each chemical species of interest are known at the waste canister surface as functions of time. Generally, however, these functions are tabulated with respect to temperature as discrete experimental data points. Thus, one must construct approximations co $C_{s}(t)$ and $D(t)$ based upon the tabulated data and the surface temperature history, $I(t)$, of the waste canister.

The first step of the construction procedure is the fitting of the tabulated $C_{s}(T)$ and $D(T)$ to continuous functions. Since the ranges of $C_{s}, D$, and $T$ are only a few orders of magnitude, the method of polynomial least squares is an appropriate fitting technique.

Consider a set of data points ( $\left.x_{i}, y_{i}\right)$. The polynomial to be fitted to these points can be represented as

$$
\begin{equation*}
y(x)=\sum_{j=0}^{n} a_{j} x^{j} \tag{3.1}
\end{equation*}
$$

where the $a_{j}$ are to be determined. Define the error, $\varepsilon_{1}$, as follows:

$$
\begin{equation*}
c_{i} \equiv y\left(x_{i}\right)-y_{1}=\sum_{j=0}^{n} a_{j} x_{i}^{j}-y_{1} \tag{3.2}
\end{equation*}
$$

where $n$ is the order of the polynomial to be fitted.
In a least squares analysis the bert fit of the data to the function $y(x)$ is obtained when $\sigma^{2}$, the sum of the squared errors, is minimum:

$$
\begin{equation*}
\sigma^{2}=\sum_{i=1}^{m} \varepsilon_{i}^{2} \tag{3.3}
\end{equation*}
$$

where $n$ is the number of data points. Slnce $\sigma^{2}$ is generally greater than zero, curve smoothing is an integral characteristic of the least
squares cechnique. The set of coefficients $a_{f}$ for which $\sigma^{2}$ is minimum is given by the following system of equations (normal equations): ${ }^{3}$

$$
\begin{align*}
& a_{0} \sum_{i=1}^{m} x_{i}^{0} x_{i}^{0}+a_{1} \sum_{i=1}^{m} x_{i}^{0} x_{i}^{1}+a_{i} \sum_{i=1}^{m} x_{i}^{0} x_{i}^{2}+\ldots+a_{n} \sum_{i=1}^{m} x_{i}^{0} x_{i}^{n}=\sum_{i=1}^{m} x_{i}^{0} y_{i} \\
& a_{0} \sum_{i=1}^{m} x_{1}^{1} x_{i}^{0}+a_{1} \sum_{i=1}^{m} x_{i}^{1} x_{i}^{1}+a_{2} \sum_{i=1}^{m} x_{i}^{1} x_{i}^{2}+\ldots+a_{n} \sum_{i=1}^{m} x_{i}^{1} x_{i}^{n}=\sum_{i=1}^{m} x_{i}^{1} y_{i} \\
& a_{0} \sum_{i=1}^{m} x_{1}^{2} x_{i}^{0}+a_{1} \sum_{1=1}^{m} x_{1}^{2} x_{1}^{1}+a_{2} \sum_{i=1}^{m} x_{1}^{2} x_{i}^{2}+\ldots+a_{n} \sum_{i=1}^{m} x_{i}^{2} x_{i}^{n}=\sum_{i=1}^{m} x_{i}^{2} y_{i} \\
& a_{0} \sum_{i=1}^{m} x_{i}^{n} x_{i}^{0}+a_{1} \sum_{i=1}^{m} x_{i}^{n} x_{i}^{1}+a_{2} \sum_{i=1}^{m} x_{1}^{n} x_{i}^{2}+\ldots+a_{n} \sum_{i=1}^{m} x_{i}^{n} x_{i}^{n}=\sum_{i=1}^{m} x_{i}^{n} y_{i} \tag{3.4}
\end{align*}
$$

In matrix form the normal equations reduce to

$$
\begin{equation*}
\underline{q}^{\vec{a}}=\underline{x}^{\prime} \vec{y} \tag{3.5}
\end{equation*}
$$

where $X^{\prime}$ is the transpose of $X$ and

$$
\begin{align*}
& \vec{a} \equiv\left[\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right] \quad(3.6) \quad \vec{y} \equiv\left[\begin{array}{c}
y_{1} \\
y_{2} \\
y_{3} \\
\vdots \\
y_{m}
\end{array}\right]  \tag{3.7}\\
& \underline{X} \equiv\left[\begin{array}{cccccc}
1 & x_{1} & x_{1}^{2} & x_{1}^{3} & x_{1}^{4} & \cdots
\end{array} x_{1}^{n}\right] \tag{3.8}
\end{align*}
$$

The quadratic matrix, $Q$, can be represented in terms of $X$ :

$$
\begin{equation*}
\underline{q}=\underline{x}^{\prime} \underline{x} \tag{3.10}
\end{equation*}
$$

Thus, equation (3.5) can be expressed in terms of equations (3.6) through (3.10) as follows:

$$
\begin{equation*}
\left(\underline{x}^{\prime} \underline{x}\right) \vec{a}=\underline{x}^{\prime} \vec{y} \tag{3.11}
\end{equation*}
$$

Solving for $\vec{a}$ yields the desired result:

$$
\begin{equation*}
\vec{a}=\left(\underline{x}^{\prime} \underline{x}\right)^{-1} \underline{x}^{\prime} y \tag{3.12}
\end{equation*}
$$

provided that ( $\underline{X}^{\prime} \underline{X}$ ) is invertible. The best fitting polynomial of order $n$ is now given by substituting the elements of $\vec{a}$ into equation (3.1).

In general $n$ should be chosen such that there are more equations than unkncwn coefficients, i.e., $m \geq n$. If $n \geq 4, y(x)$ may oscillate wildly. Hence polynomial fitting is not always an appropriate curve fitting technique. In the case of the functions $C_{s}(T)$ and $D(T)$, the selected values of $n$ were all less than 4.

Consider a data point ( $t_{i}, T_{i}$ ) on the $T(t)$ curve. Since $T(t)$ is monotonically decreasing, values of $C_{s}\left(t_{i}\right)$ and $D\left(t_{i}\right)$ can be decermined by evaluating the polynomial expressions for $C_{s}(T)$ and $D(T)$ at several $T_{i}$. Thus, the transformation from the temperature ( $T$ ) domain to the
time ( $t$ ) domain has been accomplished.
Unfortunately, $C_{s}$ and $D$ are once again in tabular form, now as functions of time. At first glance it may be tempting to apply the least squares fitting techrique a second time. However, because the range of $t$ is at least seven orders of magnitude, the resulting fit is very poor and $0^{2}$ is very large.

A better approximation might be calculated by analyzing $C_{s}$ and $D$ as funtions of $\ln t$ instead of $t$. Substitution of logarithmic polynomials into equations (12) and (28) in chapter 8 for $g(t)$ and $f^{\prime}(t)$ results in intractable integrals. While numerical integration theoretically could be performed, such calculations require large amounts of computational effort to achieve a result which has reasonable accuracy.

Because of these shortcomings of least squares curve fiting over large orders of magnitude, another technique, the method of cubic spline functions, was used instead. The theory of cubic splines is developed in the next section.

### 9.4. Cubic Spline Functions

Consider an interval $[a, b]$ containing the nodes $x_{i}$ such that

$$
\begin{equation*}
a=x_{0}<x_{I}<x_{2} \cdots<x_{n} b b, 0 \leq 1 \leq n \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{i}=\psi\left(x_{1}\right) \tag{4.2}
\end{equation*}
$$

Suppose that $\Psi_{i}(x)$ is the set of cubic functions (spline functions) which best approximates the actual function $\psi(x)$ on each interval $\left[x_{i-1}\right.$, $x_{i}$ ], where

$$
\begin{equation*}
\Psi_{i}(x)=a_{3} x^{3}+a_{2} x^{2}+\alpha_{1} x+\alpha_{0}, 1 \leq 1 \leq n \tag{4.3}
\end{equation*}
$$

and $a_{0}, a_{1}, a_{2}$, and $\alpha_{3}$ are coefficients. Since the method of cubic splines is not a smoothing technique,

$$
\begin{align*}
& y_{0}=\psi\left(x_{0}\right)=\psi_{1}\left(x_{0}\right)  \tag{4.4}\\
& y_{1}=\psi\left(x_{1}\right)=\psi_{1}\left(x_{1}\right)=\psi_{1+1}\left(x_{1}\right) \quad 1 \leq 1 \leq n-1  \tag{4.5}\\
& y_{n}=\psi\left(x_{n}\right)=\psi_{n}\left(x_{n}\right) \tag{4.6}
\end{align*}
$$

The $\psi_{i}$ are constrained by continuity considerations at the nodes:

$$
\begin{align*}
& \Psi_{i}\left(x_{i}\right)=\Psi_{i+1}\left(x_{i}\right), \quad 1 \leq 1 \leq n-1  \tag{4.7}\\
& \Psi_{i}^{\prime}\left(x_{i}\right)=\Psi_{i+1}^{\prime}\left(x_{i}\right), \quad 1 \leq i \leq n-1  \tag{4.8}\\
& \Psi_{i}^{\prime \prime}\left(x_{i}\right)=\Psi_{i+1}^{\prime \prime}\left(x_{i}\right), \quad 1 \leq i \leq n-1 \tag{4.9}
\end{align*}
$$

Note that only the third derivative of $\Psi_{i}$ may je discontinuous at a nodal point. Two additional boundary conditions are required to perform the analysis. Since $\psi(x)$ is of no interest for $x<a$ or $x>b$, one sets

$$
\begin{align*}
& \Psi_{1}^{\prime \prime}(a)=0  \tag{4.10}\\
& \Psi_{n}^{\prime \prime}(b)=0 \tag{4.11}
\end{align*}
$$

Define the following parameters:

$$
\begin{align*}
& h_{i} \equiv x_{i}-x_{1-1}, 1 \leq 1 \leq n  \tag{4.12}\\
& d_{i} \equiv \frac{y_{i}-y_{1-1}}{x_{i}-x_{i-1}}=\frac{y_{i}-y_{i-1}}{h_{i}}, 1 \leq 1 \leq n \tag{4.13}
\end{align*}
$$

$$
\begin{equation*}
\tau \equiv \frac{x-x_{i-1}}{x_{i}-x_{i-1}}=\frac{x-x_{i-1}}{h_{i}}, 1 \leq 1 \leq n, \quad x_{i-1} \leq x \leq x_{i} . \tag{4.14}
\end{equation*}
$$

Given the data ( $x_{i}, y_{i}$ ), constraints (4.4) through (4.9), and definitions (4.12) through (4.14), the solution may be expressed as ${ }^{4}$

$$
\begin{array}{r}
\Psi_{i}[t(x)]=t y_{i}+(1-t) y_{i-1}+h_{i} t(1-t)\left[\left(k_{i-1}-d_{i}\right)(1-t)-\left(k_{i}-d_{i}\right) t\right], \\
1 \leq 1 \leq n \tag{4.15}
\end{array}
$$

where

$$
\begin{align*}
& 2 \mathrm{k}_{0}+\mathrm{k}_{1}=3 \mathrm{~d}_{1}  \tag{4.16}\\
& h_{i+1} k_{i-1}+2\left(h_{i}+h_{i+1}\right) k_{i}+h_{i} k_{i+1}=3\left(h_{i} d_{i+1}+h_{i+1} d_{i}\right), \\
& 1 \leq 1 \leq n-1  \tag{4.17}\\
& k_{n-1}+2 k_{n}=3 d_{n} \tag{4.18}
\end{align*}
$$

represent a non-recursive system of equations. Eqiations (4.16) through (4.18) however, can be represented in matrix form:

$$
\begin{equation*}
\underline{A}^{\vec{k}}=\vec{b} \tag{4.19}
\end{equation*}
$$

where

and $\vec{k}$ and $\vec{b}$ are given by

$$
\vec{k}=\left[\begin{array}{c}
k_{0}  \tag{4.22}\\
k_{1} \\
k_{2} \\
\cdot \\
\cdot \\
k_{n-2} \\
k_{n-1} \\
k_{n}
\end{array}\right] \text { (4.21) } \vec{b}=3\left[\begin{array}{c}
d_{1} \\
h_{1} d_{2}+h_{2} d_{1} \\
h_{2} d_{3}+h_{3} d_{2} \\
\vdots \\
\vdots \\
h_{n-2} d_{n-1}+h_{n-1} d_{n-2} \\
h_{n-1} d_{n}+h_{n} d_{n-1} \\
d_{n}
\end{array}\right]
$$

Equation (4.15) requires $\vec{k}$. Solving equation (4.19) for $\vec{k}$ yields

$$
\begin{equation*}
\vec{k} \cdot A^{-1} \vec{b} \tag{4.23}
\end{equation*}
$$

provided that $A^{-1}$ exists. Equation (4.15) can be expanded in terms of the definitions (4.12) chrough (4.14) to obtain for each 1 :

$$
\begin{align*}
& a_{3}=c_{1}  \tag{4.24}\\
& a_{2}=-\left(c_{1} c_{3}+c_{4}+c_{5}\right)  \tag{4.25}\\
& a_{1}=d_{1}+c_{1} c_{2}+c_{3}\left(c_{4}+c_{5}\right)  \tag{4.26}\\
& a_{0}=\frac{x_{1} y_{1-1}-x_{1-1} y_{1}}{h_{1}}-c_{2}\left(c_{4}+c_{5}\right) \tag{4.27}
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}=\frac{k_{1}+k_{i-1}-2 d_{1}}{h_{i}}  \tag{4.28}\\
& c_{2}=x_{i} x_{i-1}  \tag{4.29}\\
& c_{3}=x_{i}+x_{i-1}  \tag{4.30}\\
& c_{4}=\frac{k_{i-1}-d_{i}}{h_{i}}  \tag{4.31}\\
& c_{5}=c_{i} x_{i-1} \tag{4,32}
\end{align*}
$$

Boundary conditions (4.10) and (4.11) were chosen primarily in the interest of computational simplicity. The actual curve to be fitted,
however, may not have vanishing second derivatives at the end points a and $b$ of equation (4.1). It hes been found, fortuitously, that only the spline functions near the coordinates $a$ and $b$ are sensitive to the above boundary conditions. By extrapolating the actual function in the regions fust outside the end points, dumm data points may be compured. These dummy points "insulate" the actual data from the effects of the assumed boundary conditions.

One must also exercise caution in the selection of the points on the interval [a,b]. In low slope regions the time interval between adjacent points must be small in order for the spline approximation to accurately represent the actual function. It should also be noted that adjacent poincs may not have the same ordinate value.

The fitting of solubilities and diffusion coefficients is now complete. The next section describes the application of the cubic spline technique to the mass iransport equations developed in chapter 8 .

### 9.5. Cubic Spline Functions Applied to the Mass Transport Equations

The functions $f(t)$ and $g(t)$ of equations (5) and (10) in chapter 8 respectively, can be approximated up to the time $t=t_{n}$ by cubic splines:

$$
\begin{array}{ll}
f_{1}(t)=a_{1,3} t^{3}+a_{1,2} t^{2}+a_{1,1} t+a_{1,0}, & 1 \leq 1 \leq 0 \\
g_{i}(t)=b_{1,3} t^{3}+b_{1,2} t^{2}+b_{1,1} t+b_{1,0}, & 1 \leq i \leq n \tag{5.2}
\end{array}
$$

Define

$$
\begin{align*}
G_{i}(t) & \equiv \int_{0}^{t} g_{1}\left(t^{\prime}\right) d t^{\prime}, t_{1-1} \leq t \leq t_{1}, 1 \leq 1 \leq n  \tag{5.3}\\
& =\frac{b_{1,3}}{4} t^{4}+\frac{b_{1,2}}{3} t^{3}+\frac{b_{1,1}}{2} t^{2}+b_{1,0} t \tag{5.4}
\end{align*}
$$

The defining equation for $T(t)$ must be adapted in order to account for the piecemeal nature of $g_{1}(t)$. From the transport analysis in ehapter 8 one recalls that

$$
\tau(t) \equiv \frac{D_{0}}{K R_{0}^{2}} \int_{0}^{t} g\left(t^{\prime}\right) d t^{\prime}, \quad t \geq 0 \quad \text { (chapter } 8, \text { eq. } 12 \text { ) }
$$

For $t_{1-1} \leq t \leq t_{1}, 1 \leq 1 \leq n, t_{0}=0$, and $\tau_{0}=0$

$$
\begin{align*}
\tau(t) & =\frac{D_{0}}{K R_{0}^{2}} \sum_{j=1}^{i-1} \int_{t_{j-1}}^{t} g_{j}\left(t^{\prime}\right) d t^{\prime}+\frac{D_{0}}{K R_{0}^{2}} \int_{t_{i-1}}^{t} g_{i}\left(t^{\prime}\right) d t^{\prime} \\
& =\frac{D_{0}}{K R_{0}^{2}} \sum_{j=1}^{i-1}\left[G_{j}\left(t_{j}\right)-G_{j}\left(t_{j-1}\right)\right]+\frac{D_{0}}{K R_{0}^{2}}\left[G_{i}(t)-G_{i}\left(t_{i-1}\right)\right] \\
& =\tau_{i-1}+\frac{D_{0}}{K R_{0}^{2}}\left[G_{i}(t)-G_{i}\left(t_{i-1}\right)\right] \tag{5.5}
\end{align*}
$$

where

$$
\begin{equation*}
T_{1-1}=\frac{D_{0}}{K R_{0}^{2}} \sum_{j=1}^{1-1}\left[G_{j}\left(t_{j}\right)-G_{j}\left(t_{j-1}\right)\right]=\frac{D_{0}}{K R_{0}^{2}} \int^{t_{1-1}} g\left(t^{\prime}\right) d t^{\prime} \tag{5.6}
\end{equation*}
$$

Consider the convolution integral used in equation 28 of chapter 8:

$$
\begin{equation*}
I(t)=\int_{0}^{\tau(t)} \frac{f^{\prime}\left\{\tau(t)-\tau^{\prime}\right\}}{\sqrt{\tau}} d \tau^{\prime} \tag{5.7}
\end{equation*}
$$

The approximation of $f^{\prime}(t)$ by quadratic (derivative of cubic) spline functions is shown in Figure 9.2. Note that in equation (5.7) $\tau$ is fixed and $\tau^{\prime}$ is the variable of integration. Define

$$
\begin{equation*}
\tau^{\prime \prime} \equiv \tau(t)-\tau^{\prime} \tag{5.8}
\end{equation*}
$$

The transformation of $f^{\prime}$ from the time ( $t$ ) domain to the $\tau^{\prime \prime}$. domain is obtained by applying eq I2 of chap. 8.) Figure 9.3 shows the transformation when $D(t) / K R_{0}{ }^{2}$ is taken to be constant. In general, however, $D(t)$ is not constant and the proportionality between each $t_{i}$ and $\tau_{i}$ is lost. The upper bound of integration, $r(t)$, is selected to $I$ ie in the $i^{\text {th }}$ interval. A simple change of coordinates is made so that $f^{\prime}\left(\tau^{\prime \prime}\right)$ is plotted against $\tau^{\prime \prime}$. Now equation (5.7) can be rewritten as below:

$$
\begin{align*}
& I(t)=\int_{0}^{\tau(t)} \frac{f^{\prime}\left(\tau^{\prime \prime}\right)}{\sqrt{\tau(t)-\tau^{\prime \prime}}} d \tau^{\prime \prime}  \tag{5.9}\\
& =\sum_{j=1}^{1-1} \int_{\tau_{j-1}}^{\tau} \frac{f^{\prime}{ }_{j}\left(\tau^{\prime \prime}\right)}{\sqrt{\tau(t)-\tau^{\prime \prime}}} d \tau^{\prime \prime}+\int_{\tau_{i-1}}^{\tau(t)_{f}{ }_{i}\left(\tau^{\prime \prime}\right)} \frac{\sqrt{\tau(t)-\tau^{\prime \prime}}}{} d \tau^{\prime \prime}  \tag{5.10.a}\\
& \text { (where } \tau_{0} \equiv 0, \tau_{i-1}<\tau(t) \leq \tau_{i} \text {, and } 2 \leq i \leq n \text { ) } \\
& \text { or } \quad \int_{0}^{\tau(t)} \frac{f^{\prime}{ }_{1}\left(\tau^{\prime \prime}\right)}{\sqrt{\tau(t)-\tau^{\prime \prime}}} d \tau^{\prime \prime} \quad\left(0<\tau(t) \leq \tau_{1}, 1=1\right) \tag{5.10.b}
\end{align*}
$$

Notice that one must take care to perform the convolution integral using the appropriate spline function $f^{\prime}$, between the limits $\tau_{j}$ and $\tau_{j-1}$ in each interval $j, i \leq j \leq 1$. Thus, the convolution integral can be treated as the summation of the i separate integrations. And to remove the singularity which appears in the second term of the right hand side in equation (5.10.a) define


$$
\begin{equation*}
u^{2} \equiv \tau(t)-\tau^{\prime \prime} \tag{5.11}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\int_{\tau_{i-1}}^{\tau(t) f_{i}^{\prime}\left(\tau^{\prime \prime}\right)} \frac{\sqrt{\tau(t)-\tau^{\prime \prime}}}{\sqrt{\tau}} d \tau^{\prime \prime}=2 \int_{0}^{\sqrt{\tau(t)-\tau} i-1} \varepsilon_{i}^{\prime}\left\{\tau(t)-u^{2}\right\} d u \tag{5.12}
\end{equation*}
$$

Similarly, equation (5.10.b) can be reformed as

$$
\begin{equation*}
\int_{0}^{\tau(t)} \frac{f_{1}\left(\tau^{\prime \prime}\right)}{\sqrt{\tau(t)-\tau^{\prime \prime}}} d \tau^{\prime \prime}=2 \int_{0}^{\sqrt{\tau(t)}} f_{1}^{\prime}\left\{\tau(t)-u^{2}\right\} d u \tag{5.13}
\end{equation*}
$$

Now combine the equations (5.12) and (5.13) into the equation (5.10).

$$
\begin{gather*}
I(t)=\sum_{j=1}^{i-1} \int_{\tau_{j-1}}^{\tau} \frac{f_{j}^{\prime}\left(\tau^{\prime \prime}\right)}{\sqrt{\tau(t)-\tau^{\prime \prime}}} d \tau^{\prime \prime}+2 \int_{0}^{\sqrt{\tau(t)-\tau}{ }_{i-1}} f_{i}^{\prime}\left\{\tau(t)-u^{2}\right\} d u \\
\tau_{i-1}<\tau(t) \leq \tau_{i}, \quad 2 \leq i \leq n \tag{5.14a}
\end{gather*}
$$

or $2 \int_{0}^{\sqrt{\tau(t)}} f_{1}^{\prime}\left\{\tau(t)-u^{2}\right\} d u$

$$
\begin{equation*}
0<\tau(t) \leq \tau_{1}, i=1 \tag{5.14b}
\end{equation*}
$$

At this point apply the trapezoidal rule to the equations (5.14.a) and (5.14.b) and obtain the following results:

$$
\begin{align*}
& I(t)=\sum_{j=1}^{i-1} \frac{1}{2}\left[\frac{f_{j}^{\prime}\left(\tau_{j}\right)}{\sqrt{\tau(t)-\tau_{j}}}+\frac{f_{j}^{\prime}\left(\tau_{j-1}\right)}{\sqrt{\tau(t)-\tau}}\right]\left(\tau_{j-1}-\tau_{j-1}\right)+ \\
& \quad\left[f_{i}^{\prime}\{\tau(t)\}+f_{i}^{\prime}\left(\tau_{i-1}\right)\right] \sqrt{\tau(t)-\tau}{ }_{i-1} \tag{5.15.a}
\end{align*}
$$

where

$$
\begin{array}{r}
\tau_{i-1}<\tau(t) \leq \tau_{i}, 2 \leq i \leq n . \\
I(t)=\left\{f_{1}^{\prime}\{\tau(t)\}+f_{1}^{\prime}(0)\right] \sqrt{\tau(t)} \tag{5.15.b}
\end{array}
$$

where

$$
0<\tau(t) \leq \tau_{1}, 1=1
$$

The results of the waste dissolution and migration from a caniscer embedded in a conceptual basalt repository are presenied in this section. Two species, $\mathrm{SiO}_{2}$ (silica) and ${ }^{237} \mathrm{~Np}$, were considered in the analysis. The dissolution of silica is indicative of the performance of the borosilicate glass matrix in the repository environment. ${ }^{237} \mathrm{~Np}$ is representative of many long lived $\left(t_{l_{2}}=2.14 \cdot 10^{6} y\right.$ ) radionuclides. Their activity can be appreciable even after thousands of years.

The time dependent rock temperature at the emplacement hole surface was supplied by Altenhofen ${ }^{5}$ for commercial high level waste that has been cooled ten years prior to emplacement. In the present study it was assumed that the emplacement hole surface temperature was the same as the waste package st:face temperature, $T(t)$. Furchemore, the time axis was shifted such that the maximum surface temperature occurred at time $t=0$, an adjustment of six years. The assumed waste package surface temperature history is shown in Figure 9.4.

The tex erature dependence of silica solubility ${ }^{6}$ and liquid diffusion coefficient ${ }^{7}$ : shown in Figures 9.5 and 9.6 and also is tabulated in Appendix 9A. Using the construction cechnique described earlier in this study, Figures $9.4,9.5$ and 9.6 were combined to yield discrete time dependent values of the silica solubility and diffusion coefficient. The resulting 47 data points of each variable were then splined to produce the continuous functions plotted in Figures 9.7 and 9.8 . These results are also tabulated in Appendix 9B. The interval of each cubic spline function is delimited by a vertical string of dors in these figures.

The neptunium solubility and diffusion coefficients were not known


Figure 9.4 -- Waste package surface temperature history for a conceptual commercial high level waste repository in basalt.
(Adapted from reference 5 )


Figure 9.5 -- The effect of temperature on silica solubility
(Dats from reference 6)


Figure 9.6 -- The effect of temperature on the liquid diffusion coefficient of silica. (Data from reference 6)
(ヶร oas) • swof
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Figure 9.8 -- Silica liquid diffusion coefficient history at the waste canister surface. The vertical dotted lines delimit the intervals used in approximating this curve by splines. (See 54)
functions of temperatuse. It was assumed that silica and neptunfum have the same specific heats of solution. Consequently, the following relationship is valid (see Appendix 9D for derivation):

$$
\begin{equation*}
\frac{C_{N p}(T)}{C_{S_{10}}{ }^{(T)}}-\frac{C_{N_{p p}}\left(T_{0}\right)}{C_{S_{10}}\left(T_{0}\right)} \tag{6.1}
\end{equation*}
$$

where $T_{0}$ is a reference temperature at which the solubilities of both species are known. This ratio was determined to be $2.0 \cdot 10^{-7}$. ${ }^{8}$ The diffusion coefficient of both species was assumed to be the same. The retardation coefficient of silica was assumed to be $K=1$, the worst case value, and that of neptunium was taken as $K=100$, the generally accepted value for basalt.

Using the time varying solubility and diffusion coefficient functions, the total surface mass flux from the waste canister was computed using equation (28) in chapter 8. The resules are shown in Figures 9.9 and 9.10
and are also tabulated in Appendix 9C. A steady state waste dissolution rate is reached after i'jout 10,000 years for silica and 100,000 years for neptunium. Less than ewo percent of the total silica inventory was dissolved from the waste after 10,000 years of emplacement (see Appendix gE).

Applying the one dimensional nondispersive migration model of Section 9.2. the concentration profiles of the waste were computed. The ratio of the waste concentration at a particular time and displacement to that under ambient temperature conditions is denoted by $N^{\star}(z, t)$ [see equation 2.13)], where $N(O, \infty)$ is constant. Since $N^{*}(L, t)$ is hard to visualize, it is ploted with one coordinate fixed. Thus, the function $N^{*}$ ( $t$ ) is the concentration ratio at a fixed position and $N^{*}(z)$ is the concentration ratio at a fixed time. The $N^{*}(t)$ and $N^{*}(z)$ for silica and ${ }^{237} N p$ are plotted in Figures 9.11 through 9.14 for various values of 2 and $t$.


XBL B4I2-5895
Fig. 9.9 Total surface mass flux of Silica from a spherical waste form as a function of time.


XBL 8412-5896
Fig. 9.10 Total surface mass flux of
${ }^{237} \mathrm{~Np}$ from a spherical waste form as a function of time.


XBL 8412-5897
Fig.9.11 Far-field relative concentration of Silica from a spherical waste form as a function of time and distance.


XBL 8412-5898
Fig.9.12 Far-field relative concentration of and distance.


Fig. 9.13 Far-field relative concentration of Silica from a spherical waste form as a function of time and distance.


XBL 8412-5900
Fig. 9.14 Far-field relative concentration of ${ }^{237}$ :1p from a spherical waste form as a function of time and distance.

Since silica is stable, $\mathbb{N}^{*}(z, t)$ appraoches unity at large times. ${ }^{237} \mathrm{~Np}$, however, decays, though very slowly. The limit as $t$ tends to infinity for $N^{*}(z, t)$ of radioactive species tends to zero instead of unity. This effect can be seen for ${ }^{237} \mathrm{~Np}$ in Figure 9.12.

The retardation coefficient, $K$, appears in both the mass transport and migration equations. By comparing the shapes of Figures 9.9 and 9.10 , however, its effect in the near-field region is negligible on the shape of the surface mass flux curve. In the far-field region, the effect of $K$ is very dramatic. Comparing Figures 9.13 and 9.14 shows a K-fold increase in the time necessary for the waste dissolution front to reach a given point over the water travel time. One should also note that the initial impulse magnitude increases with $K$, but decays rapidly to the same order of magnitude as the $K=1$ case:

The results of the total surface mass flux calculations demonstrate that the dissolution rate of the borosilicate waste glass matrix in a basalt repository is indeed very small. The quantity of ${ }^{237} \mathrm{~Np}$ leached from the waste would hardly be detectable, less than one gram over 10 million years.

At first glance these results arpear to verify the adequacy of the conceptual basalt repository. One should note, however, that many of the assumptions made in this analysis are not strictly valid in the actual repository enviromment. The effect of fissures in the host rock; for example, was not studied. Other practical considerations such rs finite waste mass, convective ground water flow, sequential waste canister emplacement, varying canister corrosion properties, and the inceractions of adfacent canisters in a repository may play an important role In future theoretical developments.
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## APPENDIX 9A

## Computer Program LSQR

LSQR performs a polynomial least squares analysis on a set of data points (see Section 3 for theoretical development). Sample program outputs for $\mathrm{C}_{\mathrm{s}}(\mathrm{T})$ and $\mathrm{D}(\mathrm{T})$ follow the FORTRAN listing.

```
    FROSHAK LEDE
```







```
    1
    HOUPLE PRECISION ES
    COU\UALENCE (XOUNI?(!,!):XOINU(1,1))
```



```
C
    S TORMATI//SIH [HTEK MUMAEK OG PATA POINIS ANTI ORIIER OF FOI FHOMIMI:)
        A[Atr(5,3) M,N
        N-N+1
        CHCCA MERAT TOUNLIS
```



```
        URI\F{3.15)
```



```
    IGAN THE T AND X TKAHEIOGS: MATKICI:E
    00 ze|e I=1%H
        READ(5.B) XUFCT(I)
        x!\{1:=1.
        ITKANS(1.j)=1.
        (i) 1000 J=2.N
```



```
                        XTRANS(J,I)*X(I!.」)
    140!
        COMT INUL:
```



```
C
        ukTTF(5,45)
```



```
        u0 301% I=1,M
```



```
    109E cantinuf
c ydumbuntinangex
```



```
c xYEITKANS*Y
CMLL mILTIXTRANS:Y:XY,NOH:IFNHFHG,!
c xolnvixulimatob(-i)
```



```
c AlmOINUEXT
```



```
        WKITE!S.00!
```



```
        COIL. FRT(B,N,I,NO.1)
[
    #H11E{3.1%1)
```



```
        l
            [HSLON+B.
```



```
        |O 4g@t 1elef
            CNLCOPOLY{A,N,XUECT(IJ)
                        EFSLDNEEFSLDN+(CALC-Y(I))自%
                    IF (Y(I).EO. S.) EOTO 3**S
                    EnIFF-ICAIC-Y(I):/Y(I)
```



```
                                    FOLMAT'3C16,6+1*63.53
                            5070 4.01
```



```
    3%0
    4PF% CONTINUE
C
        HhITI:(S,1日5) EFSION
```



```
C CORFUTE ADDITIDHAL INTA FDINTS
    UKITEM(S*11B)
    110 FONHAT&ISSIM INITIAL. FIMAL. MND STEF-* FOLYNOHINL EVALUATION:I,
            MEAJIG.G% START, IINAL,SIEF
C
```



```
            CL.OSE!UNIT*1.WISI*USEN'IWCI.EJE')
            6010 10,0
c
    *HES [f ISTART .OT, FIHNL, ODTD 7BAO
        URITE{I.1Z#) STARY,FOLY(A,N,STAKT:
```



```
        ETARTMSTAKTHSTEF
        G0TO Fe|s
    *** UK1TE(5.134)
```



```
    7日粦 COMTINUL
```



```
g#E! CONTINUE
    CND
```





```
    ****!
    I PRINT TNE COMTEATS OF ARHAY A !
```




```
c
    1
    COMTY NUE (1, E:3.E)
        SETUKN
        [H|
```






```
E HLLTIPLY MSTRIERS: C"A&|,
```



```
[
    40 3 11"t.I
        H0 2 mN=1,0
            C(II,AA)=g.
                    NO I JJ=1.j
                                    ({1f,kh)=[(If,kn)+n(II,JJ)P(J.J.,NK)
                continue
    2
    2 CDNTINUE
    3 EONTINGE
        EEFUNW
    [MO
```






```
    : INUERT MATRIXA :
```






```
    : vILLIAHSP SELONL ELITION. ALLYN B RACON, [NC., HOSION, IOT日.
```



```
    SIOUHLL PRECISION A.T.Y.Z
[
    00 17 1-1,H
        LO 14 Jwt.H
            1F (J.0T. N) DORO 12
                                    A(I,J)VHNLE[B<I*.J)
                                    ODTD 18
                                IF <&.EO.N+I' dOTO ts
                                    *(I.J)=0.
                                    00T0 16
                #(I*)=1.
        CONTIMUE
    CDNTIMUL
    (10 12S N-1,N
        IF (A(Ki+A).NE, H., <0TD 7%
        00 70 t=K+1,W
                If (AII,N), ED, ,.) EOSD TA
                OO de J#R,M
                                    I=A(k,j)
                                    A(K,J)OA(I, J)
                                    A(1,J)=T
                                    CDMTINUE
                                    010 }7
*
7e CONTInUE
        OOTO 17%
    7% IF (A(K,K),EO. 1.) 0010 P%
        Y=A(E)N)
        DO te b Kon
                A(X,L)mA(R,L)/Y
    $0
        CDMTINHE
        CDNTINULEI,N
```



```
                    Z=@(I*A)
                                    00 1:5 J=K,M
                                A(I,J)mA(1,J)-2#A(M,J)
                            CONT I NUL:
    1I:
    170
    I25 COMTIMHE
C
    00 15* I01.N
        OO 145 J=N+M,N
                C(I,J-W)=5NGI (AI:..')
            Ount:nuz
    13 CONTIMUK
    got0 3F%
c
```




```
6
    2a| CONTINUL
        kt Tulin
    CN
```




```
    UNCTIUN FOLY{A,N,K)
```



```
    ; Egmbutgi PHE {H-ISTH OkNER SOLYNDHINL F(X) ;
```



```
    A\L; IS TH: CONSTAHY PEKM
    M(H) IS TMI: EOEfliCILNT OF PME (N-I)IH IERM
    GIMTNSIDN ATN\
    SUM=ACNDOX
    OO1 ImI.H-2
        SUN=(SUN+A(N-I):最
    1 CONTINUL
    rOLYFSUM*A(&)
    H.TUKN
    (NO
```

SRUN LSGK (Cs)

ENTER NUMBER OF [ATA FOINTS ANL DRELER OF FOLYNOMIAL: 62

ENTER X UECTDR, ONE UALUE: FEF LINE:
20
50
100
150
200
250

ENTEF Y UECTOK, DNE UALUE FER LINE:
SE-5
G. 9E-5
1.7E-4
2. 8 ㄷ-4
4.7E-4
S. $\mathrm{BE}-4$

A VELTDF:
0.30399E-04
$0.87371 E-06$
$0.53143 \mathrm{E}-08$

| K | CALCULATEL Y | ACTUAL Y | REL DIFF |
| :---: | :---: | :---: | ---: |
|  | - |  |  |
| $0.200000 E+02$ | $0.499992 E-04$ | $0.500000 E-04$ | -0.00001 |
| $0.500000 E+02$ | $0.873708 E-04$ | $0.880000 E-04$ | -0.00715 |
| $0.100000 E+03$ | $0.170913 E-03$ | $0.170000 E-03$ | 0.00537 |
| $0.150000 E+03$ | $0.291028 E-03$ | $0.280000 E-03$ | 0.00367 |
| $0.200000 E+03$ | $0.417713 E-03$ | $0.420000 E-03$ | -0.00544 |
| $0.250000 E+03$ | $0.580970 E-03$ | $0.580000 E-03$ | 0.00167 |

SUM OF THE SQUAREI ERFOKS = 0.84S712E-11

INITIAL, FINAL, ANII STEF -- F'OLYNOMIAL EUALUATION:
$0-10$

```
DRUN LSIXR
(D)
ENTER NUHEER OF DATA FOINTS ANE OREEER OF FOLYNDKIAL:
6 3
ENTER X VECTOR: DNE VALUE FER LINE:
20
50
100
150
200
250
ENTER Y VECTOK, DNE UALUE FER LINE:
1E-5
2E-5
4.5E-5
7.9E-5
1.2E-4
1.6E-4
A UECTDF:
    0.71642E-05
    0.88650E-07
    0.34343E-0日
-0.53542E-11
\begin{tabular}{cccr} 
X & CALCULATEDY & ACTUAL Y & REL DIFF \\
- & - & & \\
\(0.200000 E+02\) & \(0.102680 E-01\) & \(0.100000 E-04\) & 0.02680 \\
\(0.500000 E+02\) & \(0.195118 E-04\) & \(0.200000 E-04\) & -0.02441 \\
\(0.100000 E+03\) & \(0.150076 E-04\) & \(0.450000 E-04\) & 0.00017 \\
\(0.150000 E+03\) & \(0.796264 E-04\) & \(0.790000 E-04\) & 0.00795 \\
\(0.200000 E+03\) & \(0.119351 E-03\) & \(0.120000 E-03\) & -0.00541 \\
\(0.250000 E+03\) & \(0.160153 E-03\) & \(0.160000 E-03\) & 0.00095
\end{tabular}
SUM OF THE SRUAREII EFRORS \(=0.114943 \mathrm{E}-11\)
INITIAL., FINAL, AND STEF -- FOLYNUMIAL EUALUATION:
\(0-10\)
```


## APPENDIX 9B

## Computer Program SPLINE

SPLINE performs a cuble spline fitting on a set of data points (see Section
4 for theoretical development). Sample program outputs for $C_{s}(t)$ and $D(t)$ follow the FORTRAN listing.

```
        PNDgRan sPline
```



```
C : COHFUTE THE CUHIC SFIINE FUNGTIONS UHIEN EEST FIT THL GOTA:
```



```
        FAKAHLTER NBCAT,NZO%4
```



```
        H(NE),N(N%). X(N:),Y(MN)
        DCUPLE PRECEETOH A
        AFAL A
    EOUIVALEACE |ADHINUY
```




```
C
    Uk1TE(5.16) H0
```



```
        k[Aわ゙5**) M
        IF (N .OT. NDJ GOIO 99%4
t
    UN!TE(5, zob)
```



```
    00 1P00 1F1;N
        BEAD(S.E) X(1).Y(I)
    1*日E COMTIMUE
c
    H(1)=6.
    D(I)"#.
C
    DU 124S I=1.N
        ZERD THE 'A" MATRIX
        DO 110% JEI,ZEN
                A!!J゙=1,
110e COMTIMUE
E
    LDAD TME IDI:NTIIY MATRIX IN THE RIGGT NALF OF 'A
        A(I.N4.5)=1.
C
```



```
                M{I)=X(I)-K(I-t)
                |(I)=(Y(J)-Y(I-\))/W(!)
c
```



```
    A(1,1)=2.
    A(1,:")=1.
    (!)=3.e(4{!
    LG :4, 10 10:(N-3
```






```
    14et COnTImuL
        (N,N-1)=1.
        A(NHN)=2.
```



```
        INUERY THE LEFT HAI.F DF THE 'A' HAPRIX
```



```
c
        UHITI(S.8D)
    60 FORMATC/CHOH ENTER HUABER OF POINTS TO COMPUTE RETWEEN NOLIS:, 
        REM(AS,E) NSPLIN
        COMPUTE TME R(I)'S -
```



```
C
    4H1TE(5+?音)
```



```
        1 l##F"[x(1-1)],3X,7HF[x(I)],Ex, BHF'[x(I)],4x,
        2 EMF'[XIT)], 6X,4HA(J).7X,4HA(z),7X,4HA(I),7X, AHO(B))
```




H0 IAOU I=\,N
C

```


```

    ER-x(I)Ex(I-1)
    c3-x(i)+x(1-1)
    E4a(k(I-1)-0\I)\/H{1)
    C゙-G{䊁(5-1)
    5 CALEULATE THE COEFFIEIENTS OF THE GUHIC SPLIHE

```

```

    al PHA(t)mCl
    HLPHN(2)a-{[4+CIE(C3+X(In!]!)
    ALFHA(3)=O(I)+C3*(C4+C:51&C13C2
    ```



        TO ORAPHICSFILE

        PO TORMAT(EE16.5)
        TO EGEFFICIEMTS FILE

        FDFHAT(\$E16.8)
        DELTAXE (X(I)-X(I-1) )/FLDOM (NSILIN+I)



    CDAT IMUL
        ykirtitices) \(\mathrm{x}(\mathrm{M}), \mathrm{F}(4)\)
```

    tuntINUE
    ```


    t ND
    a



    ; multafir mathicts; canam:


C
    no 3 II-1.I

            ( \((11+k K)=1\)..
                        DO JJ=1.J

                    COWTIHUE
        CONTIMUE
    comtinue
    CETUEN
    END


    SURRDUTINE TNVIA,AINUFN,H,HEHE)

    : INUERT MATRIX \(\rightarrow\) :

    : SUFKGUTINE INU UNS MGAPTEF FRON G GAEIC PRODKAM IN AFFEGNIIX 」
        IINUERSE OF A NATEIK USING OAUSS-JORGAN ELIHINMTIONS OF III.

        HILLIAMS. SECOHII CDITIUN. ALLYH \& BACON, INC., ROSTON, 177 A.
    , +.,.......................................................................................
    DIMENSION A(NI,MO),AIHU(NSHE)
    HOUNLE PRECZSION A,TIY,Z
c
    0125 maln
    IF (A) (A, M) , NE, A.) 009076
        00 >0 \(1=K+i r M\)
            IF (Ailok), r.a. a.) GOTO 70
                (10) S* JOR.M
                    tenche.1)


```

                    conTymuE GOTO 7%
                00TO 17%
            IF (A(k+k), I:O. 1.) cord &F
                Y=H(K.K)
                m) L=hon
                        #(x,I)nn(A,LH/P
        COMTIHUE
        M12F!%%%%
            \F (I ,ED, M .OR. A(I,K) ,ED. *.) GOTO 12%
                    z=n(I;h)
                    DO 115 J=K.K
    ```

```

                        CUNYINII:
    11%
    120
    23 cOलTINUK
    C
00 14*IFIFt
LO 145 JON+1.K
AINU(I;J-N)ESNGL{A(I,J)
1*5
CDNTI wuF
gse CONT1NLE
ONTD 2**
C
17. WhITK(J.8『申)

```

```

C
Z*@ CONTIHUE
CETUNN
|NH

```


```

    FUNCTION POLY(A,N,X)
    COMFUTE THE (N-1)IM OKTIER POLYNOMIGL FCK):
    ```

```

    A&1) IS THE COL&TICIENT DF THE (N-I)TH OKHER TERK
    A(N) \S THE CONSTANT TEKM
    HIMTNSIDN WON\
    Sun*N(1)&x
    IT (N,LE: 2) GuTU=
        \u1 5-2.w-1
            IUN=(GUNOOt!)18x
    CONTIMUE
    2 POLP=SUM&A(H)
    EETUKH
    CNH
    ```

ENTER NUMEEF OF [IATA FOINTS (MAXIHUM = 47): 47

ENTER \(X\) ANG Y UECTOKS, ONE [IATA FOINT FER LINE -0.400E+01 0.5460E-03
\(-0.220 E+010.5390 E-03\)
5.000E+00 0.5290E-03
\(0.500 E+010.5090 E-03\)
\(0.150 E+020.4010 E-03\)
\(0.250 E+020.4120 E-03\)
\(0.350 E+020.3740 E-03\)
\(0.450 E+020.3380 \mathrm{E}-03\)
\(0.550 E+020.3110 E-03\)
\(0.650 \mathrm{E}+020.2940 \mathrm{E}-63\)
\(0.750 \mathrm{E}+020.2770 \mathrm{E}-03\)
\(0.850 \varepsilon+020.2660 E-03\)
0.950E+02 0.2570E-03
\(0.145 E+03\) 0.2240E-03
\(0.195 E+030.2040 E-03\)
\(0.295 E+030.1950 E-03\)
\(0.395 E+030.1710 E-03\)
\(0.495 E+030.1610 E-03\)
\(0.600 E+03\) 0.1560E-03
\(0.700 E+03\) 0.1520E-03
\(0.800 E+030.1480 E-03\)
\(0.900 E+030.1450 E-03\)
\(0.100 E+040.1430 E-03\)
\(0.150 E+040.1340 \mathrm{E}-03\)
\(0.200 E+040.1290 E-03\)
\(0.300 E+040.1230 E-03\)
\(0.500 \mathrm{E}+040.1170 \mathrm{E}-03\)
\(0.750 E+040.1160 E-03\)
\(0.100 \mathrm{E}+050.1144 \mathrm{E}-03\)
\(0.150 \varepsilon+050.1122 \mathrm{E}-03\)
\(0.200 \mathrm{E}+050.1112 \mathrm{E}-03\)
\(0.300 E+050.1106 E-03\)
\(0.500 \mathrm{E}+05\) 0.1096E-03
\(0.750 E+050.1086 E-03\)
\(0.100 \mathrm{E}+06\) 0.1081E-03
\(0.150 \mathrm{E}+060.1073 \mathrm{E}-03\)
\(0.200 \mathrm{E}+060.1067 \mathrm{E}-03\)
\(0.300 E+060.1059 E-03\)
\(0.500 E+060.1050 E-03\)
\(0.750 E+060.1041 E-03\)
\(0.100 \mathrm{E}+07\) 0.1035E-03
\(0.150 \mathrm{E}+070.1026 \mathrm{E}-03\)
\(0.200 E+070.1020 E-03\)
\(0.300 E+070.1012 E-03\)
\(0.500 E+07\) 0.1004E-03
\(0.750 E+070.9955 E-04\)
\(0.100 E+08 \quad 0.9895 E-04\)

Table of Cubic Spline Functions for \(\mathrm{C}_{5}(\mathrm{t})\)
fix：1－1，
\begin{tabular}{|c|c|c|}
\hline & & \\
\hline ¢¢0］ & －0．6307E－05 & \\
\hline 9．JことOE－0J & －0．37206－05 & \\
\hline －090E－03 & －0．4308E & \\
\hline 46105－03 & －0．511 & \\
\hline \(0.41208-03\) & －0．413 & \\
\hline \(0.3740 E-03\) & －0．3641E－0． & \\
\hline 0．3380E－E3 & －0．3301E－0．； & 0.111 \\
\hline 0．3110t－03 & －0．20S7E－0\％ & \(0.1372 \mathrm{E}-06\) \\
\hline 0．2040E－03 & －0．107 & －0．6051 1 －07 \\
\hline 0．2770E－03 &  & 0．104日E－06 \\
\hline 0．2sa0E－63 & －0．9210 & 0．12045－00 \\
\hline ．2570E－53 & －0．864 & 0．1006E－07 \\
\hline 2240E－03 & －0． O & \\
\hline 2040E－03 & 0.30415 & ． \\
\hline 0．1850E－03 & －0．1396E－06 & －0．264 \\
\hline \(0.17108-03\) & －0．1577t－D8 & \(0.50178-0 \%\) \\
\hline \(0.1610 \mathrm{E}-03\) & －0．6972E－07 & 0. \\
\hline 0．1560E－03 & －0．3795 & －0． \\
\hline 15 & 0.4 & －0． \\
\hline \(0.14805-03\) & －0．3616 & 0．1240E－09 \\
\hline \(0.1450 E-03\) & －0．2307E－07 & 0．12185－09 \\
\hline 0．1430E－03 & －0．1034L－07 & －0．110 \\
\hline \(0.1340 \mathrm{E}-03\) & －0．14565－07 & 0. \\
\hline 0．1290E－03 & －0．7421E－00 & \(0.23975-11\) \\
\hline \(0.1230 \mathrm{E}-03\) & －0．4354 & 0．3742E－11 \\
\hline 0．1190E－03 & －0．1034E－08 & －0．4222E－12 \\
\hline \(0.11 \mathrm{COE-03}\) & －0．1004E－00 & 0．4462E－12 \\
\hline 0．3144E－03 & －0．46958－09 & －0．18 \\
\hline \(0.1122 \mathrm{E}-03\) & －0．33ABE－69 & \(0.724 \mathrm{BE}-13\) \\
\hline D．1112E－03 & －0．1119E－09 & 0.166 \\
\hline 0．1106E－03 & －0．3918E－10 & －0．2048E \\
\hline 0．1096E－23 & －0．5120E－10 & 0．6．3Pf－15 \\
\hline \(0.1006 \mathrm{E}-03\) & －0．281sE－10 & 0.1 \\
\hline \(0.10986-03\) & －0．16225－10 & －0． \\
\hline 0．1073E－03 & －0．1441E－10 & 0.1 \\
\hline 0.1047 －03 & －0．1018E－10 & 6. \\
\hline \(0.1059 E-0 J\) & －0．62415－11 & \\
\hline 0．1050E－0． & －0．3757E－1： & －6．21485 \\
\hline 0．104E－03 & －0．30こ日E－11 & 0，75日1E－17 \\
\hline 0．1035E－03 & －0．20325－11 & 0．62415－18 \\
\hline 0．1020E－03 & －0．1442E－11 & 0．1\％37E－17 \\
\hline \(0.10308-03\) & －0．10015－11 & \(0.4278 E-18\) \\
\hline 0．1012E－03 & －0．81275－12 & 3400 \\
\hline \(0.1004 \bar{c}-03\) & －0． & 0.5 \\
\hline 0．9Y5ST－04 & & \\
\hline
\end{tabular}
\(f[x(1)]\)
\begin{tabular}{|c|c|}
\hline \(1]\) &  \\
\hline & \\
\hline & \\
\hline 3720－os & \\
\hline －0．430日E－05 & \\
\hline －0．3114f－05 & －0．2713E－07 \\
\hline －0．43365－05 & 0．1827E－04 \\
\hline －0．36485－05 & －0．4356E－07 \\
\hline －0．3301E－05 & 0．1116E－04 \\
\hline －0．2057E－05 & \\
\hline －0．1473E－05 & －0．0031E－07 \\
\hline －0．1451E－05 & \(0.1048 \mathrm{E}-04\) \\
\hline －0．92116－06 & O．12日4E－0日 \\
\hline －0．6843E－06 & \(0.1006 \mathrm{E}-07\) \\
\hline －0．5029E－06 & \(0.43965-08\) \\
\hline －0．3041E－08 & 0．3555E－OB \\
\hline －0．1394E－04 & －0．2643E－09 \\
\hline －0．1277E－06 & 0.5 \\
\hline －0．8972E－07 & 0.6 \\
\hline －0．3795E－07 & －0．5257E－10 \\
\hline －0．4147E－07 & －0．178sE－10 \\
\hline －0．36165－07 & D．1240E－0P \\
\hline －0，23日7［－07 & 0．121日E－09 \\
\hline －0．1834E－07 & －0． \(1105 \mathrm{E}-10\) \\
\hline －0．1458E－07 & \(0.2616 E-10\) \\
\hline －0．7421E－08 & 0.239 2E－11 \\
\hline －0．4354E－09 & 0．3742E－11 \\
\hline －0．1034E－08 & －0．4222E－12 \\
\hline －0．1004E－00 & 0．4462E－12 \\
\hline －0．4495E－09 & －0．1052E－13 \\
\hline －0．3344E－0\％ & 0．7248E－13 \\
\hline －0．1117E－09 & 0．1460E－13 \\
\hline －0．3914E－10 & －0．2040E－14 \\
\hline －0．5120E－10 & 0．8439E－15 \\
\hline －0．2015E－10 & 0．1001E－14 \\
\hline －0．1622E－10 & －0．46．3日E－14 \\
\hline －0．1441E－10 & \(0.1188 \mathrm{E}-15\) \\
\hline －0．1018E－10 & 0．5114C－14 \\
\hline －0．4241E－11 & 0.2719 E－16 \\
\hline －0．3737E－11 & －0．2149E－17 \\
\hline －0．305日E－11 & \(0.75815-17\) \\
\hline －0．2032E－11 & 0．4241E－10 \\
\hline －0．1492E－11 & \(0.1537 E-17\) \\
\hline －0．1001E－11 & 0．427日E－18 \\
\hline －0．61275－12 & 0．34B0E－16 \\
\hline －0．3227E－12 & －0．58045－19 \\
\hline －0．3021E－12 & 0．74E1E－1\％ \\
\hline & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline 5 & 04 & & 0. \\
\hline \(0.1036-06\) & －0．504E－07 & －0．3725－05 & 0. \\
\hline －0．111E－08 & －0．504F－07 & －0．3726－05 & 0．5291－03 \\
\hline \(0.178 \mathrm{E}-\mathrm{OB}\) & －0．538E－01 & －0．3506－05 & 0．52pt－03 \\
\hline OE & －0．171E－08 & & \\
\hline 0.37 & 174E－94 & －0．140E－0． & \\
\hline & & & \\
\hline \(0.42 \mathrm{TE-09}\) & －0．192¢－08 & － & 0. \\
\hline －0．3305－08 & 0．612E－08 & －0．375E－04 & \(0.11 \mathrm{BE}-02\) \\
\hline 0．776L－08 & －0．56日t－06 & 0．372E－04 & －0．402E－03 \\
\hline －0．173E－09 & 41E－06 & －0．314E－04 & \\
\hline 0．14AE－09 & －0．347E－07 & & \\
\hline －0．18PE－10 & 07 & －0 & \\
\hline & 0．342E－08 & & \\
\hline －0．337E & 0．550E－08 & －0．172E－DS & \\
\hline 恹－11 & －0．176E－O日 & 0. & 3 \\
\hline 0．240E－12 & －0．573E－10 & －0．204E－06 & \(0.245 E-03\) \\
\hline －0．113E－11 & 0．200E－D日 & －0．122E－05 & \(0.413 \mathrm{E}-63\) \\
\hline \(0.578 E-13\) & －0．130E－09 & 0．5615－07 & 03 \\
\hline 2 & －0．506E－09 & 0．319E－06 & 4 \\
\hline －0．37日E－14 & 0 & －0 & ． \(21 \mathrm{PE}-03\) \\
\hline －0．721E－12 & 0．659E－09 & －0． & 3 \\
\hline \(0.1245-13\) & －0．4ごE－10 & 0．299E－07 & 3 \\
\hline －0．792E－14 & 0．497E－10 & －0．107E－06 & ． \(215 \mathrm{E}-03\) \\
\hline 0．225E－15 & －0．154E－12 & －0．951E－00 & D3 \\
\hline －0．347E－15 & 0．497E－11 & －0 & 3 \\
\hline 16 & －0．10日E－11 & D． & \(0.112 \mathrm{E}-\mathrm{DS}\) \\
\hline －0．310E－16 & 0．920E－12 & －0 & \\
\hline 0． \(103 \mathrm{E}-17\) & －0，100E－12 & & \\
\hline －0．186E－17 & 120E－12 & & \\
\hline －0．311E－18 & 0．2705－13 & －0．817E－0¢ & \(0.119 \mathrm{E}-03\) \\
\hline 0.241 E－19 & －0．31PE－14 & 0．874E－10 & \(0.110 \mathrm{c}-03\) \\
\hline 0．104E－20 & 0．26JE－15 & －0．85df－10 & 0．113E－03 \\
\hline －0．670E－20 & 9，207E－14 & －0．221E－09 & 0．1165－03 \\
\hline E1E－21 & －0．18日E－15 & & \\
\hline －0．226E－21 & 0．151E－15 & －0． & \\
\hline －0．37PE－22 & ． 495 E－16 & －0． & \\
\hline －0．245E－22 & \(0.356 ¢-16\) & －0． & 5 \\
\hline \(0.649 \mathrm{E}-23\) & －0．10EE－16 & 0．220E－11 & DJ \\
\hline －0．464E－23 & \(0.142 \mathrm{E}-14\) & －0．144E－10 & 0．110E－O3 \\
\hline 0．304E－24 & －0．601E－18 & －0．174E－11 & 0．108E－03 \\
\hline －0．370E－24 & 0．243E－17 & －0．629E－11 & 0．1005－03 \\
\hline & \(0.394 \mathrm{C}-10\) & －0．203E－11 & 0．1055－03 \\
\hline & \(0.478 \mathrm{C}-18\) & & \\
\hline 8 & －0．142E－18 & & O，100E－03 \\
\hline 0．497E－26 & 0．149E－1日 & & 0．1045－03 \\
\hline
\end{tabular}

ENTER NUMREF DF [IATA FOINTS (MAXIMUM = 47): 47

ENTER X AND Y UECTORS, ONE MATA FOINT FEKK LINE -0.100E+01 0.1520E-03
-0.220E+01 0.1510E-03
\(0.000 \mathrm{E}+000.1480 \mathrm{E}-03\)
\(0.500 E+010.1430 E-03\)
\(0.150 E+020.1310 E-03\)
\(0.250 E+020.11\) 00E-03
\(0.350 \mathrm{E}+020.1070 \mathrm{E}-03\)
\(0.450 E+020.9670 E-04\)
\(0.550 E+020.8990 E-04\)
\(0.650 E+020.8270 E-04\)
\(0.750 \mathrm{E}+020.7810 \mathrm{E}-04\)
\(0.850 E+020.7510 E-04\)
\(0.950 \mathrm{E}+020.7220 \mathrm{E}-04\)
0.145E+03 0.61B0E-04
0.195E+03 0.5560E-04
\(0.295 E+030.4940 E-04\)
0.395E+03 0.4500E-04
0.495E+03 0.4200E-04
\(0.600 E+030.4020 E-04\)
\(0.700 E+030.3910 E-04\)
\(0.800 E+030.3790 E-04\)
\(0.900 \mathrm{E}+03 \mathrm{O}\) 0.3710E-04
\(0.100 E+04\) 0.3620E-04
\(0.150 \mathrm{E}+040.3360 \mathrm{E}-04\)
\(0.200 E+04\) 0.3190E-04
\(0.300 E+04 \quad 0.3040 E-04\)
\(0.500 E+040.2890 E-04\)
\(0.750 E+040.2790 E-04\)
\(0.100 \mathrm{E}+050.2739 \mathrm{E}-04\)
\(0: 150 \mathrm{E}+050.2672 \mathrm{E}-04\)
\(0.200 E+050.2644 E-04\)
\(0.300 E+05 \quad 0.2633 E-04\)
\(0.500 E+050.2597 E-04\)
\(0.750 E+05\) 0.2564E-04
\(0.100 E+060.2550 E-04\)
\(0.150 E+060.2527 E-04\)
\(0.200 \mathrm{E}+06\) 0.2509E-04
\(0.300 E+06 \quad 0.2486 E-04\)
\(0.500 E+060.2459 \mathrm{E}-04\)
\(0.750 E+060.2432 E-04\)
\(0.100 \mathrm{E}+070.2414 \mathrm{E}-01\)
\(0.150 E+070.2387 E-04\)
\(0.200 E+070.2369 E-04\)
\(0.300 E+070.2347 E-04\)
\(0.500 E+070.2325 E-04\)
\(0.750 E+070.2299 \mathrm{E}-04\)
\(0.100 \mathrm{E}+08\) 0.2282F-04

ENTER NUHBER OF FOINTS TO COMFUTE BETWFEN NODES: 25

Table of Cubic Spline Functions for \(D(t)\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & 1 & 11－1） & Cratill & （2）（1－1） & ［9（t－t） & r（xCl） & F＇156［J］ & fracil） & 4，31 & arざ & A（1） & 01 \\
\hline & － & & & & & & & & & & & \\
\hline & 1 & －0．400L401 & 0.10 － 0 －03 & 0．8301E－06 & －0．1852E－0s & 0．1510E－03 & －0．1 200005 & －0．24AOE－06 & 0．149E－06 & 0．053E－06 & 0．343E－04 & 0．1491－0．3 \\
\hline & \(\pm\) & －0．2201401 & 0.1510403 & －0．12AOE－0． & －0．こ488E－0． & 0．1480E－03 & －0．124 & 0．21E3t－08 & \(0.3515-07\) & D． 100 F －06 & －0．13DE－03 & 0．148r－0．3 \\
\hline & 3 & 0.0005400 & \(0.1480 \mathrm{E}-03\) & －0．1297E－05 & 0．21う3E－06 & \(0.14305-63\) & －0．9445c－04 & －0．7434．07 & －0．YASL－0日 & 0．1005－66 & －0．130E－05 & \(0.148 E-0.3\) \\
\hline & ＋ & 0.5001401 & \(0.14305-03\) & －0．9445E－06 & －0．7434E－07 & 0．1310E－03 & －0．133vE－05 & －0．46．535－0日 & 0.11 at－0t & －0．546k－0？ & －0．4845－06 & 0．147E－0．3 \\
\hline & 5 & \(0.1501+02\) & 0．131GE－03 & －0．1339E－03 & －0．46315．－09 & 0．1：bue－03 & －119日6－05 & 0．3：87E－07 & 0．625E－09 & －0．304E－07 & －0．840t－06 & c．1485－03 \\
\hline & ＊ & 0．2ड0ctaz & 0．11805－03 & －0．1198E－05 & 0．3287（－3） & 0．107CE－03 & －0．1068c－05 & －0．60．39E－08 & －0．662E－09 & 0．661E－07 & －0．32AE－05 & 0．169C－0．3 \\
\hline & 7 & 0．3505＋07 & 0.1070 E－03 & －0．106日E－05 & －0．483FE－0日 & 0．7679E－04 & －0．81PBE－06 & \(0.3649 \mathrm{E}-07\) & 0．722E－09 & －0．7925 07 & 0．183E－03 & O． 395 －0． \\
\hline & ＊ & 0．450ct02 & \(0.5570 \mathrm{E}-04\) & －0．919日E－06 & \(0.364 P E-07\) & 0．8APOE－04 & －0．8829E－06 & 0．1048E－07 & －0．425E－09 & 0．75PE－07 & －0．315E－05 & 0．2145－03 \\
\hline & － & 0．550E 40E & \(0.8590 \mathrm{E}-04\) & －0．6日20E－06 & 0．10EEE－07 & 0．8270E－04 & －0．SAfbe－0b & 0.159 SIE－07 & 0．848E－10 & －0．857E－0B & －0．513E－04 & 0．1295－0． \\
\hline & 10 & 0．6SOET02 & \(0.6510 \mathrm{E}-04\) & －0． S 48SE－08 & 0．150日E－0？ & \(0.78106-04\) & －0．36：ソ1－06 & 0.21201507 & 0．871E－10 & －0．894E－01 & －0．413E－06 & 0.1208 .03 \\
\hline & 11 & 0．750E＋02 & 0．7810E－04 & －0．3623E－DG & 0．2120E－07 & 0．7310E－04 & －0．2BOAE－06 & －0．47945－60 & －0．433E－69 & 0．108E－06 & －0．724E－05 & \(0.348 \mathrm{E}-03\) \\
\hline & 12 & －．BSOE＋ 2 & 0．7310E－04 & －0．2804E－0S & －0．4794E－00 & 0．7220e－04 & －0．204日E－06 & 0．3972k－0日 & \(0.146 E .09\) & －0．397E－07 & \(0.329 E-05\) & －0．60日E－05 \\
\hline & 13 & 0．930E 402 & 0．7220E－04 & －0．2048E－06 & 0．3972E－08 & 0．6180E－O4 & －0．1530E－06 & 0．12675－09 & －0．902E－11 & 0．436E－08 & －0．704E－06 & 0．125E－03 \\
\hline & 14 & 0．145E403 & 0．61B0t－04 & －0．153日E－06 & 0．12375－08 & 0．5560E－04 & －0，9609E－07 & 0．1041E－OB & －0．751E－12 & 0．960E－0\％ & －0．J6SE－06 & 0．797E－04 \\
\hline & 15 & 0．195E43］ & \(0.5580 E-04\) & －0．9609E－07 & 0．1041E－0日 & 0．4940E－04 & －0．43日9E－07 & －0．3743E－10 & －0．180E－11 & 0．157E－08 & －0．504E－06 & 0．1075－03 \\
\hline & 16 & \(0.295 E+03\) & 0．4940E－04 & －0．4509E－07 & －0．3743E－10 & \(0.45005-04\) & －0．3834E－07 & 0．1884E－09 & \(0.3785-12\) & －0．352E－00 & 0．034E－07 & 0．518E－04 \\
\hline 1 & 17 & 0．JPSE＋0J & 0．\(+500 \mathrm{E}-0.4\) & －0．3834E－07 & D． 3 ¢84E－0\％ & 0．42DOE－0． & －0．2こフJE－07 & \(0.12408-09\) & －0．107E－12 & 0．221E－00 & －0．1634－04 & 0．815E－D． \\
\hline & 18 & 0.475103 & \(0.4200 E-04\) & －0．2273E－07 & 0．1240E－0\％ & 0．402DE－04 & －0．1248E－07 & 0．7127E－10 & －0．03be－13 & 0．186E－09 & －0．144E－06 & －．7ESE－04 \\
\hline \(\infty\) & 18 & \(0.8005+03\) & 0．4020E－04 & －0．1248E－07 & 0．7127E－10 & \(0.38105-04\) & －0．11615－07 & －0．5379E－10 & －0．20日E－12 & 0．111E－0\％ & －0．2B0E－06 & 0.104 －03 \\
\hline & 20 & 0．700E403 & 0．3910E－04 & －0．1141E－07 & －0．5379E－10 & 0．3790E－04 & －0．1010E－07 & 0.63 ¢8E－10 & 0．22¢E－12 & －0．509－09 & \(0.363 \mathrm{E}=06\) & －0．447t－0．03 \\
\hline & 21 & 0.800 et 03 & 0．3790E－04 & －0．1010E－07 & 0．83EBE－10 & 0．3710E－04 & －0．79PJE－08 & －0．4173E－10 & －0．20PE－22 & 0．544E－09 & －0．47PE－06 & \(0.180 E-03\) \\
\hline & 22 & 0.900 EPO & 0．37105－04 & －0．744JE－08 & －0．4173E－10 & 0．3620E－04 & －0．8927t－00 & 0．2305E－10 & 0．10日E－12 & －0．312E－00 & 0．272E－06 & \(-0.513 \mathrm{E}-04\) \\
\hline & 23 & \(0.100 \mathrm{E}+04\) & \(0.3620 E-04\) & －0．892 TE－0日 & 0．2305E－10 & \(0.33505-04\) & －0．3507E－08 & －0．13s日E－11 & －0．014E－14 & \(0.359 E-10\) & －0．564E－07 & 0．648E－04 \\
\hline & 24 & 0．150E＋04 & \(0.3360 \mathrm{E}-04\) & －0．350\％ \(\mathrm{E}-0 \mathrm{O}\) & －0．1348E－11 & 0.31 POE－04 & －0．2843E－08 & 0．402be－11 & 0．180E－14 & －0．678E－12 & 0．107E－07 & 0．313E－04 \\
\hline & 25 & \(0.200 \mathrm{E}+04\) & \(0.31902-04\) & －0．7日43E－0才 & 0．4026E－11 & 0．3040E－04 & －0．8266t－07 & 0．74988－14 & －0．670E－15 & 0．6035－14 & －0．199E－07 & 0．510c－04 \\
\hline & 26 & \(0.300 \mathrm{ErO4}\) & \(0.3040 E-04\) & －0．8266E－09 & 0．7499E－14 & 0．2890E－O4 & －0．6044E－07 & 0．2147E－12 & \(0.173 E-16\) & －0．152E－12 & －0．383E－09 & \(0.324 E-04\) \\
\hline & 27 & \(0.500 \mathrm{E}+04\) & 0，2890E－04 & －0．8044E－09 & 0．2147E－12 & 0．270AE－O4 & －0．2597E－09 & 0．6104E－13 & －0．102E－14 & 0．2615－12 & －0．245E－01 & 0．359E－04 \\
\hline & & －7sorto4 & 0．3190E－04 & －0．2547E－OP & 0．6104E－13 & 0．2739E－04 & －0．1690E－09 & D．1153E－13 & －0．330E－17 & 0．105E－12 & －0．127E－08 & －．330E－04 \\
\hline & 27 & \[
0.100 E+0 S
\] & \(0.77195 \sim 04\) & －0．1590c－09 & \(0.1153 \mathrm{E}-13\) & 0．2672t－04 & －0．9291E－10 & \[
0.1009 \mathrm{e}-13
\] & \(0.245 E-10\) & －0．157E－14 & －0．211E－0\％ & 0．394E－04 \\
\hline & 30 & \[
0.150 E+05
\] & 0．2672E－04 & －0．9291E－10 & \(0.1889 E-13\) & 0．2644E－04 & －0．2939E－10 & \(0.6523 E-14\) & －0．412E－1日 & 0．2LOE－13 & －0．63AE－09 & \[
0.316 E-04
\] \\
\hline & 31 & 0．200Et 05 & \(0.2644 E-04\) & －0．2039E－10 & 0．6525E－14 & 0．2633E－04 & －0．8848E－11 & －0．3017E－14 & －0．142E－10 & 0．119E－13 & －0．311E－0． & 0．285E－04 \\
\hline & 32 & －．300\％＋05 & 0．2633E－04 & －0．8848E－11 & －0．2017E－14 & 0．2597E－u4 & －0．2014E－10 & 0.68 20E－15 & \(0.225 E-19\) & －0．304E－14 & \(0.115 \mathrm{E}-09\) & \(0.250 \mathrm{E}-04\) \\
\hline & 33 & \(0.5005+05\) & 0．25¢7E－04 & －0．2U14E－10 & 0．6日EAEE－15 & 0．2Fott－04 & －0．792PE－11 & \(0.2885 E-15\) & －0．2ALE－20 & D． \(744 \mathrm{E}-15\) & －0．745E－10 & 0．3日25－04 \\
\hline & 34 & 0．15OE 405 & \(0.2564 E-04\) & －0．7929t－11 & 0．2805E－15 & 0．2550E－04 & －0．4548E－11 & －0．18DIE－1e & －0．204E－20 & 0．404E－15 & －0．440E－10 & －．2795－04 \\
\hline & 35 & \(0.100 c+08\) & 0．2550E－04 & －0．4542E－11 & －0．1801E－18 & 0．2527E－04 & －0．4234t－11 & 0．277日E－1s & 0．150E－21 & －0．58日E－16 & 0．203E－12 & －．257E－04 \\
\hline & 36 & \(0.130 E+06\) & 0．2527E－04 & －0．4254E－11 & \(0.2978 \mathrm{E}-14\) & 0．2509E－04 & －0．3037t－11 & \(0.1889 \mathrm{E}-14\) & －0．363E－22 & \(0.312 \mathrm{E}-16\) & －0．112E－10 & \(0.244 E-04\) \\
\hline & 37 & \[
0.2005+06
\] & \[
0.25095-04
\] & \(-0.3037 E-11\) & \[
0.1889 E-18
\] & 0．248SE－04 & －0．177EE－11 & \(0.8427 \mathrm{E}-17\) & －0．20日E－22 & 0． \(2175-14\) & \[
-0, \nmid 11 E-11
\] & \[
0.262 E-04
\] \\
\hline & 38 & \(0.3001+06\) & 0．2486E－04 & －0．1771E－11 & \(0.6437 E-1\rangle\) & D.2459E-04 & －0．11515－11 & －0．2294E－10 & －0．555E－23 & 0．821［－1） & \[
-0.530 \mathrm{E}-11
\] & \[
0.258 \mathrm{E}-04
\] \\
\hline & 39 & \(0.500 \mathrm{c}+08\) & 0．245PE－04 & －0．1151E－11 & －0．7294E－18 & 0．2432E－04 & －0．9092E－12 & \(0.2164 E-17\) & \(0.160 \mathrm{E}-23\) & －0．251E－1？ & 0.161 E－12 & 0．24FE－04 \\
\hline & 40 & \(0.7305+06\) & 0，24，25－04 & －0．9092E－17 & \(0.2164 E-17\) & \(0.2414 E-04\) & －0，b197E－12 & \(0.2116 \mathrm{E}-18\) & －0．130E－23 & 0．401E－17 & －0．473E－11 & 0．262t－04 \\
\hline & 41 & \(0.100 E+07\) & 0．2414E～04 & －0．6127E－12 & 0．2114E－10 & 0．31875－04 & －0．448JE－12 & 0．4429E－10 & 0．771E－25 & －0．1254－18 & －0．5¢3E－12 & \(0.2485-\mathrm{Cd}\) \\
\hline & 42 & \(0.150 \mathrm{C}+07\) & 0．2367E－ 04 & －0．4485E－12 & 0．4＊ごと－10 & 0．2109E－04 & －0．2930E－12 & \(0.1760 \mathrm{E}-18\) & －0．887E－z5 & \(0.621 E-10\) & －0．171E－11 & D．253E－04 \\
\hline & 43 & 4．2006＋07 & 0.23 Pe － 04 & －0．2930E－17 & \(0.176 \mathrm{AE}-1 \mathrm{H}\) & \(0.23475-04\) & －0．1b11E－12 & \(0.882 \mathrm{EE}-1 \%\) & －0．147E－23 & \(0.177 E-18\) & －0．824E－12 & 0．247E－04 \\
\hline & 44 & \(0.300[407\) & 0．2347E 04 & －0．1411E－12 & 0．092tE－1\％ & 0．232．E－04 & －0． 4 QOEE－13 & －0．23235－19 & －0．479E－26 & 0．12日E－20 & －0．4．37E－12 & 0．246E－04 \\
\hline & 45 & \(0.500[+0)\) & \(0.23251-64\) & －0．9606E－13 & －D．2s23E－19 & 0．22P9E－04 & －0．9084E－13 & 0．27414－19 & \(0.33 \mathrm{EE}-36\) &  & 0．2734－12 & 0．230E－04 \\
\hline & 46 & 0．130t＋0） & 0．32848－04 & －0．9004L－23 & 0．27415－19 & D．22日2E－04 & －0．365BE 13 & －0．120：1－25 & －0．183E－20 & 0.34 EE－1\％ & －0．605E－13 & 0．252E－04 \\
\hline
\end{tabular}

\section*{APPENDIX 9C}

Computer Program SURMF

SURMF calculates the total surface mass flux from the spherical waste canister (see chapter 8 for theoretical development). The data created by SPLINE (see Appendix \(9 B\) are used as input to SURMF. In SURMF the input data are again interpplated to increase the number of data points being used in the calculation of the total surface mass flux by routines called SPLIFT, SPLINT and SPLIQ. These three routines are obtainable from the SANDIA Mathematics Library which is one of the Background Mathematics Libraries at LBL. SPLIFT computes the parameters of an exact spline fit to data. Then SPLINT interpolates values on a spline using parameters from SPLIFT. And SPLIQ integrates a cubic spline defined by SPLIFT or SPLINT. Besides the routines from SANDIA one more subroutine CONVOL is included in this 1 rogram. CONVOL calculates the convolution integral (see equation (5.7)) by method explained in Section 5. List of \(\dot{\mathrm{M}}_{\mathrm{NP}-237}{ }^{(\mathrm{t})}\), obtained from this program follow the FORTRAN listing. In the next page the symbols used in SURMF are explained.

T

F

FP

FPP
G

GP

GPP

N

W

ISX

Al, Bl, AN, BN

TLO

Array of abscissas (actually time in increasing order) that define the spline.

Array of ordinates that define the spline. See eq. 10 in chapter 8 and eq. (5.1) for definitions. Array of first derivatives of \(F\) at ascissas \(T\). Array of second derivatives of \(F\) at \(T\). Array of ordinates that define the soline. See eq. 5, ch. 8 and (5.2) for definition and details. Array of first derivatives of \(G\) at abscissas \(T\). Array of second derivatives of \(G\) at \(T\). The number of data points. The arrays \(F, G, F P, G P\), FPP, GPP must be dimensioned at least \(N . \quad(N \geq 4)\). Array of working storage dimensioned at least 3 N used in routine SPLIFT.

Must be zero on the initial call to SPLIFT. If a spline is to be fitted to a second set of data that has the same set of abscissas as a previous set, ISX may be set to 1 for faster execution.

Specify the end conditions for the spline determined by the routine SPLIFT. The end condition constraints are
\(\mathrm{FPP}(1)=\mathrm{Al}\) * \(\operatorname{FPP}(2)+31\)
\(\operatorname{FPP}(\mathrm{n})=\mathrm{AN}^{\star} \operatorname{PPP}(\mathrm{N}-1)+\mathrm{BN}\)
where \(|A 1|<1\) and \(|A N|<1\).
Left end point of integration intervals in the routine SPLIQ.

Array of abscissas (in arbitrary order) at which the spline is to be evaluated by the routine SPLINT. At the same time it is the array of right end points of integration intervals used in the routine SPLIQ. The number of right end points in the routine SPLIQ. Same as the number of abscissas at which the spline is to be evaluated by the routine SLINT. Array of integral values, tha: is, ANS(I) = integral of \(G\) from TLO to TUP(I). Array of dimensionless times defined by eq. 12 of ch. 8. Array of values of the spline \(F\) at TUP. Array of values of the first derivative of spline \(F\) at TUP.

Array of values of the second derivative of spline \(F\) a. TUP.

Array of values of the spline \(G\) at TUP. Array of values of the first derivative of spline \(G\) at TUP.

Array of valies of the second derivative of splire \(G\) at TUP.

Array of values of the first derivative of spline \(F\) at TAU which is to be used by subroutine CONVOL.

Value of the spline \(F\) at time \(t=0\).
Value of the first derivative of spline \(F\) at dimensionless time \(\tau=0\) (see eq 12 of ch. 8 for definition of \(\tau\) ).
\(\mathrm{a}_{\mathrm{o}}\) defined by equation (x.5).
\(\mathrm{C}_{\text {so }}\) defined by equation (x.12).

EPS

R

COEFK
FLUX

CONVIN
CUMFL

The porosity of the surrounding medium. The radius of the spherical waste canister. Retardation Eactor. The total mass flux from the entire sphere surface expressed by eq. 28 in clapter 8.

The convolution integral used in eq. 28 , chap. 8. The accumulated mass flux since the beginning of dissolution.
```

**PRCCRAM SURMFQI(INPUT,OUTPUT,TAPE5=INPUT,TAPEd=CUTPUT)**
PROGRAM SURMFCIIINPUT,OUTPUT,IAPE5=INPUT,TAPEO=CUTPUTI
CIMEMSICN CF ARRAYS FOR SPLIG ANC SPLIFT
FAFAMETER N=47,NUP=64
DIMENSICN TIN),G(N),GP(N),GPP(N),TUP(NUP), ANS (NUP)
OIMENSION F(N),FP(N),FPP(N),FI(NUP),FPI (NUP),FPPI(NLP)
CIMENSICN GI(NUPI,GPI(NUP),GPPI(NUP)
DIMENSICN H(N,3),TAU(NUFI,FPT (NUP)
COMMON/CAL/FPO
CATA FA!/3.1415926535/
SET VARIABLES NEEDED FDR SPLIG
ILO=C.
REA[(5.500) DO.CSO,EPS,R,CUEFK
50J FEFNAT(5F10.0)
HRITEIE,CICI DG,CSC,EPS,R,COEFK,NUP
610 FCPMAT (IF1,4HCO =F8.C,7HCM**2/S,/,5H CSO=, E8.1,7HG/CM**3.1,
l
5H EPS=,FB.3./.5h R. =,FB.3,2HCM./,5H K =,F8.0,1,
2 ¿CH NC CF CALCULATIONS:,131
AEAC(5,50I) (T(I),G(I),F(I),I=1,N)
501 FCRMAT(3F10.0)
NO=O
CC 10 L= l,8
DC 1C LL=1.9
FL=LL
TM=1.*10.**(L-1)*FL
NC=AC+1
TUP(NO)=TM
IF(AC.EG.NUP) GC TC IL
1c ccNtINle
SET VARIABLES FOR SPLIFT ANC TREN CALL SPLIFT TO
OBTAIN THE DTHER NEEJED INPUT FG? SPLIO
11 15x=0
Al=0.
B = C.
AA=0.
\forallA=C.
CALL SPLIFT(T,G,GP,GPP,N,H,IERRI,ISX,AL,BL,AN,BN)
IFIIEFFl.EC.1) GO TO 20
PFINI ECC
COJ fORMAII/IX.3CHMISTAKE MADE IN SPLIFT ABCUT GI
2) CCNTIANE
CALL SPLIO(T,G,GP,GPP,A,TLG,TUP,NUP,ANS,IEKR2)
IFIIERRC.EQ.1) GO 10 30
FFINT 6OL
gOL FORMAII/IX,2IHMISTAKE MADE IN SPLIQI
30 CONIINUE
(ALL SPLINT(T,G,GPP,N,TUP,GI,GPI,GPPI,NUP,IERR3)
IF(IERR3.EQ.1) GC TO 40
PRINT 6O2. IERR3
UC2 FCFMATI/IX,6HIERR3=, [31
4C CGNIIALE

```
        a SPliae is to eefittecto a secund set uf data
that has the same set cf abscissas
```

        15x=1
        CALL SPLIFT(T,F,FP,FPP,N,H,IERKI, 1SX,AL,HL,AN,HNI
        IF\IERRI.EC.II GC TO 5C
        FPINT EOB
    CO3 FCFNAYI/IX,3GHMISTAKE MACE IN SPLIFT ABCUT FI
5C CONTINUE
CALL SFLINT IT,F,FPP,N,TUP,FI,FPI,FPPI,NUP,IERQ4)
IFIIERR4.EG.I| GC IO }6
PRINT EC4. IERR4
SO4 FCFMAT(/1X,6HIERR4=, 13)
EC CCNIINLE
FO=F(TIME T = O+ YEARI
FPU=F'(TIHE T = O+ YEAR)
FG=F(:)
fFO=FP(3)
FRINT EZC

```

```

            1 10x,4HG(T), 9x,5HG'(T),8x,6HG''(T)
                        2X,l2HSURFACE FLUX,11'f CUMMU.FLUX,
                                    /4x,1H-,15x,3(1H-).1Cx,4(1H-), 9x,5(1H-).8x,6(1H-1,
                                    10x,4(1H-), 9x,5(1H-),8x,6(1H-1,
                                    2x,12(1H-), 1x,10(1H-)!
            FLU\C=4.*PAI*R*DO*CSO*EPS*365.25*24.*36CC.
            CCAST-CO/CCEFK/ (R**2)*365.25*3600.*24.
                    CALCUIATE THE FIRST DELJVAJJVE OF F IN TAU.
            DE 90 LA=1,AUP
            FPT(LAI=FPI(LN)/CUNST/GI(LN)
    9:) CCATINUE
            FFC=FPC/CCAST/G(3)
                    (AlCULATE STEAUY-STATE SURFACE MASS FLUX ANO)
                        TIME-DEPENDENT SURFACE MASS fluX.
    C[ 100.s1.NUF
    |AL(J)=CCAST*ARS(J)
    CALL CJNVOL (FPT,TAU,J,NUP,CONVIN)
    FLLX=FLUXO*GI(J)*(FI(J)+(FO/SGRT(TAU(J))+CGNVIN)/SQRT(PA{))
    IFIJ.EU.11 GC TC ICL
    CUMFL=CUMFL+(FLUX +FMEMO)/2.*(TUP(J)-TCP(J-l))
    GC IC IC2
    ICl CUMFL=FLLX\#TLP<br>I
102 FMEMC=FLUX
HPITE(E.630) TLP(J), TAU(J),FI(J),FPI\J),FPPI(J),GI(J),GPI(J),
- GPPI(J),FLLX,CUMFL
C3) FCFNEI!IX,IFEB.2,8EI4.5,ELI.3!
ICE CONTIAUE
SIOP
END

```
```

    **SLBRCLTINE CCHVELIFPT,TAU,KK,NUP,CGAVINI**
    SLBRCLTIAE CCNVCLIFPT,TAU,KK,NUP,CJNVINI
    DIMENSICN FPI\NLP\,TAU\NUP\
    CCHNCN/CAL/FPO
    SLN=O.
    OO <CC I|=l,KK
    IFI|I.NE.I\ GOTD 201
    JF|ll.EG.KK| GC TC 203
    ```

```

    GC TC 200
    203 SUH=SLF+{FPI|l)+FPOJ*SGRT(IAU|1:)
GO 10 2CO
201 1FIII.EG.KKI GO TO 202
SLH=SLH+{FPI|III/SQRTITAUIKKI-IAUIII|I+FPIIII-II/SQRTIIAUCKKI-TAUI

```

```

        GC TC 200
            REMOVAL OF SINGLLARITY
    202 SLN=SLM+IFPT(KK)+FPT(KK-I))*SGKT(TAU(KK)-TAU(KK-I))
?OJ CON1INLE
CCAVIA=SUN
REILRN
END

```
\begin{tabular}{lrl}
\(D O=\) & 1. & \(C M \oplus * 2 / S\) \\
\(C S O=\) & \(-1 E+L 2\) & \(G / C M * * 3\) \\
\(E P S=\) & .010 & \\
\(R=\) & \(42 . C 4 C\) & \(C M\) \\
\(K\) & 1. &
\end{tabular}\(\quad\) (For \(\mathrm{SIO}_{2}\) )

NO OF CALC ULATIDNS: 64

STEALIY STATE GURFACE MASS FLUX \(=0.376\) g/y
TIME
ELAF'SED
[Y]

\section*{SURFACE \\ hass flux [s/y]}

TOTAL HASS [ITSSOL.UTIDN
[s]
\begin{tabular}{|c|c|}
\hline 1. \(200 E+00\) & 1.7262HE*OL \\
\hline 2.00E + 00 & 1.57110E+01 \\
\hline 3.00E 400 & \(1.49258 \mathrm{E}+\mathrm{Cl}\) \\
\hline \(4.00 E+00\) & \(1.43884 \mathrm{~F}+01\) \\
\hline \(5.00 E+00\) & 1. 395 S \(5 E+C\) ! \\
\hline 6. \(00 E+00\) & 1. \(3582 \mathrm{gE}+\mathrm{OL}\) \\
\hline 7. CCE + 00 & 1.32344F+U1 \\
\hline B. OOE +00 & \(1.29042 E+01\) \\
\hline \(9.00 E+00\) & 1.25863E401 \\
\hline 1.00E + O1 & 1.22776E+01 \\
\hline \(2.00 E+01\) & Ч. 58371 t +00 \\
\hline \(3.00 \mathrm{t}+01\) & \(7.65706 E+00\) \\
\hline \(4.00 \mathrm{E}+0 \mathrm{l}\) & \(6.20799 E+00\) \\
\hline \(5.00 \mathrm{E}+\mathrm{OL}\) & \(5.08211 E+00\) \\
\hline 6. OUE + 01 & 4. \(396 \mathrm{ClE}+\mathrm{CC}\) \\
\hline \(7.00 \mathrm{E}+01\) & \(3.87298 E+00\) \\
\hline 8. OCE + 01 & \(3.50121 E+00\) \\
\hline \(5.00 \mathrm{E}+01\) & \(3.25750 \mathrm{~F}+00\) \\
\hline \(1.00 E+02\) & \(3.02671 E+00\) \\
\hline \(2.00 E+02\) & L. \(87268 \mathrm{E}+0 \mathrm{C}\) \\
\hline \(3.006+02\) & 1.52357E.00 \\
\hline \(4.00 E+02\) & \(1.28343 \mathrm{E}+00\) \\
\hline \(5.00 E+02\) & \(1.13079 E+C C\) \\
\hline 6.00C+02 & \(1.05531 E+00\) \\
\hline \(7.008+02\) & 1.C004CE + CC \\
\hline \(8.00 \mathrm{E}+02\) & Y.43787E-01 \\
\hline 9. CCE + 02 & 9.05229E-01 \\
\hline \(1.00 E+03\) & 8.71429E-01 \\
\hline 2.00E*03 & \(6.820 C 5 E-01\) \\
\hline 3. \(00 E+03\) & 6.28613E-01 \\
\hline \(4.00 E+03\) & \(5.97714 \mathrm{E}-01\) \\
\hline \(5.00 \mathrm{E}+03\) & 5.77932E-01 \\
\hline 6. \(000 \mathrm{E}+03\) & \(5.61896 \mathrm{E}-01\) \\
\hline 7.00E+C3 & 5.48694E-O1 \\
\hline A. COE + 03 & 5.38747E-01 \\
\hline 9.00 E -03 & 5.31533E-01 \\
\hline
\end{tabular}
\(1.726 E+01\)
\(3.375 E+01\)
\(4.9 C 7 E+C 1\)
\(6.373 E+01\)
\(7.7 G E E+01\)
\(9.167 E+01\)
\(1.051 E+02\)
\(1.1 E 1 E+02\)
\(1.309 E+02\)
\(3.433 E+02\)
\(2.526 E+02\)
\(3.398 E+02\)
\(4.082 E+C 2\)
\(4.646 E+02\)
\(5.12 G E+02\)
\(5.533 E+02\)
\(5.902 E+02\)
\(6.240 E+02\)
\(8.554 E+02\)
\(9.0 C 3 E+02\)
\(1.070 E+03\)
\(1.211 E+03\)
\(1.332 E+03\)
\(1.441 E+03\)
\(1.543 E+03\)
\(1.641 E+03\)
\(1.733 E+03\)
\(1.822 E+03\)
\(2.604 E+03\)
\(3.264 E+03\)
\(3.877 E+03\)
\(4.465 E+03\)
\(5.035 E+C 3\)
\(5.590 E+03\)
\(4.134 E+C 3\)
\(6.669 E+03\)
TIME
ELAFSED
[Y]
1. OOE \(+C 4\)
\(2.00 E+04\)
\(3.00 E+04\)
\(4.00 E+04\)
\(5.00 E+04\)
\(6.00 E+04\)
\(7.00 E+04\)
\(8.00 E+04\)
\(9.00 E+04\)
\(1.00 E+05\)
\(2.00 E+05\)
\(3.00 E+05\)
\(4.00 E+05\)
\(5.00 E+05\)
\(6 . C O E+05\)
\(7.00 E+05\)
\(8.00 E+05\)
\(9.00 E+05\)
\(1.00 E+C 6\)
\(2.00 E+06\)
\(3.00 E+06\)
\(4.00 E+06\)
\(5.00 E+06\)
\(6 . C O E+06\)
\(7.00 E+06\)
\(8.00 E+06\)
\(9.00 E+06\)
\(1.00 E+07\)
1. \(00 \mathrm{E}+\mathrm{C4}\)
\(2.00 E+04\)
3. OOE + 04
\(4.00 E+04\)
\(5.00 E+04\)
6. COE +04
7. OOE +04
\(8.00 E+04\)
9. \(00 E+04\)
1. OUE + 05
2. OOE +05
\(3.00 \mathrm{E}+05\)
\(4.00 E+05\)
5.00E +05
6. COE + O5

7 n OOE + 05
\(8.00 \mathrm{~F}+05\)
\(9.00 E+05\)
1. COE + C6
2.00E+06
\(3.00 E+06\)
\(4.00 E+06\)
\(5.00 E+06\)
b. \(C O E \subset+06\)
\(7.00 E+06\)
\(8.00 E+06\)
1.00E +07

SURFACE
MASS FLUX [g/y]
5. \(25741 \mathrm{E}-\mathrm{Cl}\)
4.92589E-01
\(4.87574 \mathrm{E}-01\)
\(4.82561 \mathrm{E}-01\)
\(4.76147 \mathrm{E}-01\)
4. \(70882 \mathrm{E}-01\)
\(4.67027 \mathrm{E}-01\)
\(4.64287 \mathrm{E}-01\)
\(4.62316 \mathrm{E}-01\)
\(4.60705 \mathrm{E}-01\)
4.47113E-C1
\(4.39554 \mathrm{E}-\mathrm{Cl}\)
4.34657E-01
\(4.30948 \mathrm{E}-01\)
\(4.27352 \mathrm{E}-\mathrm{Ul}\)
4. 2397 日E-01
\(4.21133 E-01\)
4.18847E-01
4.16879E-C1
4.03083 E-01
- 3. 961 (7E-01
3.92172E-C1
3. HG311F-01
3. \(\mathrm{H} 622 \mathrm{HE}-0\) !
3. 830 S2E-01
3. \(80422 \mathrm{E}-01\)
\(3.78336 \mathrm{E}-\mathrm{O} 1\)
3.76551E-01

TDTAL MASS IITSSOLUTION [s]
1.1 GAE 03
1.229E+04
\(1.719 \mathrm{E}+04\)
2. \(2 C 4 E+C 4\)
2.683E+04
\(3.157 E+C 4\)
\(3.62 \epsilon E+C 4\)
\(4.092 E+04\)
4. \(555 E+C 4\)
\(5.016 E+04\)
S. \(555 E+C 4\)
1. \(399 \mathrm{E}+05\)
\(1.836 \mathrm{~F}+05\)
2. \(269 \mathrm{E}+05\)
2.698E+05
\(3.124 E+05\)
\(3.546 t+05\)
\(3.966 E+05\)
4. \(384 E+05\)
\(8.484 E+05\)
\(1.24 \mathrm{BE}+0 \mathrm{~S}\)
\(1.6425+06\)
\(2.033 E+06\)
2. \(421 E+C t\)
\(2.805 E+06\)
3.1 R7t + U
3.5bte +06
\(3.944 E+06\)
\begin{tabular}{|c|c|c|c|}
\hline 00 & 1. & CH**2/S & \\
\hline _CSO= & -2E-06 & G/CM**3 & \\
\hline EPS \(=\) & - 610 & & \[
\text { For }{ }^{237} \mathrm{~N}_{0}
\] \\
\hline R & 42.140 & CM &  \\
\hline K & 100. & & \\
\hline NO OF & CALC ULA & IONS: 64 & \\
\hline
\end{tabular}

STEALY STATE SURFACE MASS FLUX \(=0.75{ }^{2} \mathrm{E}-07 \mathrm{~g} / \mathrm{y}\)

TIME
ELAFSEI
[צ]

SURFACE
mass flux
[9/:

tatal Mf:3s atSSOL.UTIDN [ㅚ]
\(1.00 E+00\)
2. OOE +00
\(3.00 E+00\)
4. \(00 E+00\)
\(5.00 E+00\)
6. \(00 E+00\)
7. COE +00
B. OOE -00
9. \(00 E+00\)
\(1.00 E+01\)
\(2.00 E+01\)
3. OOE + OI
\(4.00 E+01\)
\(5.00 E+01\)
\(6.00 E+01\)
\(7.00 \mathrm{E}+\mathrm{O} \mathrm{I}\)
\(8.00[+01\)
\(9.00 E+01\)
\(1.00 \varepsilon+02\)
\(2.00 E+02\)
\(3.00 E+02\)
\(4.00 E+02\)
\(5.00 E+02\)
6. 00C +02
\(7.00 E+02\)
8. \(00 \mathrm{E}+02\)
9. OCE 02
\(1.00 E+03\)
2. OOE + O3
\(3.00 E+03\)
\(4.00 E+03\)
\(5.00 E+03\)
\(6.00 E+03\)
7. \(00 E+03\)
\(8.00 E+03\)
\(9.00 E+03\)
\begin{tabular}{|c|}
\hline ```
    T IME
ELAF'SE[:
    [y]
``` \\
\hline 1．COE C 4 \\
\hline 2．00E＋ 04 \\
\hline 3．OOE＋ 04 \\
\hline \(4 . O O E+04\) \\
\hline 5． 00 E＋ 04 \\
\hline 6．COE＋ 04 \\
\hline 7．OOE＋ 04 \\
\hline 8．OOE +04 \\
\hline 9． \(00 E+04\) \\
\hline 1． \(000+05\) \\
\hline 2． \(000+05\) \\
\hline 3． \(000 \mathrm{E}+05\) ． \\
\hline 4．ODE +05 \\
\hline \(5.00 \mathrm{C}+05\) \\
\hline 6．COE＋OS \\
\hline 7．OUE＋C5 \\
\hline \(8.005+05\) \\
\hline 9．COE＋05 \\
\hline \(L=1 O E+C 6\) \\
\hline 2．00E＋06 \\
\hline 3．OOF＋06 \\
\hline 4．OOC＋06 \\
\hline \(5.00 E+00\) \\
\hline 6．\(C O E+C 6\) \\
\hline \(7.00 E+06\) \\
\hline 日．OOE＋ 06 \\
\hline 9． \(\mathrm{COE}+06\) \\
\hline 1．COE＋ 07 \\
\hline
\end{tabular}

SUFiFACE
MASS FLUX ［g／y］

1．11181E－07
1．C2B8OE－C7
\(1.01262 E-07\)
S． \(97986 E-C 8\)
9． \(11487 E-G B\)
9． \(6 B 27 \mathrm{bE}\)－0 0

9．51523E－00
\(9.46320 \mathrm{E}-08\)
\(9.42017 E-0 B\)
9．08579E－08
H． \(9073 \mathrm{CE}-\mathrm{CH}\)
8． \(79421 E-08\)
A． \(70826 \mathrm{E}-08\)
\(8.62797 \mathrm{E}=0 \mathrm{O}\)
8．55391E－0R
B． \(45185 E-C 8\)
8． \(44200 \mathrm{E}-08\)
8．39914E－OR
d． \(10392 F-03\)
－ 7.95759 E －1H
7．日 730LE－03
7． \(81257 \mathrm{E}-\mathrm{CB}\)
7．74H46E－OH
\(7.683755-c 8\)
\(7.62502 \mathrm{E}-08\)
7．58587E－CA
1．54り22E－08

TOTAL KASS ［ISSOLUTION
［s］
\[
\begin{aligned}
& \text { 1. くでうーぐ? } \\
& \text { 2.674F-03 } \\
& \text { 3.7CCL-0.] } \\
& \text { 4.7(4L-6! }
\end{aligned}
\]
\[
\begin{aligned}
& \text { 6. ん 7 OL-0」 } \\
& \text { 7. } 19 \text { ? } \\
& \text { 8. } 58 \mathrm{ME}=0.3 \\
& \text { 4.537!-C3 } \\
& \text { 1.04 } 0 \text { [ }-0 \text {. } \\
& \text { 1. } 973 \text { E-0.? } \\
& \text { 2. } 873 \mathrm{t}-\mathrm{uc} \\
& 3.7 \text { 28t-02 } \\
& 4.633 F-0) \\
& \text { 5. } 5 \mathrm{CO} \mathrm{C}-0 \therefore \\
& \text { h. } 359 \mathrm{~F}-\mathrm{J} 2 \\
& \text { 7.212L-U } \\
& \text { 0.058E-0: } \\
& \text { 8.ひCOL:-0) } \\
& \text { 1.715E-61 }
\end{aligned}
\]
\[
\begin{aligned}
& \text { 3. } 310 \mathrm{Ct}-01 \\
& 4.05 \text { © } 1.01 \\
& \text { 4. H 7 2 E - O } \\
& \text { 5. } 644 t-C 1 \\
& 6.409 \mathrm{t}-01 \\
& \text { 7.17Ct-01 } \\
& \text { 7. } \mathrm{G} 2 \mathrm{LL}-\mathrm{Cl}
\end{aligned}
\]

\section*{APPENDIX 9D}

\section*{Derivation of Solubility Proportionality Law}

The dissolution of a chemical species into a liquid such as water is governed by the following equation:
\[
\begin{equation*}
C(T)=A \exp \left\{-\frac{\Delta H_{S}}{R T}\right\} \tag{D.1}
\end{equation*}
\]
where \(C(T)\left[g / \mathrm{cm}^{3}\right]\) is the temperature dependent solubility concentration, \(A\) is a constant with the same units as \(C(T), \Delta H_{s}[J / m o l]\) is the specific heat of solution, \(R[J / m o l \cdot K]\) is the gas constant, and \(T[K]\) is the temperature of the liquid.

Suppose \(C(T)\) is known for a chemical species at two temperatures \(T_{1}\) and \(T_{2}\). Then,
\[
\begin{equation*}
\frac{C\left(T_{1}\right)}{C\left(T_{2}\right)}=\exp \left\{-\frac{\Delta H_{S}}{R}\left[\frac{1}{T_{1}}-\frac{1}{T_{2}}\right]\right\} \tag{D.2}
\end{equation*}
\]

If one assumes that \(\Delta H_{s}\) is constant for all species of interest and that it does not vary with temperature, it is obvious that the right hand side of equation (D.2) wil: be a constant once \(T_{1}\) and \(T_{2}\) are selected. Thus,
\[
\begin{equation*}
\frac{C_{i}\left(T_{1}\right)}{C_{j}\left(T_{1}\right)}=\frac{C_{1}\left(T_{2}\right)}{C_{j}\left(T_{2}\right)} \tag{D.3}
\end{equation*}
\]
where 1 and \(j\) are the two species of interest. This formula is useful for determining the fourth member of a set of related solubilities when only three members are known.

\section*{Mass Loss From a Waste Canister}

In section 1 of this report the assumption was made that the radius of the spherical waste canister, \(R\), does not change with time. It may be of some interest to use the mass transport results to strengthen the basis for making such an assumption.

Consider the actual cylindrical waste canister of radius \(R_{c}\) and length \(L_{c}\). This cylinder is modeled in the present study by a sphere of equal lateral surface area. The relationship between the sphere radius, \(R\), and the cylinder radius, \(R_{c}\), can be expressed as follows:
\[
\begin{equation*}
R=\sqrt{\frac{R_{c} L_{c}}{2}} \tag{E.1}
\end{equation*}
\]

The total amount of silica mass initially contaised within the cylinder is given by
\[
\begin{equation*}
m=\frac{4}{3} \pi Y \rho R^{3}=\frac{\sqrt{2}}{3} \pi Y \rho\left(R_{c} L_{c}\right)^{3 / 2} \tag{E.2}
\end{equation*}
\]
where \(Y\) is the mass fraction of the waste that is silica and \(\rho\) is the density of the waste. Taking \(\gamma=.50, p=3 \mathrm{~g} / \mathrm{cm}^{3}, R_{c}=15.24 \mathrm{~cm}\), and \(\mathrm{L}_{\mathrm{c}}=2.32 \mathrm{~m}\), one obtains
\[
\begin{equation*}
\mathrm{m}_{\mathrm{SiO}_{2}}=470 \mathrm{~kg} \tag{E.3}
\end{equation*}
\]

At time \(t=10,000\) y the cotal \(\mathrm{SiO}_{2}\) mass loss from the waste is 7.2 kg (see Appendix 9C). The loss in silica inventory from the canister is thus about \(1.5 \%\), a rather small amount. Since
\[
\begin{equation*}
\mathbb{m} \propto R^{3} \tag{1.,4}
\end{equation*}
\]
the effect on \(R\) would be much smaller and can be determined from the fol-
lowing expression:
\[
\begin{align*}
& \frac{m-\Delta m}{m}=\left[\frac{R-\Delta R}{R}\right]^{3} \\
& R\left[\frac{m-\Delta m}{m}\right]^{1 / 3}=R-\Delta R \\
& \frac{\Delta R}{R}=1-\left[\frac{m-\Delta m}{m}\right]^{1 / 3} \tag{E.5}
\end{align*}
\]

Substituting the parameters from the previous page into equation (E.5) resul.ts in
\[
\begin{equation*}
\frac{\Delta R}{R}=.005 \tag{E.6}
\end{equation*}
\]

Thus, the waste canister dimensions do not change appreciably during the first 10,000 years of emplacement and the constant \(R\) assumption is well founded.

\section*{10. THE TRANSPORT OF A RADIONUCLIDE IN A THREE DIMENSIONAL}

FLOW FIELD FROM A POINT SOURCE
P.L. Chambré

The following analysis describes the concentration pattern in three dimensional space and in time of a radio-nuclide which is emitted from a point source. The source is located in a porous medium permeated by water flow. The magnitude of the advective and dispersive transports in the three principal coordinate directions can be prescribed with some latitude. The solution to the mathematical problem has been obtained in tems of elementary functions, specifically an integral, which can be evaluated in a straightforward manner. The result of the analysis is useful as a benchmark for comparison with numerical solutions of the governing equation. It can also serve as a model for the far field migration of a radionuclide emitted from a single waste form.

The mode 1 is based on the governing equation for the nuclide concentration \(N\left(x_{1}, x_{2}, x_{3}, t\right)\) with a retardation coefficient \(K\)
\[
\begin{align*}
& K \frac{\partial N}{\partial t}+\left(\hat{u}_{1}+\hat{\alpha}_{1} x_{1}\right) \frac{\partial N}{\partial x_{1}}+\left(\hat{u}_{2}+\hat{a}_{2} x_{2}\right) \frac{\partial N}{\partial x_{2}}+\left(\hat{u}_{3}+\hat{\alpha}_{3} x_{3}\right) \frac{\partial N}{\partial x_{3}}=  \tag{1}\\
& \frac{\partial}{\partial x_{1}}\left(\hat{D}_{1} \frac{\partial N}{\partial x_{1}}\right)+\frac{\partial}{\partial x_{2}}\left(\hat{D}_{2} \frac{\partial N}{\partial x_{2}}\right)+\frac{\partial}{\partial x_{3}}\left(\hat{D}_{3} \frac{\partial N}{\partial x_{3}}\right)-\lambda K N, x_{i} \varepsilon D_{\infty}, \quad i=1,2,3 ; t>0
\end{align*}
\]

For mathematical convenience the cartesian space coordinates are labelled \(x_{1}, x_{2}, x_{3}\) and the dispersion coefficients \(\hat{\mathrm{D}}_{1}, \hat{\mathrm{D}}_{2}, \hat{\mathrm{D}}_{3}\). The unbounded space is \(\hat{\nu}_{\infty}\). The strength of the nuclide source, located at \(x_{i}^{o}, i=1,2,3\), in \(D_{\infty}\) is \(M(\tau) d \tau\) and measures the mass of material released at time \(\tau\) during the time span \(d \tau\). The release gives rise to the concentration \(N\left(x_{1}, x_{2}, x_{3}, t\right)\) at position \(x_{1}, x_{2}, x_{3}\) at time \(t>\tau\). This concentration is initially zero throughout \(D_{\infty}\) and satisfies suitable boundedness conditions at an infinite distance from the source position.

Furthermore \(N\) obeys a vanishing flux conditions at interior surfaces of \(D_{\infty}\) which are not penetrated by the advection nor by the dispersion.

In (1) the pore water velocity components:
\[
\begin{equation*}
\left(\hat{u}_{1}+\hat{\alpha}_{1} x_{1}\right),\left(\hat{u}_{2}+\hat{\alpha}_{2} x_{2}\right),\left(\hat{u}_{3}+\hat{\alpha}_{3} x_{3}\right) ; \hat{u}_{1}, \hat{u}_{2}, \hat{u}_{3}, \hat{c}_{1}, \hat{\alpha}_{2}, \hat{\alpha}_{3} \text { constants, } \tag{2}
\end{equation*}
\]
which are chosen for a linear velocity field, are spatially dependent and are subject to the constraint imposed by the conservation of mass equation for an incompressible liquid moving with velocity \(\vec{v}\) through the porous medium
\[
\begin{equation*}
\operatorname{div} \vec{v}=0 \tag{3}
\end{equation*}
\]

This yields with (2)
\[
\begin{equation*}
\hat{\alpha}_{1}+\hat{\alpha}_{2}+\hat{\alpha}_{3}=0 \tag{4}
\end{equation*}
\]

The coefficients \(\hat{\alpha}_{1}, \hat{\alpha}_{2}, \hat{\alpha}_{3}\) can be selected to satisfy a few physically meaning ful potential flow patterns.

Illustration \(A\). The choice: \(\hat{u}_{1}=\hat{u}_{2}=\hat{u}_{3}=0 ; \hat{\alpha}_{1}=\hat{\alpha}_{2}, \hat{\alpha}_{3}=-2 \hat{\alpha}_{1}\), leads to the velocity components
\[
\begin{equation*}
\bar{u}_{1}=\hat{\alpha}_{1} x_{1} ; \bar{u}_{2}=\hat{a}_{1} x_{2} ; \bar{u}_{3}=-2 \hat{a}_{1} x_{3} \tag{5}
\end{equation*}
\]
for which the three-dimensional flow stream tubes appear as shown in Fig. 1. The flow pattern simulates the streaming past the source point \(\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}\right)\) by a wide jet, which is symmetrical about the \(x_{3}\) axis and which impinges against an impenetrable \(\left(x_{1}, x_{2}\right)\) plane from both positive and negative \(x_{3}\) directions. By suitably adjusting the dispersion coefficients \(D_{1}, D_{2}, D_{3}\), additional skewing of the concentration field, over that caused by the velocity field, can be achieved to test the applicability of a numerical code calculation.

Illustration \(B\). If one choses \(\hat{\alpha}_{1}=\hat{\alpha}_{2}=\hat{\alpha}_{3}=0\), the flow pattern is constant in space and without loss of generality one can take the flow direction along one of the coordinate axes such as \(x_{1}\) by setting \(\hat{\mathrm{u}}_{2}=\hat{\mathrm{u}}_{3}=0\) and \(\hat{\mathrm{u}}_{1} \neq 0\). This rectilinear flow pattern in the completely unbounded \(D_{\infty}\) can be used to

(a) Stagnant Potential Flow Field Bounded by \(x_{1}-X_{2}\) Plane

(b) Rectilinear Potential Flow Field Along \(X_{1}\) Axis

XBL 8412-5894
Fig. 1 Illustrative flow fields for sample problems A and B.
model the far field migration from a single waste form. Other choices for the parameters \(\hat{u}_{i}, \hat{\alpha}_{i}(i=1,2,3)\) can be made which lead to other useful physical simulations.

To solve equation (1) we first eliminate the decay term with help of
\[
\begin{equation*}
c\left(x_{1}, x_{2}, x_{3}, t\right)=e^{\lambda t} N\left(x_{1}, x_{2}, x_{3}, t\right) \tag{6}
\end{equation*}
\]

If one divides the resulting equation by \(K\) and sets
\[
\begin{equation*}
L_{i}=\frac{\hat{D}_{i}}{K}, u_{i}=\frac{\hat{u}_{i}}{K}, \alpha_{i}=\frac{\hat{u}_{i}}{K}, i=1,2,3 \tag{7}
\end{equation*}
\]
there results, if the \(D_{i}\) 's are considered constant,
\[
\begin{align*}
& \frac{\partial c}{\partial t}+\left(u_{1}+\alpha_{1} x_{1}\right) \frac{\partial c}{\partial x_{1}}+\left(u_{2}+\alpha_{2} x_{2}\right) \frac{\partial c}{\partial x_{2}}+\left(u_{3}+\alpha_{3} x_{3}\right) \frac{\partial c}{\partial x_{3}}= \\
& D_{1} \frac{\partial^{2} c}{\partial x_{1}^{2}}+D_{2} \frac{\partial^{2} c}{\partial x_{2}^{2}}+D_{3} \frac{\partial^{2} c}{\partial x_{3}^{2}}, x_{i} \in D_{\infty}, t>0 ; i=1,2,3 \tag{8}
\end{align*}
\]

To solve this represent \(c\left(x_{1}, x_{2}, x_{3}, t\right)\) in the product form
\[
\begin{equation*}
c\left(x_{1}, x_{2}, x_{3}, t\right)=c_{1}\left(x_{1}, t\right) c_{2}\left(x_{2}, t\right) c_{3}\left(x_{3}, t\right) \tag{3}
\end{equation*}
\]
where the \(c_{i}\left(x_{i}, t\right)\) satisfy the "one-dimensional" equations ciefined by the differential operator L
\[
\begin{equation*}
L c_{i}\left(x_{i}, t\right) \equiv \frac{\partial c_{i}}{\partial t}+\left(u_{i}+\alpha_{i} x_{i}\right) \frac{\partial c_{i}}{\partial x_{i}}-D_{i} \frac{\partial^{2} c_{i}}{\partial x_{i}^{2}}=0, i=1,2,3 ;-\infty<x_{i}<\infty, t>0 \tag{10}
\end{equation*}
\]

To show that the product form (9) is a solution of the governing equation (8) is straightforward and leads on substitution of (9) into (8) and some rearrangements to
\[
\begin{equation*}
c_{2} c_{3}\left\{L c_{1}\right\}+c_{1} c_{3}\left\{L c_{2}\right\}+c_{1} c_{2}\left\{L c_{3}\right\}=0 \tag{11}
\end{equation*}
\]

Since the bracketed terms vanish by (10) the result is established \(:\)

Hence the solution of the problem (8) is thus reduced to the much simpler equations (10) which have the common form
\[
\begin{equation*}
\frac{\partial c}{\partial t}+(u+\alpha x) \frac{\partial c}{\partial x}=D \frac{\partial^{2} c}{\partial x^{2}} \tag{12}
\end{equation*}
\]
on dropping the subscript labels. As explained in the paragraph below equation ( 1 ), \(c(x, t)\) must satisfy the initial confition
\[
\begin{equation*}
c(x, 0)=0, x \in D_{\infty} \tag{13}
\end{equation*}
\]
and the source condition at \(x^{0} \varepsilon D_{\infty}\).
We reduce the variable coefficient partial differential equation (12) to one with constant coefficients. Let
\[
\begin{gather*}
\zeta(x, t)=\frac{u}{\alpha}\left\{e^{-\alpha t}\left[1+\frac{\alpha x}{u}\right]-1\right\}  \tag{14}\\
\tau\left(t_{0}\right)=\frac{1}{2 \alpha}\left(1-e^{-2 \alpha t}\right) \tag{15}
\end{gather*}
\]
and
\[
\begin{equation*}
c(x, t)=C(\zeta, \tau) \tag{16}
\end{equation*}
\]

From (14)
\[
\begin{equation*}
\frac{\partial \zeta}{\partial t}=-u e^{-\alpha t}\left[1+\frac{\alpha x}{u}\right], \frac{\partial \zeta}{\partial x}=e^{-\alpha t} \tag{17}
\end{equation*}
\]
and from (15)
\[
\begin{equation*}
\frac{\mathrm{d} \tau}{\mathrm{dt}}=\mathrm{e}^{-2 \alpha t} \tag{18}
\end{equation*}
\]

With these expressions the derivatives of \(C(\zeta, \tau)\) are computed from
\[
\begin{align*}
\frac{\partial C}{\partial t} & =\frac{\partial C}{\partial \tau} \frac{d \tau}{d t}+\frac{\partial C}{\partial \zeta} \frac{\partial \zeta}{\partial t} \\
& =e^{-2 \alpha t} \frac{\partial C}{\partial \tau}-e^{-\alpha t}(u+\alpha x) \frac{\partial C}{\partial \zeta} \tag{19}
\end{align*}
\]
\[
\begin{align*}
\frac{\partial C}{\partial x} & =\frac{\partial C}{\partial \zeta} \frac{\partial \zeta}{\partial x} \\
& =e^{-\alpha t} \frac{\partial C}{\partial \zeta}  \tag{20}\\
\frac{\partial^{2} c}{\partial x^{2}} & =e^{-2 \alpha t} \frac{\partial^{2} C}{\partial \zeta^{2}} \tag{2I}
\end{align*}
\]

Substitution of (19) - (21) into (12) yields the desired constant coefficient equation
\[
\begin{equation*}
\frac{\partial C}{\partial \tau}=D \frac{\partial^{2} C}{\partial \zeta^{2}} \tag{22}
\end{equation*}
\]

A solution of (22) with a point source singularity of unit strength at \(\zeta=0, \tau=0\) is given by the well known Kelvin function
\[
\begin{equation*}
C(\zeta, \tau)=\frac{1}{2 \sqrt{\pi \mathrm{D} \tau}} \quad \exp \left\{-\frac{\zeta^{2}}{4 \mathrm{D} \tau}\right\} \tag{23}
\end{equation*}
\]

In terms of the original \(x, t\) variables one has in view of (14) - (16) for a point source singularity now located at \(\mathrm{x}^{\circ}\),
\[
\begin{equation*}
c(x, t)=\frac{1}{\left(\pi \frac{2 D}{\alpha}\left[1-e^{-2 \alpha t}\right]\right)^{1 / 2}} \exp \left\{-\frac{\left(e^{-\alpha t}\left[\frac{u}{\alpha}+\left(x-x^{\circ}\right)\right]-\frac{u}{\alpha}\right)^{2}}{\frac{2 D}{\alpha}\left[1-e^{-2 \alpha t}\right]}\right\} \tag{24}
\end{equation*}
\]

This is the solution of the system (12) and (13). In turn this allows one now to construct, with help of (9) and (24), the solution for the nuclide concentration \(c\) from a point source singularity of unit strength located at \(x_{1}^{\circ}(i=1,2,3)\)
\[
\begin{equation*}
c\left(x_{1}, x_{2}, x_{3}, t\right)=\prod_{i=1}^{3} c_{i}\left(x_{i}, t\right) \tag{25}
\end{equation*}
\]

The source condition produced by integrating Eq. (25) with respect to \(x_{i}\) from \(-\infty\) t: \(0+\infty\), \(\mathrm{i}=1,2,3\), is \(\mathrm{e}^{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) \mathrm{t}}=1\), since \(\alpha_{1}+\alpha_{2}+\alpha_{3}=0\) from Eq. (4).
llence \(c\) indeed is the solution of the unit strength point source condition. By construction \(N\left(x_{1}, x_{2}, x_{3}, t\right)\) from \(E q\). (6) is seen to satisfy equation (1). \(x, x^{c}, u, \alpha\) and \(D\) are replaced by \(x_{i}, x_{i}^{o}, u_{i}, \alpha_{i}\), and \(D_{i}\) respectively in (24) to give the function \(c\left(x_{i}, t\right)\) in (25).

In turn the solution due to a point source located at \(x_{i}^{0}\), releasing the mass \(\dot{M}(T) d \tau\) at time 1 during the time span \(d t\), creates the concentration \(d N\) at the time \(t(3 t)\) at \(x_{i}\)
\[
\begin{equation*}
d N=(\dot{m}(T) d t) e^{-\lambda(t-\tau)}{\underset{i=1}{3} c_{i}\left(x_{i}, t \cdot \tau\right)}^{i=} \quad \dot{m}(t)=\frac{\dot{M}(t)}{c K} \tag{26}
\end{equation*}
\]
where \(c\) is the porosity of the porous medium. The reason for using this form is presented in Appendix \(10 A\). Hence the concentration at time \(t\), at \(x_{i}\), due to the mess liberated during the time span \(0<r\) et is given by the superposition integral
\[
\begin{equation*}
N\left(x_{i}, x_{2}, x_{3}, t\right)=\int_{0}^{t} \dot{m}(t) e^{-\lambda(t-\tau)} \prod_{i=1}^{3} c_{i}\left(x_{i}, t-\tau\right) d \tau \tag{27}
\end{equation*}
\]
where
\[
c_{i}\left(x_{i}, t-T\right)=\frac{1}{\left[\pi \frac{2 D_{i}}{\alpha_{i}} \phi\left(\alpha_{i}, t-\tau\right)\right]^{1 / 2}} \exp \left\{-\frac{\left(e^{-\alpha_{i}(t-\tau)}\left[\frac{u_{i}}{\alpha_{i}}+\left(x_{i}-x_{i}^{o}\right)\right]-\frac{u_{i}}{\alpha_{i}}\right)^{2}}{2 \frac{D_{i}}{\alpha_{i}} \phi\left(\alpha_{i}, t-\tau\right)}\right\}
\]
and
\[
\begin{equation*}
p\left(x_{i}, t-r\right)-\left[1-\exp \left(-2 x_{i}[t-\tau]\right)\right] \tag{28}
\end{equation*}
\]

Equation (27) represents the solution to our problem in an unbounded [0 space. It should be noted that one can utilize this point source solution to model the emission of a radionuclide from a surface source of arbitrary shape. For this one integraces the source position \(x_{i}^{0}(i=1,2,3)\) o:er the surface to obtain the desired answer. This can be carried out analytically for the simulation of line, plane, cylindrical and spherical surface sources bat the results are not reported here. As an example of the theory we consider the [llustration \(B\) with \(u_{2}=u_{3}=\alpha_{1}=\alpha_{2}=\alpha_{3}=0\) and \(u_{1} \neq 0\) representing a rectilinear flow field which is independent of position, Furthermore we assume the source to be located at the origin so that \(x_{1}^{0}=x_{2}^{0}=x_{3}^{0}=0\). The following limits are required in (28)
\[
\begin{align*}
& \lim _{\alpha_{i} \rightarrow 0} \frac{\phi\left(\alpha_{i}, t-\tau\right)}{2 \alpha_{i}}=t-\tau, i=1,2,3 \\
& \lim _{\alpha_{i} \rightarrow 0}\left\{e^{-\alpha_{i}(t-\tau)}\left[\frac{u_{i}}{\alpha_{i}}+\left(x_{i}-x_{i}^{0}\right)\right]-\frac{u_{i}}{\alpha_{i}}\right\}=\left(x_{i}-x_{i}^{0}\right)-u_{i}(t-\tau), i=1,2,3 . \tag{29}
\end{align*}
\]

With these results (27) reduces to
\[
N\left(x_{1}, x_{2}, x_{3}, t\right)=\int_{0}^{t} \frac{\dot{m}(\tau) e^{-\lambda(t-\tau)}}{(4 \pi D(t-\tau))^{3 / 2}} \exp \left\{\frac{-1}{4(\tilde{\tau}-\tau)}\left\{\frac{\left[x_{1}-u_{1}(t-\tau)\right]^{2}}{D_{2}}+\frac{x_{2}^{2}}{D_{2}}+\frac{x_{3}^{2}}{D_{3}}\right\}\right\} d \tau(30)
\]
where
\[
D \equiv\left(D_{1} D_{2} D_{3}\right)^{1 / 3}
\]

The integral can be simplified for an easy numerical evaluation with the assumption \(\mathrm{D}_{1}=\mathrm{D}_{2}=\mathrm{D}_{3}=\mathrm{D}\). Let
\[
\begin{equation*}
r^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \tag{31}
\end{equation*}
\]
and
\[
\begin{equation*}
\alpha=\frac{r}{(4 D[t-\tau])^{1 / 2}} \tag{32}
\end{equation*}
\]

Then (30) reduces to
\[
\begin{align*}
& N\left(x_{1}, x_{2}, x_{3}, t\right)=\frac{\exp \left\{\frac{x_{1} \mu_{1}}{2 D}\right\}}{2(\pi)^{3 / 2} D r} \int_{r / 2 \sqrt{D t}}^{\infty} \exp \left\{-\alpha^{2}-\left(\frac{\lambda r^{2}}{4 D}+\left[\frac{u_{1} r}{4 D}\right]^{2}\right) \frac{1}{\alpha^{2}}\right\} . \\
& \quad \cdot \dot{m}\left(t-\frac{r^{2}}{4 D \alpha^{2}}\right) d \alpha \tag{33}
\end{align*}
\]

For the special case of a constant mass release for \(\tau>0\)
\[
\dot{m}(\tau)=\dot{m}_{0}, \tau>0
\]
one obtains on carrying out the integration
\[
\begin{align*}
& N\left(x_{1}, x_{2}, x_{3}, t\right)=\frac{\dot{m}_{e^{-\frac{e_{1}}{2 D}}}^{8 \pi D r}}{}\left\{e^{I \phi} \operatorname{erfc}\left(\sqrt{\left(\lambda+\frac{u_{1}^{2}}{4 D}\right) t+\frac{r}{2 \sqrt{D t}}}\right)\right.  \tag{34}\\
&+e^{-r \phi}\left[2-\operatorname{erfc}\left(\sqrt{\left.\left(\lambda+\frac{u_{1}^{2}}{4 D}\right) t-\frac{r}{2 \sqrt{D t}}\right)}\right]\right.
\end{align*}
\]
where
\[
\phi=2 \sqrt{\frac{\lambda}{4 D}+\left(\frac{u_{1}}{4 D}\right)^{2}} .
\]

As with \(t \rightarrow \infty\) a steady state concentration field is established which has the form
\[
\begin{equation*}
N\left(x_{1}, x_{2}, x_{3}, \infty\right)=\frac{\dot{m}_{o}}{4 \pi D r} \exp \left\{\frac{x_{1} u_{1}}{2 D}-2\left(\frac{\lambda r^{2}}{4 D}+\left(\frac{u_{1} r}{4 D}\right)^{2}\right)^{1 / 2}\right\} \tag{35}
\end{equation*}
\]

Equation (33) can be used to describe the far field migration from an isolated waste form. The solution for the case of unequal dispersion coefficients can be obtained in a similar manner but is too lengthy to be reported here.

Eq. (27) is a solution for the governing equation (1) subject to the prescribed initial and boundary conditions. If there is no mass transport through the \(\left(x_{1}, x_{2}\right)\) plane, either by advection or by dispersion, the solution can be obtained by superposing a point source at \(\left(\mathrm{x}_{1}{ }^{0}, \mathrm{x}_{2}{ }^{0},-\mathrm{x}_{3}{ }^{0}\right)\) to cancel out the mass flux at \(x_{3}{ }^{0}\). The final result for \(u_{1}=u_{2}=u_{3}=0\) and \(\alpha_{1}=\alpha_{2}=-\frac{\alpha_{3}}{2}\), as described in Illustration \(A\) is
\[
\begin{align*}
& N\left(x_{1}, x_{2}, x_{3}, t\right)=\int_{0}^{t} \dot{m}(\tau) e^{-\lambda(t-\tau)}\left[f\left(x_{1}-x_{1}^{0}, x_{2}-x_{2}^{0}, x_{3}-x_{3}^{\circ}, t-\tau\right)\right. \\
& \left.\quad+f\left(x_{1}-x_{1}^{0}, x_{2}-x_{2}^{0}, x_{3}+x_{3}^{0}, t-\tau\right)\right] d \tau,-\infty<x_{1}, x_{2}<\infty, o<x_{3}^{<\infty}, t>0, \tag{36}
\end{align*}
\]
where
\[
\begin{align*}
& f\left(x_{1}-x_{1}{ }^{0}, x_{2}-x_{2}{ }^{0}, x_{3} \pm x_{3}{ }^{0}, t\right) \\
& =\left(\frac{\exp \left\{-\frac{\left(x_{i}-x_{i}{ }^{0}\right)^{2} e^{-2 \alpha_{i} t}}{2 D_{i}\left(1-e^{-2 \alpha_{i}}{ }^{t}\right) / \alpha_{i}}\right\}}{\left[\pi \frac{2 D_{i}}{\alpha_{i}}\left(1-e^{-2 \alpha_{i} t}\right)\right]^{1 / 2}}\right)\left(\frac{\exp \left\{-\frac{\left(x_{3} \pm x_{3}\right)^{2} e^{-2 \alpha_{3} t}}{2 D_{3}\left(1-e^{-2 \alpha_{3} t}\right) / \alpha_{3}}\right\}}{\left[\pi \frac{2 D_{3}}{\alpha_{3}}\left(1-e^{-2 \alpha_{3} t}\right)\right]^{1 / 2}}\right) \tag{37}
\end{align*}
\]

\section*{APPENDIX \(10 A\)}

In \(E q\). (26) the source term \(\dot{m}(t)\) used in the solution is related to \(\dot{M}(t)\) by \(\dot{m}(t)=\frac{\dot{M}(t)}{\mathrm{tk}}\), where \(\dot{M}(\mathrm{t})\) is the total mass release rate ( \(\mathrm{g} / \mathrm{sec}\) ) at the source point, \(c\) is the porosity of the norous meditan, and \(K\) is the nuclide retardation coefficient. This relation can be derived as follows.
let. \(N\left(x_{1}, x_{2}, x_{3}, t\right)\) be the ruclide concentration in the liquid and \(N_{s}\) \(\left(x_{1}, x_{2}, x_{3}, t\right)\) the mulide concentration in the solid, then conservation of the muclide specie in the poroms median requires that
\[
\begin{equation*}
\int_{-m}^{\pi=} \int_{-\infty}^{m}\left[1 N+(l-1:) N_{s}\right] d x_{1} d x_{2} d x_{3}=\int_{0}^{t} \dot{M}(t) e^{-\lambda(t-t)} d t \tag{Il}
\end{equation*}
\]

Since \(1 N+(1-1) N_{s}=1 N 1+\left(\frac{1-1}{1} \frac{N_{s}}{N}\right)\)
E. . (II) becomes \(\int_{-\ldots}^{+\cdots} \int_{-\ldots}^{+\cdots} \int_{\ldots=}^{+\cdots} 1 k N d x_{1} d x_{2} d x_{3}=\int_{0}^{t} \dot{M}(t) e^{-\lambda(t-t)} d t\)

But lrom (17) we have, with help of (25), for the left hand side
(omparing. (12) amd (1.3), onc rimls \(\dot{m}(t)=\frac{\dot{M}(t)}{t k}\).

\section*{Paul L. Chambré}

The following analysis deals with the migration of radioactive chains in geologic media of finite and infinite spatial extent. The governing equations are sufficiently general to model the specie transport by dispersion and advection in a water saturated porous medium. They can also be applied to diffusion of radioactive chains in denser media such as rocks permeated by micro-pores where advection is negligible.

The formulation of the equation system and its solution form is given in Section I. Two classes of problems, dealing with dispersion-advection and diffusion respectively, are formulated together with very general boundary conditions in Section II. Sections III and IV give the exact closed form (non-recursive) analytical solutions for the radioactive specie concentrations of chains of arbitrary length in media of finite and (semi) infinite spatial extents. Section \(V\) illustrates the theory by applying it to the problem of radionuclide transport by dispersion and advection from a repository surface to the biosphere, positioned at a finite distance. At the latter position the specie fluxes are shown to be given by explicit analytical formulas.

The results of the analysis generalize the recursive chain calculations on which the Computer Code UCB NE 10.2 and 10.3 are based, to chains of arbitary longth in both finite and inlinite spatial geometries.
I. The Governing Equation System and its Solution Form

Consider the canonical system for \(z \in D, t>0\)
\[
\begin{align*}
& K_{1} \frac{\partial N_{1}}{\partial t}+v \frac{\partial N_{1}}{\partial z}+\lambda_{1} K_{1} N_{1}=D_{1} \frac{\partial^{2} N_{1}}{\partial z^{2}} \\
& K_{2} \frac{\partial N_{2}}{\partial \tau}+v \frac{\partial N_{2}}{\partial z}+\lambda_{2} K_{2} N_{2}=D_{2} \frac{\partial^{2} N_{2}}{\partial z^{2}}+\lambda_{1} K_{1} N_{1}  \tag{1}\\
& -\cdots-\cdots \\
& K_{i} \frac{\partial N_{i}}{\partial t}+v \frac{\partial N_{i}}{\partial z}+\lambda_{i} K_{i} N_{i}=D_{i} \frac{\partial^{2} N_{i}}{\partial z^{2}}+\lambda_{i-1} K_{i-1} N_{i-1}
\end{align*}
\]
which is to be solved for \(N_{i}=N_{i}(z, t)\), in a one-dimensional domain 0 which is either finite or infinite, for times \(t>0\). The \(D_{i}\) are the diffusion coefficients of the individual species to be specified later. All other symbols have their usual meaning. The fumctions \(N_{i}(2, t), j=1,2, \ldots\) are subject to the initial conditions
\[
\begin{equation*}
N_{i}(z, 0)=0, z \varepsilon D \tag{2}
\end{equation*}
\]
and the boundary conditions
\[
\begin{align*}
&-D_{i} E \frac{\partial N_{i}}{\partial z}+v N_{i}=v N_{i}^{0} \phi_{i}(t) \quad \text { for } z=0, t>0  \tag{3}\\
& \phi_{i}(t) \equiv 0 \text { for } t<0
\end{align*}
\]

The left hand side represents the total flux of specie \(i\) through the boundary surface \(z=0\) of \(D\) while the right hand side describes the rate of supply of specie \(i\) in terms of the abitrarily prescribed integrable functions \(N_{i}{ }^{0} \phi_{i}(t)\). These functions describe the time release of the chain members from a repository surface or waste form located at \(z=0\). \(\varepsilon\) is the porosity of the medium. In case of no advection the terms involving \(v\) are dropped from (1) and replaced by other parameters in (3) as will be discussed later. The second boundary crudition for the \(N_{i}(z, t)\) at the other boundary of \(D\) will be stated in Section il.

The general form of the equation system (1) is
\[
\begin{equation*}
\frac{K_{i}}{D_{i}} \frac{\partial N_{i}}{\partial t}+\frac{v}{D_{i}} \frac{\partial N_{i}}{\partial z}+v_{i} N_{i}=\frac{\partial^{2} N_{i}}{\partial z^{2}}+v_{i-1} N_{i-1} \text {, with } v_{0}=0, i=1,2, \ldots \tag{4}
\end{equation*}
\]
where
\[
\begin{equation*}
v_{i}=\frac{K_{i} \lambda_{i}}{D_{i}}, v_{i-1}=\frac{K_{i-1} \lambda_{i-1}}{D_{i}} \tag{5}
\end{equation*}
\]

The aim is to obtain the general (non-recursive) analytical solution for the
\[
N_{i}(z, t)
\]

On accomt of the linearity of (4), the solution for the individual chain member \(N_{i}\) can be represented as a sum of functions, which satisfy (4), and selected boundary conditions. We specify
\[
\begin{align*}
& N_{1}(z, t)=N_{1}^{(1)}(z, t) \\
& N_{2}(z, t)=N_{2}^{(1)}(z, t)+N_{2}^{(2)}(z, t)  \tag{6a}\\
& N_{3}(z, t)=N_{3}^{(1)}(z, t)+N_{3}^{(2)}(z, t)+N_{3}^{(3)}(z, t)
\end{align*}
\]
and for an arbitrary \(i^{\text {th }}\) chain member
\[
\begin{equation*}
N_{i}(z, t)=N_{i}^{\{i\}}(z, t)+\sum_{j=1}^{i-1} N_{i}^{(j)}(z, t) \tag{6b}
\end{equation*}
\]

Thus, in order to obtain the concentration of the \(i^{\text {th }}\) chain member, every function \(N_{1}^{(j)}(z, t)\) must be known. We begin with the construction of \(N_{1}^{(1)}(z, t)\). It is chosen to be a solution of (4) (with \(\nu_{0}=0\) ) which satisfies both the initial condition (2) and the boundary condition (3). This determines \(N_{1}(z, t)\). To determine \(N_{2}(z, t)\) we require two solutions of (4). \(N_{2}^{(l)}(z, t)\) is chosen so that it obeys the initial condition (2) and the homogeneous boundary condition (3) with \(\dot{N}_{2}^{\circ}=0\). This function yields the contribution to \(N_{2}(z, t)\) which is due to the radioactive decay of its precursor \(N_{1}(z, t), N_{2}^{(2)}(z, t)\) on the other hand
is chosen to satisfy the inhomogeneous boundary condition (3), as well as of course (2). But since the precursor contribution to \(N_{2}(z, t)\) is already accounted for, the inhomogeneous tem \(v_{1} N_{1}\) is not included in eq. (4) when one solves for \(\mathrm{N}_{2}{ }^{(2)}(\mathrm{z}, \mathrm{t})\). One proceeds comparably in the construction of \(\mathrm{N}_{3}(\mathrm{z}, \mathrm{t}) . \mathrm{N}_{3}{ }^{(1)}(\mathrm{z}, \mathrm{t})\) and \(N_{3}{ }^{(2)}(z, t)\) are precursor contributions stemming from chain members \(N_{1}(z, t)\) and \(N_{2}(z, t)\) respectively. Their solutions of eq. (4) satisfy homogeneous boundary concentrations, with \(N_{3}^{0}=0\), while \(N_{3}^{(3)}(z, t)\) yields the contribution to \(N_{3}(z, t)\) due to the inhomogeneous boundary condition (3), with \(N_{3}{ }^{\circ} \neq 0\). However, for the determination of \(\mathrm{N}_{3}{ }^{(3)}(z, t)\) the inhomogeneous term \(\mathrm{u}_{2} \mathrm{~N}_{2}\) is dropped from (4).

According to this decomposition of the problem, the functions \(N_{2}{ }^{(j)}(z, t)\) must satisfy the following equation system for \(z E D, t>0\)
\[
\begin{equation*}
\frac{K_{\ell}}{D_{l}} \frac{\partial N_{\ell}^{(j)}}{\partial t}+\frac{v}{D_{l}} \frac{\partial N_{\ell}^{(j)}}{\partial z}+v_{\ell} N_{\ell}^{(j)}=\frac{3^{2} N_{\ell}^{(j)}}{\partial z^{2}}+v_{\ell-1} N_{\ell-1}^{(j)}, v_{0}=0, l=1,2, \ldots i, \tag{7}
\end{equation*}
\]

The functions are subject to
\[
\begin{align*}
& N_{\ell}{ }^{(j)}(z, 0)=0  \tag{8}\\
& -D_{\ell} \varepsilon \frac{\partial N_{\ell}^{(j)}(0, t)}{\partial z}+v N_{\ell}^{(j)}(0, t)=\delta_{\ell j} N_{\ell}^{\circ} v \phi_{j}(t), j \leqslant \ell \tag{9}
\end{align*}
\]
where \(\delta_{\ell j}\) is the Kronecker delta which vanishes for \(\ell \neq j\) and is unity for \(\ell=j\). Furthernore
\[
\begin{equation*}
N_{2-1}{ }^{(j)}(z, t) \equiv 0, \text { for } \ell \leq j \tag{10}
\end{equation*}
\]
which assures that for \(2 \leqslant j\) the inhomogeneous (source) term \(v_{\ell-1} N_{\ell-1}\) vanishes. The second boundary condition which \(N_{\ell}{ }^{(j)}(z, t)\) must satisfy in \(D\) will be discussed in the next section. At this point however one can verify that the solution to equations (7) through (3) when substituted into (6) will satisfy the original equations system (1), (2), and (3) due to the linearity of the
latter equations.

\section*{II. Specification of Problems}

We now wish to specify a number of problems of practical interest which will be seen to have a common mathematical basis. For this purpose we take the Laplace transform of (7) with respect to the time variable and define
\[
\begin{equation*}
\bar{N}_{\ell}^{(j)}(z, s)=\int_{0}^{\infty} e^{-s t} N_{\ell}^{(j)}(z, t) d t ; \quad \bar{\phi}_{j}(s)=\int_{0}^{\infty} e^{-s t} \phi_{j}(t) d t \tag{11}
\end{equation*}
\]

The transform of equation (7), on utilizing the initial condition (8), yields
\[
\begin{equation*}
\frac{\mathrm{d}^{2} \overline{\mathrm{~N}}_{\ell}^{(j)}}{\mathrm{dz}^{2}}-\frac{\mathrm{v}}{\mathrm{D}_{\ell}} \frac{d \overline{\mathrm{~N}}_{\ell}^{(j)}}{\mathrm{dz}}-\left(\frac{\mathrm{K}_{\ell}}{\bar{D}_{\ell}} s+v_{\ell}\right) \bar{N}_{\ell}^{(i)}=-v_{\ell-1} \overline{\mathrm{~N}}_{\ell-1}^{(j)}, \tag{12}
\end{equation*}
\]
for \(\bar{N}_{\ell}{ }^{(j)}(z, s)\). It is convenient to remove the first order derivative term by setting
\[
\begin{equation*}
\bar{N}_{\ell}^{(j)}(z, s)=e^{\frac{v}{2 D_{\ell}} z} a_{\ell}^{(j)}(z, s) \tag{13}
\end{equation*}
\]

Then
\[
\begin{equation*}
\frac{d^{2} n_{\ell}^{(j)}}{d z^{2}}-\left[\frac{K_{\ell}}{D_{\ell}} s+v_{\ell}+\left(\frac{v}{2 D_{\ell}}\right)^{2}\right] n_{\ell}^{(j)}=-v_{\ell-1} n_{\ell-1}^{(j)} e^{-\frac{v 2}{2}\left(\frac{1}{D_{2}}-\frac{1}{D_{\ell-1}}\right)} \tag{14}
\end{equation*}
\]

With
\[
\begin{equation*}
\mu_{\ell} \equiv\left(\frac{K_{\ell}}{D_{\ell}} s+a_{\ell}\right), a_{\ell} \equiv\left[v_{\ell}+\left(\frac{v}{2 D_{\ell}}\right)^{2}\right], \gamma(\ell) \equiv \frac{v}{2}\left(\frac{1}{D_{\ell}}-\frac{1}{D_{\ell-1}}\right), \tag{15}
\end{equation*}
\]
equation (14) reduces to the compact form
\[
\begin{equation*}
\frac{d^{2} n_{\ell}^{(j)}(z, s)}{d z^{2}}-\mu_{\ell} n_{\ell}^{(j)}(z, s)=-v_{\ell-1} n_{\ell-1}(j)(z, s) e^{-\gamma(\ell) z}, j \leqslant \ell \tag{16a}
\end{equation*}
\]

This differential-difference equations system with variable coefficients is the
governing equation of our problems. Equation (10) transforms to
\[
\begin{equation*}
n_{\ell-1}{ }^{(j)}(z, s) \equiv 0 \text { for } \ell \leqslant j \tag{16b}
\end{equation*}
\]

The general solution to these equations is a matter of some complexity and will de treated later. Here we consider two special cases of (16) which describe a number of physically important models.

Case 1. We assume the dispersion coefficients of the radioactive species in the medium are equal
\[
\begin{equation*}
D_{\ell}=D \text {, for all } \ell \text {. } \tag{17}
\end{equation*}
\]

Then \(\gamma\) vanishes, removing the complicating exponential term from (16). The corresponding equation system (1) together with (2) and (3) describes the far field migration problem in the presence of advection and dispersion. For a concentration boundary condition of form of (9), the general (non-recursive) analytical solution for radioactive chains of arbitrary length i has so far not been available to us. The most extensive model to late has been the recursive three member chain in a semi-infinite domain \(D_{\infty}\) on which the computer code UCB NE 10.2 is based. In the following we shall consider two distinct far field migration problems. One of these is the nuclide migration in a (semi) infinite domain \(D_{\infty}\), the other the migration in a finite domain \(D_{f}\). Thus we need to consider appropriate boundary conditions at the second boundary joint of \(D\).

For \(D_{w}, 0 \leqslant z<\infty, N_{i}(\infty, t)\) and hence \(N_{\ell}{ }^{(j)}(\infty, t)\) together with their derivatives must vanish sufficiently strongly
\[
\begin{equation*}
\frac{d^{r}}{d z^{r}} n_{\ell}^{(j)}(z, s)=O\left(e^{-k z}\right) \text { as } z \rightarrow \infty, k>0, r=0,1,2 \ldots, \quad z \varepsilon D_{\infty} \tag{18}
\end{equation*}
\]

For the problem in \(D_{f}, 0 \leqslant 2 \leqslant 1\), a general boundary condition of Type III is specified
\[
\begin{equation*}
D \varepsilon \frac{\partial N_{i}(L, t)}{\partial z}+h\left[N_{i}(L, t)-N_{i}^{J}(t)\right]=0, t>0, \tag{19}
\end{equation*}
\]
\(h\) may be a velocity dependent parameter which describes the surface coefficient of specie transport at \(z=L\), into a medium \(z>L\) in which the \(i{ }^{\text {th }}\) specie concentration is a prescribed function \(N_{i}^{J}(t)\). The boundary position \(z=L\) can, for example, be interpreted to represent the biosphere boundary. As \(h\) is varied from 0 to \(\infty\), the flux through the boundary at \(z=\mathrm{L}\) varies from zero to an infinite value causing the specie concentration to decrease there. To express (19) in temms of the \(N_{\ell}{ }^{(j)}(z, t)\) functions, substitute the equation (6) so that
\[
\begin{equation*}
D \varepsilon \frac{\partial N_{\ell}^{(j)}(L, i)}{\partial z}+h\left[N_{\ell}{ }^{(j)}(L, t)-\delta_{\ell j} N_{\ell}^{J}(t)\right]=0, j \leqslant \ell, t>0 \tag{20}
\end{equation*}
\]

Hence the \(N_{\ell}{ }^{(j)}(z, t)\) satisfy homogeneous boundary conditions for \(j<\ell\), while \(N_{\ell}{ }^{(\ell)}(z, t)\) satisfi.os the inhomogeneous condition at \(z=1\). On taking the Laplace transform of (20) and using the trans formation (13) results finally in
\[
\begin{equation*}
\mathrm{l} \varepsilon \frac{\partial n_{\ell}^{(j)}(L, s)}{\partial z}+h_{2} n_{\ell}^{(j)}(L, s)=\delta_{\ell j} h^{-\frac{v L}{2 D}} N_{\ell}^{j}(s), j \leqslant \ell \tag{21}
\end{equation*}
\]
where
\[
h_{2} \equiv\left(h+\frac{\varepsilon v}{2}\right)
\]

Sumarizing, we have for the problem with advection in either \(D_{f}\) or \(D_{\infty}\) the governing equations (16), the Laplace transformed boundary condition at \(z=0\), i.e. equation (9),
\(-D \varepsilon \frac{\partial n_{\ell}^{(j)}(0, s)}{\partial z}+h_{1} n_{\ell}^{(j)}(0, s)=\delta_{\ell j} N_{\ell}^{\circ} v \phi_{\ell}(s), j \leqslant \ell\) where \(h_{1}=v-\frac{\varepsilon v}{2}\)
The second boundary condition is given by (18) for \(D_{\infty}\) and by (21) for \(\mathcal{D}_{f}\).
Case 2. Consider again the governing (16) but now without advection, i.e. \(v=0\). By (15) \(\gamma\) vanishes, thus removing again the variable coefficient term from the differential difference equation. For this case, the specie diffusion coefficients \(D_{\ell}\) need not be identical in order to obtain an analytical solution. The advection free formulation is applicable to the rock fracture
problem. ( 1) where one wishes to account for the diffusion of radioactive species into the rock from water filled fissures. Another possible application can be found in the analysis of the diffusive migration of radionuclide chains with small half-lives in a water saturated backfill region which surrounds a waste form ( \({ }^{2}\) ). Backfill materials, such as Bentonite, possess low permeability to water flow so that the principal mechanism of transport through the layer may occur by diffusion. In case of the rock fracture problem the demain can be either \(D_{\infty}\) or \(D_{f}\) while in the backfill problem it is \(\mathrm{O}_{\mathrm{f}}\).

At the present time there appear to be insufficient data to apply the formulation to the diffusion of specie with unequal diffusion coefficients. For this reason we conduct the analysis, assuming the radionuclides to satisfy equation (17). The solution given below can however be readily generalized to include unequal \(D_{l}\) 's if desired.

Since the boundary conditions remain of the same mathematical form as quoted in (18), (20), (21) and (22) it is seen that Case 2 is merely a special case of Case 1 obtained by setting \(v=0\) in the governing eq. (16) and assigning special values to \(h_{1}\) and \(h_{2}\) in equations (21) ara (22) as well as to their right hand side functions. In the following we shall concentrate on the solution of Case 1. Although the solution procedures of this problem in \(D_{\infty}\) and \(D_{f}\) have certain common features, it is best to present their solutions separately.
III. The Solution of the Problem in \(\mathrm{D}_{\mathrm{f}}\).

The solution of the system of equations (16) in \(D_{f}\) is constructed with help of a finite fourier transform with respect to the variable \(z\). Ne define
\[
\begin{equation*}
n_{\ell}^{(j)}\left(\beta_{m,} s\right)=\int_{0}^{L} K\left(\beta_{m}, z\right) n_{\ell}^{(j)}(z, s) d z \tag{23}
\end{equation*}
\]

The Fourier kernel \(K\left(\beta_{m}, z\right)\) satisfies the Sturm-Liouville system
\[
\begin{align*}
& \frac{d^{2} K\left(\beta_{m}, 2\right)}{d 2^{2}}+\beta_{m}^{2} K\left(\beta_{m}, z\right)=0  \tag{24}\\
& -D \varepsilon \frac{d k\left(\beta_{m}, 0\right)}{d z}+h_{1} K\left(\beta_{m}, 0\right)=0  \tag{25}\\
& D \varepsilon \frac{d K\left(\beta_{m}, L\right)}{d z}+h_{2} K\left(\beta_{m}, L\right)=0 \tag{26}
\end{align*}
\]

The \(\beta_{m}\) 's are the positive eigervalues of this system. The kernel has the form (3)
\[
\begin{equation*}
K\left(\beta_{m}, z\right)=\sqrt{2} \frac{\beta_{m} \cos \left(\beta_{m} z\right)+\alpha_{1} \sin \left(\beta_{m} z\right)}{\left\{\left(\beta_{m}^{2}+\alpha_{1}^{2}\right)\left(L+\frac{\alpha_{2}}{\beta_{m}^{2}+\alpha_{2}^{2}}\right)+\alpha_{1}\right\}^{1 / 2}} \tag{27}
\end{equation*}
\]
where
\[
\begin{equation*}
\alpha_{1}: \frac{h_{1}}{D \varepsilon}, \alpha_{2}=\frac{h_{2}}{D \varepsilon} \tag{28}
\end{equation*}
\]

The eigenvalues form a discrete, countable spectrum which is giveri by the solutions of the transcendenta! equation
\[
\begin{equation*}
\tan \left(\beta_{m} L\right)=\frac{\beta_{m}\left(\alpha_{1}+\alpha_{2}\right)}{\beta_{m}^{2}-\alpha_{1} \alpha_{2}}, m=1,2 \ldots \tag{29}
\end{equation*}
\]

If one applies the kernel to every term of equation (16) and integrates with respect to \(z\) over the interval \((0, L)\) there results in view of (23), since \(\gamma=0\),
\[
\begin{equation*}
\int_{0}^{L} \frac{d^{2} n_{\ell}^{(j)}(z, s)}{d z^{2}} K\left(\beta_{m}, z\right) d z-\mu_{i} n_{\ell}^{(j)}\left(\beta_{m}, s\right)=-v_{\ell-1} n_{\ell-1}(j){\left(\beta_{m}, s\right)} \tag{30}
\end{equation*}
\]

The integral term \(J\) yields, with integration by parts,
\[
\begin{align*}
J & \equiv \int_{0}^{L} \frac{d^{2} n_{\ell}^{(j)}(z, s)}{d z^{2}} K\left(\beta_{m}, z\right) d z=\left\{K\left(\beta_{m}, z\right) \frac{d n_{\ell}^{(j)}(z, s)}{d z}\right. \\
& \left.\left.-n_{\ell}^{(j)}(z, s) \frac{d K\left(\beta_{m}, z\right)}{d z}\right\}\right]_{z=0}^{z=L} \tag{31}
\end{align*}
\]

By (25), (26) and (28)
\[
\begin{equation*}
\frac{d K\left(\beta_{m}, 0\right)}{d z}=\alpha_{1} K\left(\beta_{m}, 0\right) ; \frac{d K\left(\beta_{m}, L\right)}{d z}=-\alpha_{2} K\left(\beta_{m}, L\right) \tag{32}
\end{equation*}
\]
so that
\[
\begin{align*}
J= & K\left(\beta_{m}, L\right)\left\{\begin{array}{l}
\left.\frac{\operatorname{mn}_{\ell}{ }^{(j)}(L, s)}{d z}+\alpha_{2} n_{\ell}^{(j)}(L, s)\right\} \\
\\
\\
\\
-K\left(\beta_{m}, 0\right)\left\{\frac{d n_{\ell}{ }^{(j)}(0, s)}{d z}-\alpha_{1} n_{\ell}{ }^{(j)}(0, s)\right\}-\beta_{m}{ }^{2} n_{\ell}{ }^{(j)}\left(\beta_{m}, s\right)
\end{array}\right. \tag{33}
\end{align*}
\]

On applying equations (21) and (22) together with (28) results in
\[
\begin{align*}
J= & K\left({ }_{m}^{n}, L\right) \delta_{\ell j} \frac{h}{D E} e^{-\frac{v L}{2 D}} N_{\ell}^{J}(s)+K\left(\beta_{m}, 0\right) \delta_{\ell j} N_{\ell}^{0} \frac{v}{D E} \phi_{\ell}(s)- \\
& -\beta_{m}^{2} n_{\ell}{ }^{(j)}\left(\beta_{m}, s\right) . \tag{34}
\end{align*}
\]

When this is substituted into (30), one obtains the difference equation
\[
\begin{equation*}
n_{\ell}^{(j)}\left(\beta_{m}, s\right)=\left\{v_{\ell-1} n_{\ell-1}^{(j)}\left(\beta_{m}, s\right)+\delta_{\ell j} g_{\ell}\left(\beta_{m}, s\right)\right\} \frac{1}{\beta_{m}^{2}+\mu_{\ell}}, j \leqslant \ell \tag{35}
\end{equation*}
\]
where
\[
\begin{equation*}
g_{\ell}\left(\beta_{m}, s\right) \equiv \frac{k\left(\beta_{i n}, L\right)}{\|_{\varepsilon}} h e^{-\frac{v L}{2 D}} N_{\ell}^{1}(s)+\frac{K\left(\beta_{m}, 0\right)}{D \varepsilon} N_{\ell}^{0} v \phi_{\ell}(s) . \tag{36}
\end{equation*}
\]

Equation (lob) transforms to
\[
\begin{equation*}
n_{\ell-1}^{(j)}\left(B_{m}, s\right)=0, \ell \leqslant j \tag{37}
\end{equation*}
\]

Equation (35) is solved in a recursive manner by setting \(\mathbf{j}=1\) and letting \(\ell\) run from \(\ell=1\) to \(\ell=\mathbf{i}\). This process is repeated for \(j=2,3, \ldots i\) in order to obtain the solution for the \(\mathbf{i}\) nuclides of the chain.

Starting with \(j=1\), and letting \& run through the values \(1,2, \ldots i\), one takes from (37) \(n_{0}{ }^{(1)}\left(\beta_{m}, s\right)=0\), so that (35) yields
\[
\begin{aligned}
& n_{1}^{(1)}\left(\beta_{m}, s\right)=\frac{g_{1}\left(\beta_{m}, s\right)}{\beta_{m}^{2}+\mu_{1}} \\
& n_{2}^{(1)}\left(\beta_{m}, s\right)=\frac{v_{1} n^{(1)}\left(\beta_{m}, s\right)}{\beta_{m}^{2}+\mu_{2}}=\frac{v_{1} g_{1}\left(\beta_{m}, s\right)}{\left(\beta_{m}^{2}+\mu_{1}\right)\left(\beta_{m}^{2}+\mu_{2}\right)}
\end{aligned}
\]
\[
\begin{equation*}
n_{i}^{(I)}\left(\beta_{m}, s\right)=\frac{v_{1} v_{2}--v_{i-1} g_{1}\left(\beta_{m}, s\right)}{\left(\beta_{m}^{2}+\mu_{1}\right)\left(\beta_{m}^{2}+\mu_{2}\right)--\left(\beta_{m}^{2}+\mu_{i}\right)} \tag{38}
\end{equation*}
\]

Next one takes \(\mathrm{j}=2\) and lets \& run through the values \(1,2,3, \cdots, i\). From (37) one has \(n_{1}{ }^{(2)}\left(\beta_{m}, s\right)=0\). Hence (35) yंields
\[
\begin{aligned}
& \mathrm{n}_{2}{ }^{(2)}\left(\beta_{m}, s\right)=\frac{g_{2}\left(\beta_{m}, s\right)}{\beta_{m}{ }^{2}+\mu_{2}} \\
& n_{3}{ }^{(2)}\left(\beta_{m}, s\right)=\frac{v_{2} n_{2}{ }^{(2)}\left(\beta_{m}, s\right)}{\beta_{m}^{2}+\mu_{3}}=\frac{v_{2} g_{2}\left(\beta_{m}, s\right)}{\left(\beta_{m}{ }^{2}+\mu_{2}\right)\left(\beta_{m}{ }^{2}+\mu_{3}\right)} \\
& \ldots \ldots-\ldots-\ldots-\ldots-\ldots
\end{aligned}
\]
\[
\begin{equation*}
n_{i}^{(2)}\left(\beta_{m}, s\right)=\frac{v_{2} v_{3}--v_{i-1} g_{2}\left(\beta_{m}, s\right)}{\left(\beta_{m}^{2}+\mu_{2}\left(B_{m}^{2}+\mu_{3}\right)--\left(\beta_{m}^{2}+\mu_{i}\right)\right.} \tag{39}
\end{equation*}
\]

Continuing in this manner one shows that in general,
\[
\begin{equation*}
n_{i}^{(j)}\left(\beta_{m,} s\right)=\frac{A_{i}^{(j)} g_{j}\left(\beta_{m}, s\right)}{i}\left(B_{m}^{2}+\mu_{n}\right) \quad, i>j \tag{40}
\end{equation*}
\]
where
\[
\begin{equation*}
A_{i}^{(j)}=\stackrel{i-1}{\pi=j} \tag{41}
\end{equation*}
\]
while for \(j=i\) one has
\[
\begin{equation*}
n_{i}^{(i)}\left(\beta_{m}, s\right)=\frac{g_{i}\left(\beta_{m}, s\right)}{\beta_{m}^{2}+\mu_{i}} \tag{42}
\end{equation*}
\]

Equations (40)-(42) represent the solution of the difference equation (35)-(37). We turn next to the Laplace inversion process with respect,, the \(t\) variable. By (1.5), with \(D_{n}=D\),
\[
\begin{equation*}
\beta_{m}^{2}+\mu_{n}=\frac{K_{n}}{D}\left(s+\alpha_{n}\right) \tag{43}
\end{equation*}
\]
where
\[
\begin{equation*}
\alpha_{n}=\frac{D}{K_{n}}\left(\beta_{m}^{2}+a_{n}\right) \tag{44}
\end{equation*}
\]

Hence (40) becomes
\[
\begin{equation*}
n_{i}^{(j)}\left(\beta_{m}, s\right)=\frac{D}{K_{i}} c_{i}(j) \frac{g_{j}\left(\beta_{m}, s\right)}{\substack{\pi \\ i=j}}\left(s+\alpha_{n}\right), \tag{45}
\end{equation*}
\]
with
\[
\begin{equation*}
C_{i}^{(j)}=\frac{A_{i}^{(j)}}{\substack{\pi=1 \\ n=j}}\left(\frac{K_{n}}{D}\right) \quad \underset{\substack{i-1 \\ n=j}}{\lambda_{n}} \tag{46}
\end{equation*}
\]

Now the inverse of \(\left(\underset{n=j}{i}\left(s+a_{n}\right)\right)^{-1}\) is
\[
\begin{equation*}
L^{-1}\left\{\frac{1}{\substack{i \\
n=j}}\left(s+\alpha_{n}\right)\right\}=\sum_{n=j}^{i} \frac{e^{-\alpha_{n} t}}{\substack { i \\
\begin{subarray}{c}{r=j \\
r \neq n{ i \\
\begin{subarray} { c } { r = j \\
r \neq n } }} \tag{47}
\end{equation*}
\]

If one applies the convolution theorem to \(g_{j}\left(\beta_{m}, t\right)\) and \(e^{-\alpha_{n} t}\), equations (40) and (41) yield, with the * symbol denoting the convolutica integral,
\[
\begin{align*}
& n_{i}^{(j)}\left(\beta_{m}, t\right)=\frac{D}{K_{i}} C_{i}(j) \sum_{n=j}^{i} \frac{g_{j}\left(\beta_{m}, t\right)^{*} e^{-\alpha_{n} t}}{\sum_{n=j}^{\pi}\left(\alpha_{r}-\alpha_{n}\right)}, i>j  \tag{48}\\
& n_{i}^{(i)}\left(\beta_{m}, t\right)=\frac{D}{K_{i}} g_{i}\left(\beta_{m}, t\right) *^{-\alpha_{i} t} \tag{49}
\end{align*}
\]

This is followed by the Fourier inversion with respect to the \(z\) variable. The inverse transform of (23) is given by (with \(\ell\) now replaced by \(i\) in \(n_{\ell}{ }^{(j)}\) ),
\[
\begin{equation*}
n_{i}^{(j)}(z, t)=\sum_{m=1}^{\infty} K\left(\beta_{m}, z\right) n_{i}^{(j)}\left(\beta_{m}, t\right), i \geqslant j \tag{50}
\end{equation*}
\]

The \(n_{i}{ }^{(j)}\left(\beta_{m}, t\right)\) in the summation are taken from equations (48) and (49). The inversio:: can be shown to be valid if \(n_{i}{ }^{(j)}(z, t)\) is continuous and satisfies Dirichlet conditions on \(0 \leqslant z \leqslant L\) with \(t\) in the domain \(t>0\). From (44) one separates the \(\beta_{m}{ }^{2}\) dependence as follows
\[
\begin{equation*}
\alpha_{n}-\alpha_{r}=\Gamma_{r n} \beta_{m}^{2}+\gamma_{r n} \tag{51}
\end{equation*}
\]
where
\[
\begin{equation*}
\Gamma_{\mathrm{rn}}=D\left(\frac{1}{K_{\mathrm{n}}}-\frac{1}{K_{\mathrm{r}}}\right), \gamma_{\mathrm{rn}}=\left[\left(\gamma_{\mathrm{n}}-\gamma_{\mathrm{r}}\right)-\left(\frac{\mathrm{v}}{2 \mathrm{D}}\right)^{2} \Gamma_{\mathrm{rn}}\right] \tag{52}
\end{equation*}
\]

There results with (48), (51), on substitution into (50), the inverse function
and for \(\left.n_{i}{ }^{(i)} r_{z}, t\right)\) from (49) and (50),
\[
\begin{equation*}
n_{i}^{(i)}(z, t)=\frac{D}{K_{i}} \sum_{m=1}^{\infty} K\left(\beta_{m}, z\right) g_{i}\left(\beta_{m}, t\right)^{*} e^{-\alpha_{i} t} \tag{54}
\end{equation*}
\]

On re-introducing the exponential multiplier of (13) into the last two equations, one obtains all component parts of the solution for the chain member \(N_{i}(z, t)\). Their substitution into (6b) yields the general (non-recursive) solution in \(D_{f}\),

It is readily verified that the dimensional terms in these equations have the following units (cgs)
\[
\begin{aligned}
& K_{1}\left(\beta_{m}, z\right)=\left[c m^{-1 / 2}\right], g_{j}\left(\beta_{m}, t\right)=\left[\frac{g m}{(\mathrm{~cm})^{9 / 2}}\right], *=[\mathrm{sec}], \alpha_{j}=\left[\frac{1}{\sec }\right] \\
& c_{i}(j)=\left[(\mathrm{sec})^{j-i}\right], \Gamma_{m}=\left[\frac{\mathrm{cm}^{2}}{\sec }\right], \beta_{m}^{2}=\left[\frac{1}{\mathrm{~cm}^{2}}\right], \gamma_{m}=\left[\frac{1}{\sec }\right], D=\left[\frac{\mathrm{cm}^{2}}{\sec }\right]
\end{aligned}
\]

It follows from this that \(N_{i}(z, t)=\left[\frac{\mathrm{gm}^{3}}{\mathrm{~cm}^{3}}\right]\), as required.
The form of the solution (55) does not explicitly exhibit the steady state form of the solution \(N_{i}(z, \infty)\). This limiting form is contained in the convolution time integrals and i.t results on letting \(t \rightarrow \infty\). Alternately if one sets \(s=0\) in (45) (for \(i>j\) ) and proceeds with the Fourier inversion with respect to \(z\), following the indicated steps, one is led to \(N_{i}(z, \infty)\). The resulting 'nries can in some instances be summed in terms of elementary functions. IV. The Solution of the Problem in \(D_{\infty}\).

The solution of the system of equations (16) in \(D_{\infty}\) follows along similar steps to that given in section III. In order to exhibit the correspondence of the solution method with the previous work we indicate corresponding equations by a dash mark.

We introduce an (infinite) Fourier transform with respect to the 2 visiable
\[
\begin{equation*}
n_{\ell}^{(j)}(p, s)=\int_{0}^{\infty} k(p, z) n_{\ell}^{(j)}(z, s) d z \tag{231}
\end{equation*}
\]

The Fourier kernel \(K(p, z)\) satisfies
\[
\begin{align*}
& \frac{d^{2} K(p, z)}{d z^{2}}+p^{2} K(p, z)=0 \quad 0 \leqslant z<\infty \\
& -D \varepsilon \frac{d K(p, 0)}{d z}+h_{1} K(p, 0)=0
\end{align*}
\]
and instead of (26), \(K(p, z)\) satsfies a boundedness condition as \(z \rightarrow \infty\). The solution to this problem is given by (3)
\[
K(p, z)=\cdot \sqrt{\frac{2}{\pi}} \frac{\operatorname{pcos}(p z)+\alpha_{1} \sin (p z)}{\left\{p^{2}+\alpha_{1}^{2}\right\} 1 / 2}
\]
\(p\) replaces the eigenvalues \(\beta_{m}\) in (24), and it represents a continuous spectrm of range \(0 \leqslant p<\infty\). One now transforms (16) with help of (23'). This leads to a set of equation steps comparable to (30)-(35), except that \(L\) is replaced by ( \(\infty\) ). On account of the boundedness of \(K(p, z)\) and its derivative and in view of (18) the contribution to \(J\) at \(z=\infty\) vanishes leaving us with
\[
n_{\ell}^{(j)}(p, s)=\left\{v_{\ell-1} n_{\ell-1}^{(j)}(p, s)+\delta_{\ell j} g_{\ell}(p, s)\right\} \frac{1}{p^{2}+\mu_{\ell}}-, j \leqslant \ell
\]
where
\[
g_{\ell}(p, s)=\frac{K(p, o)}{D \varepsilon} N_{\ell}^{0} h_{1} \phi_{\ell}(s)
\]
and
\[
\mathrm{n}_{\ell-1}(\mathrm{j})(\mathrm{p}, \mathrm{~s})=0, \ell \leqslant j
\]

The steps of the solution of the difference equation (35') are identical to those in section III leading, on inverting with respect to \(t\), to equations (48), (49) with \(\beta_{m}\) replaced by p. However, the Fourier inversion with respect io \(z\) is in place of (50) given by
\[
\mathbf{n}_{i}^{(j)}(z, t)=\int_{0}^{\infty} K(p, z) n_{i}^{(j)}(p, t) d p, i \leqslant j
\]

Hence all steps between equations (51) to (55) remain unchanged except for the replacement of \(\beta_{m}\) by \(p\) and that of the summation \(\sum_{m=1}^{\infty}\) by \(\int_{0}^{\infty}() d p\). The result is the general (non-recursive) solution in \(0_{\infty}\),

\(0 \leqslant z<\infty, t>0, i=1,2, \ldots\)
with \(g_{i}(p, t)\) prescribed by ( \(36^{\prime}\) ). One verifies by dimensional arguments of the right hand side of (55') that \(N_{i}(z, t)=\left[\begin{array}{l}\left.\frac{\mathrm{gm}^{3}}{\mathrm{~cm}^{3}}\right]\end{array}\right]\).
V. The Advective-Dispersive Far Field Migration of Radionuclide Chains in \(D_{f}\)

We illustrate the theory with an application of the diffusive and advective transport of radionuclide chains in the finite \(\operatorname{span} D_{f}: 0<z<L\). It is assumed that the chains orginate at the repository voundary \(z=0\). Subject to a release rate, which is a particular form of (3) i.e.
\[
\begin{equation*}
N_{i}(0, t)=N_{i}^{0} \phi_{i}(t), \quad t>0 \quad i=1,2, \ldots \tag{56}
\end{equation*}
\]

At the biosphere boundary
\[
\begin{equation*}
N_{i}(L, t)=0, t>0, i=1,2 \ldots \tag{57}
\end{equation*}
\]

These boundary conditions are special cases of (3) and (19) for which the original proble.i was solved. By specializing the parameters in the previous section III, the solution to the present problem is obtained by a limiting procedure.

First the Kernel unction \(K\left(\beta_{m}, z\right)\) is constructed from the ecquation system (24) to (20) with homogeneous boundary conditions of Type I. The comparison shows that in the present case \(D=0\) in (25), (26), so that \(\alpha_{1}=\alpha_{2}=\infty\) in (28).

With this (27) yields in the limit the kernel function
\[
\begin{equation*}
K\left(\beta_{m}, z\right)=\sqrt{\frac{2}{i}} \sin \left(\beta_{m} z\right) \tag{58}
\end{equation*}
\]

The eigenvalues \(\beta_{\mathrm{m}}\) are determined from (29) which reduces to
\[
\begin{equation*}
\sin \beta_{m} L=0 \tag{59}
\end{equation*}
\]
with the positive solutions
\[
\begin{equation*}
B_{m}=\frac{m \pi}{L}, m=0,1,2, \ldots . \tag{60}
\end{equation*}
\]

Now the theory developed in Section III, and specifically the set of equation
(31) to (35), assumes that rhe boundary condition for \(K\left(B_{m}, z\right)\) at \(z=0\) and \(z=L\) are of Type III, i.e. of the form of (25), (26)
\[
\begin{align*}
-D \varepsilon \frac{d K\left(\beta_{m}, 0\right)}{d z}+h_{1} K\left(\beta_{m}, 0\right) & =0  \tag{61}\\
D \varepsilon \frac{d K\left(\beta_{m}, L\right)}{d z}+h_{2} K\left(\beta_{m}, L\right) & =0
\end{align*}
\]

Since in the present case the boundary conditions are of Type \(I\) and thus do not involve the derivative term, one must furially make the following limiting replacements in (36)
\[
\begin{equation*}
\frac{K\left(\beta_{m}, L\right)}{D \varepsilon}=-\frac{1}{h_{2}} \frac{d K\left(\beta_{m}, L\right)}{d z} ; \frac{K\left(\beta_{m}, 0\right)}{D E}=\frac{1}{h_{1}} \frac{d K\left(\beta_{m}, 0\right)}{d z} \tag{62}
\end{equation*}
\]

Further, a comparison of (57) with (19) shows that \(N_{i}^{J}(t) \equiv 0\) so that \(N_{l}^{1}(s) \equiv 0\). This leaves only the second term in (36) which reduces with the above to
\[
\begin{align*}
& \mathrm{g}_{\ell}\left(\beta_{\mathrm{m}}, s\right)=\frac{\mathrm{dk}\left(\beta_{\mathrm{m}}, 0\right)}{\mathrm{dz}} N_{\ell}^{0} \phi_{\ell}(s) \\
& \quad=\sqrt{\frac{2}{L}} \beta_{m} N_{l}^{0} \phi_{\ell}(s) \tag{63}
\end{align*}
\]

With \(k\left(\beta_{m}, z\right)\) and \(g_{i}\left(\beta_{m}, t\right)\) determined the solution of the problem is given by (55).

The quantity of principal interest is the specie transport through the biosphere boundary at \(z=\mathrm{L}\) which in view of (57) reduces to
\[
\begin{equation*}
\dot{m}_{i}(t)=-D e \frac{\partial N_{i}(L, t)}{\partial z} \tag{64}
\end{equation*}
\]
which will be investigated in the future.
As a second application consider the transport of the radionuclide chains by diffusion only, so that \(v=0\) in (55). Aside from the term \(e^{\frac{V L}{2 D}}\) being replaced by unity, one mist delete the term \(\left(\frac{v}{2 D}\right)^{2}\) in the expression for \(a_{\ell}\) in (15). Recall that \(\gamma(\ell) \equiv 0\). For the present boundary condition (56) a comparison with (22) shows that \(v\) can formally be set to unity so that no further changes are needed in (55) other than those mentioned.
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