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Abstract 

• The method of two pion interferometry wu used to obtain source-size and lifetime param­
eters for the pions produced in heavy ion collisions. The systems used were 1.70 • A GeV 
w Fe + Fe, 1.82 • A GeV *°Ar + KC1 and 1.54 • A GeV M Nb + Nb, allowing for a search 
for dependences on the atomic number. Two acceptances (centered, in the lab., at ~ 0* 
and 45*) were used for each system, allowing a search for dependences on the viewing 
angle. 

The correlation functions were calculated by comparing the data samples to back-
ground (or reference) samples made using the method of event mixing, where pions from 
different events are combined to produce a data sample in which the Bose-Einstein corre­
lation effect is absent. The effect of the correlation function on the background samples is 
calculated, and a method for weighting the events to remove the residual correlation effect 
is presented. The effect of the spectrometer design on the meuured correlation functions 
is discussed, as are methods for correcting for these effects during the data analysis. 

The form of the correlation function fit allowed the source to have different radius pa* 
rameters in the direction perpendicular to the beam and parallel to the beam (although 
the source was assumed to be cylindrically symmetric about the beam axis). The source 
parameters show an oblate source (e.g., Rx > R\\) for the lighter systems and an approxi­
mately spherical source for the heaviest system. When the two acceptances are compared 
system by system, R± for the 0* acceptance agrees with Rx for the 45 s acceptance, 
whereas R\\ is smaller in the 45* acceptance than in the 0* acceptance. The dependence 
on atomic number shows that Ax •> essentially constant and ify shows a large dependence 
on atomic number. Fits where Rx was forced to equal Ry were made for all systems in 
the 45* acceptance and the Ar + KC1 data are compared to earlier measurements made 
on the same system with a similar acceptance. Cuts imposed on the pions' momenta show 
no evidence for source size dependence on pion momentum. 
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Chapter 1 

Introduction 

This thesis is a measurement of the size of the pion emitting region in a heavy ion colli­
sion. The measurement was made using intensity interfeiometry, which is based on the 
interference of identical particles due to the Bose-Einstein symmetrization of the wave 
function. The large data sample sizes in this experiment allowed dropping the assumption 
that the size of the source measured parallel to the beam is equal to the size of the source 
measured perpendicular to the beam. The systems used were 1.82 • A GeV ^Ar + KCi, 
1.70 - A GeV *«Fe + Fe and 1.54 • A GeV M Nb + Nb,1 allowing comparison of the data 
with existing Ar + KCI data[l], and a search for effects depending on the size of the nuclear 
system. The identical particles used were negative pions.2 Two different acceptances 
were used for each system, centered at 0* (in the laboratory and the nucleus-nucleus 
center of mass) and at 45* in the laboratory, which is approximately 90 s in the center of 
mass, allowing a search for effects depending on the viewing angle. The data samples for 
Fe + Fe, Nb + Nb (fe* both acceptances) and for the 0* Ar + Ar, allowed cuts to be 
made as a function of pion momentum, allowing a search for effects depending on pion 
momentum. Equal mass target and projectile were used for all systems so that the rest 
frame of the pion source is the same as the nucleus-nucleus center of mass. 

The high statistics available for this experiment made necessary a careful analysis of 
the spectrometer's effect on the measured correlation function, and a description of the 

'The aotatioa "1.54 • A GeV" it wed to dcaote "1.54 G«V per aadeoa", the total eaerjy of the aadeaa 
ia thea 1.54 x A ia aaiu of GcV, where A it the atomic aaraber. 

: Although pioa* were wed, «ay ideatical baeoaa could be —en. Aa aaalogoaa effect exiat* for Fermi-
Dirac particla. 

1 



CHAPTER 1. INTRODUCTION 2 

hardware and software is given, along with the methods used to correct for the effect 
during the data analysis. For the same reason, a detailed analysis is made of the method 
used to generate the background, or reference sample and an existing method was modified 
to give higher accuracy. 

Included here is a discussion of the terminology of two pion correlations as used in 
relativistic heavy ion physics. The word "background" is usually understood to mean 
everything but the signal desired. In high energy physics this would mean everything but 
the pions, since particle identification is a concern. In this experiment, the particle iden­
tification is much easier because pions are the only negative particles that are abundantly 
produced in a nuclear collision at this energy, and it is common to assume that anything 
that is negatively charged is a negative pion. For positive particles, the only contaminants 
that are likely are protons and, for the energy ranges of interest and the flight path of 
this spectrometer, it is possible to distinguish between the pions and protons on the basis 
of time of flight. Therefore, the "background" sample has come to mean the data sam­
ple with only the effect that we are trying to measure (the Bose-Einstein correlations) 
removed. In high energy physics experiments this sample has been called the "reference 
sample". 

The "real" sample is used here to mean the data sample that includes the Bose-
Einstein correlations and other effects. It is the data sample that is measured in the 
experiment. The correlation function is then the ratio of the "real" sample to the "back­
ground" sample, since the real sample includes all effects, and the background sample 
includes all effects except for the Bose-Einstein correlations. 

1.1 Organization 

The organization of this thesis is as follows: 
Chapter 2 is a review of the experimental and theoretical developments that predate 

this thesis, both in heavy ion collisions and other collisions. 
Chapter 3 is a discussion of the theories of nuclear collisions, explaining the motiva­

tions for particle-particle correlation experiments, and a derivation of the Bose-Einstein 
correlation effect. 

Chapter 4 describes the apparatus. The locations of the major components of the 
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spectrometer are given so that the acceptance can be reproduced in detail. 
Chapter 5 describes the track-finding and particle identification algorithms and their 

effects on the observed correlation function. Also described are a series of cuts made on 
both the real and the background data so these effects are present in both data samples 
and hence cancel out when the correlation function is calculated. The chapter concludes 
by describing how the momenta of the tracks are calculated from the wire chamber data. 

Chapter 6 describes how the background is calculated from the real data using the 
method of event mixing. A detailed calculation is made to show that, even though the 
Bote-Einitein correlations are removed through event mixing, the observed but discarded 
pions affect the momentum spectra of the remaining pions (this is known as residual 
correlation). A method is developed where the events are weighted to approximately 
remove the residual correlation effect. An iterative procedure is developed where the 
approximate weights are used to calculate more accurate weights, which can be repeated 
until the desired accuracy is reached. The chapter concludes with a discussion of the 
techniques used to fit the correlation function to the data and the methods used to estimate 
the quality of the fit. 

Chapter 7 begins by presenting the results of fits to a Monte Carlo simulation of 
the experiment. The pion pairs were generated so that their momenta were correlated 
using the same functional form at was used for the fit correlation function, with source-
size parameters typical of those measured in this experiment. The pion paths in the 
spectrometer were then simulated, which allowed for the simulation of the spectrometer's 
acceptance, and for using the usual data analysis stream on the simulated pion tracks. 
Comparison of this simulated data with the measured data allows determination of which 
features are due to the spectrometer's acceptance (which the Monte Carlo simulates, and 
hence these features are present in the Monte Carlo fits) and which features are due to 
novel physics (which the Monte Carlo lacks, and hence the Monte Carlo fits will lack). 
Typical fits for the data are shown in detail and the parameters are given for all fits, 
including fits for which R± • R\\ was forced, which can be compared to earlier results 
(where this was assumed). The results of the earlier experiments and the results of this 
experiment are discussed. 

Chapter 8 discusses future experimental and theoretical needs. 
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1.2 Notation 

In this thesis the convention has been adopted of using math italic lower case letters (e.g., 
x) for scalar*, math italic lower case letters with arrows (e.g., x) for three-vectors, and 
bold face capital letters (e.g., X) for four-vectors. In this convention the notation for the 
four-vector momentum and location are 

P « (?,E) 

X - (f,i) 

There are some important scalars that have been given capital letters to distinguish 
them from the run-of-the-mill scalars. These scalars include Rx, R\\ (which are cor­
relation function parameters), Cj, also denoted Cy, (which is used for the correlation 
function), A (which is used for normalisations), and N (which is used as the number of 
events in the experiment). 

In this thesis, except for Section 5.3 on effective edge track finding, Q = (f,<?o), will 
be used for the momentum-energy difference of the two pions in the event. In Section 5.3, 
q will be used for the particle's charge. The notation Ax, where x is a meuured quantity, 
is used for the uncertainty in x. Throughout this thesis the notation J. (and ||) will mean 
the components of a vector perpendicular (and parallel) to the axis through the collision 
defined by the beam axis. Note that some authors use the same symbols for other reference 
axes. 



Chapter 2 

Historical Review 

2.1 Photon-Photon Correlations 
The earliest mention of identical particle correlations is that of Hanbury-Brown, Jennison 
and Das Gupta in 1952[2]. They discuss the results of using intensity interferometry to 
measure the angular sizes of radio sources. A later paper[3] presents the theoretical 
motivation behind th* first paper, based on electromagnetic theory. The description of 
the apparatus in the second paper is: 

"Two aerials A and B feed two independent receivers tuned to the same fre­
quency with identical band-pass characteristics. The output of each receiver 
is rectified in a square-lav detector and is fed to a low-frequency band-pass 
filter. The outputs Si{t), 5](() of these filters are combined in a correla­
tor .. .(emphasis in the original]" 

All of the components necessary for a particle correlation experiment are present — two 
detectors at different locations counting the number of particles (radio-frequency photons) 
arriving from an extended source. Here the energy of the photons is fixed; the receiver 
separation must be varied to find the source size. 

Intensity interferometry is based on the comparison of the intensity of the electro­
magnetic waves, not the interference of the waves, so the same theory can be applied to 
light to produce an interferometry experiment that does not require that the beams of 
light be brought together to interfere. This is not too surprising since one can reason that 

5 



CHAPTER 2. HISTORICAL REVIEW 6 

if intensity interferometry works for radio-frequency photons it should also work for light 
photons, the only difference being the technical one of particle detection. So Hanbury-
Brown and Twiss adapted their theory for light[4] and used the intensity interferometry 
of light to measure stellar diameters. They also improved their resolution by the ratio 
of the wavelengths (although they could no longer detect the same stars as before). It 
is interesting to note that the mirrors used in the detectors did not have to be of good 
optical quality since one does not have to resolve the star very well in order to be able to 
count the pLotons coming from It. 

Although Hanbury-Brown and Twiss could have used photons in their reasoning, they 
instead used the fact that photomultiplier tubes are square-law devices, like their radio de­
tectors were. In 1943, Glauber[5] developed the quantum theory of optical coherence and 
showed that the Hanbury-Brown—Twiss effect was due to photon-photon correlations in 
incoherent sources. He also showed that for coherent sourceŝ  the effect was absent. This 
was experimentally verified in 1965 by Armstrong and Smith[6), when they demonstrated 
that for a solid-state laser, driven above the lasing threshold,3 ' the Hanbury-Brown— 
Twiss effect was absent. They also found that for the laser driven below the threshold, 
where it will behave similarly to ordinary thermal sources, the effect is present. For very 
low drivirj currents, the effect begins to disappear, because .the probability of two photons 
being in the system at the same time is small. 

2.2 Particle-Particle Correlations 

A few years after the first photon-photon correlation experiments, Goldhaber, Goldhaber, 
Lee and Pais[7] rediscovered intensity interferometry while measuring the opening angles 
of pions produced in pjS collisions in a bubble chamber.3 Their analysis interpreted 
the probability of emission at varying opening angles as the effect of the Bose-Einstein 
symmetrisation of the pionic wave functions, and the size of the thermal source involved in 
the pion emission. They calculated the number of pions as a function of the opening angle 

'Here the deKaitioa of cohereat is (probability fat a photos ia state t aid a paotoa ia state j)7 » 
(probability for a photos ia state i) x (probability for a paotoa ia lUtt j). A more geaeral defiaitioa aad 
deftaitioas for hither levels of cohsrtace (iavolviaa; M K pkotoaa) art (ivta ia [5]. 

aTh« pariieter ased to coatrol the laser ia this experiaMat waa the carrtat throagh the diode jaactioa. 
3 Foe note details ooacctaiag particle-particle correlations see [8]. 
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for various source sizes to compare to their data; the concept of a correlation function was 
not in use at that time. 

In the 1970's Kopylov and Podgoretskii[9], Shuryak[10] and Cocconi[ll] proposed to 
analyze the data in terms of a correlation function, where the ratio of the number of 
particles with Bose-Einstein correlations (or Fermi-Dirac anticorrelations) to the number 
of particles with out such correlations is plotted as a function of the momentum difference 
of the particles. This started two discussions; the first concerns the proper background 
(or reference) sample (e.g., the sample without the correlations or anticorrelations), and 
the second concerns the proper functional form to use for the correlation function that is 
to be fit to the data. A list of the popular functional forms and conversion factors was 
given in a recent article{12]. 

There are several plausible schemes for calculating the background data sample, some 
of them are: 

1. Use t.he relative momentum spectrum from the unlike-sign particles (this is done 
mainly for experiments using pions). 

2. Use the relative momentum spectrum of two like-sign particles coming from different 
events. 

3. Vft the relative momentum spectrum of two unlike-sign pions coming from different 
events. 

4. Use the relative momentum spectrum from theoretical calculations that include all 
of the collision dynamics except for the Bose-Einstein correlations. 

The first method has problems with resonances contributing to the unlike-sign particle 
spectrum differently than to the like-sign particle spectrum. This method is commonly 
used in high energy experiments where particles of both charge are detected, the effect 
of resonances can be cut out, and conservation of energy and momentum is a concern. 
The second method has problems with momentum and energy conservation violations, 
and residual correlations4 appearing in the pseudo-events. This method has been used in 
heavy ion collisions where the momentum-energy violations generated are small since the 

'See [1] oc Chapter S, tki» thwis. 
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pions carry only a small part of the total momentum and energy of the nuclear collision. 
The third method combines the first and second methods. The role of resonances will be 
different in this method than in the first method, a possible advantage. The last method 
has the difficulty of requiring that almost everything must be known about vita collision 
dynamics before the experiment is done. This was the method used in [7], in a form 
involving integration over many variables. 

Work on pp" two pion correlations led to additional papers[13, 14] that provided in­
creasingly detailed analysis of the data and uncertainties. These papers serve to point 
out how difficult it is to generate a good background (or reference) data set. A later 
paper(15] showed, by Monte Carlo simulations, that one of the methods used to generate 
the background data sets (that of shuffling the components of the momenta transverse 
to the beam) can induce correlations in the background data, which will obscure the 
correlations in the measured data. 

The Mark II collaboration(16, 17, 18, 19] has studied Bose-Einstein correlations at 
SPEAR and PEP finding only small variations in the parameter 0, where the functional 
form for the correlation function was C3(Q) = 1 + ae -"G\ from 4-7 GeV (SPEAR) 
to 29 GeV (PEP). In this parsmeteris&tiss, Q in the invariant momentum difference 
(Q * V ^ D i 0 is the size of the correlation and a is the strength of the correlation 
(analogous to A in Chapter 3 of this thesis). A recent paper[20] has proposed that because 
of the correlation between the momentum of the particle and its emission point in this type 
of collision, the source size as measured will reflect the momentum-position correlation 
effects and will not show the size of the pion emitting source. However, the apparent 
source size provides information on particle production in the collision process(20].s 

2.3 Particle Correlations in Nuclear Collisions 

In nuclear collisions, there is a length scale present other than that induced by the 
position-momentum correlation, that of the nuclear diameter.' It is thought that the 
source size will reflect the motion of the hot nuclear matter formed in the early stages of 
the collision. It was hoped that the pion source size would reveal what the nuclear matter 

*Foc M I C detail* coacttaiBf kigk energy iateractioM ate [18]. 
•For more detail* coaceraii| heavy ioa collUioM *•* [21]. 
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density was at "freeze out" — the moment that nucleons were far enough apart and cool 
enough that the interaction phase of the collision could be considered to be over. Another 
area of interest was the hoped-for ability to determine if coherent emission of pions was 
taking place in the collision (pion condensation), producing the pion equivalent of a laser. 

A series of experiments was conducted at the streamer chamber at the LBL Bevalac 
accelerator^ 23, 24, 25] using l.S - A GeV *°Ar + Balj, 1.8 • A GeV <°Ar + Pb 3 0 4 , 
1.5 • A GeV «°Ar + KC1,1.2 • A GeV *Ar + KC1, and 1.8 • A GeV *Ar + Pb. While 
the 4* detector allowed detection of many pions in each event, improving the statistics 
in the experiments, most of the pions were at large relative momentum differences, where 
the correlation effect is minimal. 

In the 1980's Zajc tt o/.[l] conducted several experiments at the LBL Bevalac using a 
magnetic spectrometer and two beam-target combinations (1.8 • A GeV *Ar + KC1 and 
1.8 • A GeV Ne + NaF). These experiments allowed good statistics at low values of the 
momentum difference, while introducing the complication that the background was not 
as well determined as in the Ax streamer chamber experiment and also contained larger 
residual correlations. This work uses a modified form of the spectrometer used in those 
experiments. 

In 1986, Beavis tt a/.[25] (see also [26] and [22]) measured the pion source size as a 
function of the negative pion multiplicity (denoted here N„~) of the nuclear collision. The 
reaction studied was 1.8 • A GeV Ar + Pb. The results were, for 2 < JV„- < 7, R = 3.59 
± 0.71 fm and, for 11 < N„- < 20, R « 5.97 ± 0.52 fm, where the function fit is the 
single radius parameter fit as discussed in Section 7..' und Chapter 3. This showed that 
for this asymmetric system, the measured source size depends on the pion multiplicity 
and, therefore, the centrality of the collision. 

In that same year, Humanic m*de[27] a comparison of the source size, of pions generated 
by the nuclear collision simulation code CASCADE and the data of Zajc tt ai[l] and Beavis 
tt «!.[23, 24]. While the agreement was generally acceptable, the small values of the 
parameter A observed were not predicted by CASCADE.7 

Other experiments at the Bevalac include the Plastic Ball[28], where a fast/slow scin­
tillation combination was used to provide dE/dX and Etotml information for a ~ 4s-

TTke data from [1] are iadaded i> Table 7.4 aad the prediction bom [27] are iadaded ia Table 8.2. 
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solid angle. Unfortunately the granularity of the detector (and possibly other effects) did 
not allow a very good measurement of the correlation function. The systems used were 
650 • A MeV Nb + Nb and 650 • A MeV Au + Au. In the HISS (Heavy Ion Spectrome­
ter System) facility, the correlation function was measured using a magnetic spectrometer 
and drift chambers for Ar + KCl (making this projectile-target combination one of the 
most popular for measuring tht corrtlation function). These data are still under analysis 
at of tht writing of this thttis[29]. 



Chapter 3 

Motivation and Theory 

3.1 Motivation 

Virtually all the computer codes[30] that are being used to predict the properties of 
nuclear collisions at the present time are transport codes of one form or another. Since it 
is desirable to be able to predict the properties of the collision as a function of the impact 
parameter, almost all of the codes have the ability to locate the nucleons in space. Since 
pion production is part of the nuclear collision, these codes are capable of predicting the 
density of the pion sources in space. The codes that allow scattering of the pions generally 
allow one to modify "sources" to mean the location of the last scattering of the pion before 
it leaves the collision. So, if nuclear transport codes are to be able to correctly predict 
quantities that reflect the nucleon distributions during the course of the nuclear collision 
then they must be able to correctly predict the pion source size. 

The difficulty is in generating the theoretical source size to compare to the measured 
sizes.1 This has been done in the case of 1.70 • A GeV MFe + Fe, using the Cascade 
model[27, 32], which is part of the data reported here. In principle, predicted source 
sizes (in the parameterization of the correlation function used in this thesis) for all of the 
computer codes in use, could be generated for all of the reactions studied here. Because of 
the large number of codes and unmanageably large amounts of CPU time that would be 
required, generating source sizes for all the computer transport codes was not attempted 

1 Z»jc{31] gives praoadarea fix lyametritiag luge aambcrt of Moat* Carlo pioat Cram tk* nme colliaioa, 
bat oae still ata to t ex t i l e tae pioaa. 

11 
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in this thesis but was left for those who have developed (or will develop) the codes. 

3.2 Derivation of Bose-Einstein Correlations 

Suppose3 that a pion is emitted at the (four-vector) position Ri, a second pion is emitted 
at Rj and the momenta of the pions are measured by two detectors, giving momentum Pi 
at position X| and Pa at Xj. Assuming that the pions are indistinguishable (including 
knowing where the pions came from) then, since the pions are bosons, the wave function 
describing the pions must be symmetric under interchange of the particle labels, that is 
under interchange of Ri and Ra in the wave function. This is equivalent to allowing either 
of the particles to have come from R| or Rj. 

Assuming further that the particles may be described by plane waves, then the pion 
wave function is (in units such that d e a l ) 

» ( P i » P J ) « - ^ ( e , ' p , < x , - R , > e , P l < x » - R » > + e«Pi(Xi-R») eiPj(X,-Ri)) (3,1) 

where the usual definition for the dot product of four-vectors is used 

P|X,- = pi • fi — EiU . 

The probability of a given state (relative to the same state without the Bose-Einstein 
symmetrization) is * • #*, which is 

It(P„ P 2 ) | 2 oc 1 + I(«*(»i-»e)(Pi-Ps) + e-«Ri-Rs)(Pi-Ps)). (3.2) 

Assuming that in a heavy ion collision all the pion sources act incoherently,3 and are 
distributed according to the distribution function p(2,t), then the two pion counting rate 
is 

P(Pi ,Pa)«/ /rf« ,« iW«.*a) | t (Pi ,Pa) |"*Ri <f*Ra . (3.3) 

The integrals over position are to be taken over all space. . the time integrals, the time 
between tr iUclear collision and detection of the particles is assumed to be sufficiently 
long that the limits may be extended ' v all times with negligible error. 

aThia derivatioa follow* that of [33]. 
'Hera iacohertatly w dcCatd a* (probability of s pioa is lUU i aad a pioa ia statt j) » (probability 

of a pioa ia atate t) x (probability of a pioa ia lUtc j), where the Boae-Eiaftcta symmetriiatioa v to be 
coaaidered that off. See Sectioa 3.5 for more detail. 
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The corresponding two pion counting rate without the Bose-Einstein symmetrization 
is 

^ (P i .Pa)« jjp(Fu*i)p(ft.la)*Ri*1*B • (3.4) 

Assuming the normalization 
/ ^ , * i ) « r « R t - l 1 (3.5) 

then Eq. 3.4, becomes 

^(Pi,P») « / r t « , * i ) * & i / p t o , « » ) * t l i 

* 1 . (3.6) 

With a little algebra, the equation for the rate with the Bose-E'nstein symmetrization 
included, Eq. 3.3, becomes 

P ^ P a J o c l + l/Kf,*)!*, (3.7) 

symmetrization to the 

(3.8) 

where 

? - ft-fi (3.9) 
ft = | £ j - £ i | (3.10) 

OT.») - ff#**+«M*,t)f** (3.11) 
= the Fourier transform of p{x, t). 

Some of the properties of the probability are: First, the symmetry under interchange 
of Pi and Pj in Eq. 3.3 implies that K$ft) is an even function in both q and ft, so 
that the absolute value in Eq. 3.10 is not strictly necessary, and the order of ft and ft 
in Eq. 3.9 is not important. Second, the probability of emission is increased relative to 
the probability of emission of identifiable particles for small values of q and ft. Third, 
for Fermions the plus sign in Eq. 3.8 becomes a minus sign and the emission at small Q 

so that the ratio of the two pion counting rate with Bose-Einstein 
rate without is 

r iv v \ . p (P»» p a) 

» i + IM.t,)|8, 
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is suppressed. Last, it is possible to justify Eq. 3.8 by saying that for Ax • Ap < ft = 1 
and AE • At < ft (where Ax = \n — r2|, Ap = |pi — ps| and so on) then the uncertainty 
principle allows the wave functions to overlap, and hence to interfere. 

3.3 Correlation Function Used in the Fit 

Generally it is not possible to invert the Fourier transform (particularly since what is 
measured is the square of the absolute value of the Fourier transform), so a source density 
function with several free parameters is assumed. Its Fourier transform is then calculated, 
and the fret parameters are adjusted for best agreement with the data. The choice of the 
parameterization used is made according to the physics to be explored. 

Fourier transforms have the general property that large seal* features transform to 
small Kale features. For example, the overall normalization of the number of pioa emitters, 
a property of the integral of p(x, t) over all space, transforms to the property that the 
intercept of the correlation function at Q * 0 is Cj(Q -• 0) » 2 (this is btst seen by 
setting Pi * Pj in Eq. 3.2 and then substituting the result into Eq. 3.3). Because the 
finite amount of data that can be taken in a realistic experiment restricts the resolution 
of the correlation function, which is roughly the Fourier transform of the pion source 
density, only the larger features of the pion source density are well determined. These are 
the lifetime and the radius parameters in the two directions that the spectrometer can 
determine, the radius parameter parallel to the beam and the radius perpendicular to the 
beam (the spectrometer cannot determine the impact plane). 

In this experiment the source density p(&, t) is assumed to be the Gaussian 

pO?,t)oce~W " W "(*) (3.12) 

Where the notations X (and ||) mean perpendicular (and parallel) to the axis through 
the collision defined by the beam axis. The parameters Rx, R\\ sad r are the two radius 
parameters and the lifetime parameter. The Gaussian source density is choser because 
the the transform is particularly simple to calculate. Note that other param&terizations 
will yield similar forms for the correlation function, but the parameters may differ by a 
multiplicative factor. When comparing data it is essential to check the parameterization* 
used. 
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Assuming this source density the probability can be calculated as 

P(Pi,Pj)c<l + e V. / V * / ^ ^ . (i . .j) 

A number of assumptiocs have been made in deriving these equations and what follows 
is a discussion some of the important on**. It has been shown that replacing plane wave* 
with Coulomb waves (but retaining the Gaussian source) changes the result by < 0.1% 
in the region of f important for this effect[34]. Changing from a Gaussian source to \ 
uniform density spherical source (while assuming plane waves) changes the value of the 
correlation function by less than 2% if i?G»uuiu, = 1.52 • i?uniform[7]. So it is expected that 
a large variety of sources can be fit with the Gaussian parameterization. 

The a priori assumption of incoherent sources should be relaxed to allow it to be 
verified by experiment. If coherent sources were to exist, then the eii*cts of the Bose-
Einstein correlations could be increased or reduced or (eliminated. This will be discussed 
further in Section 3.5. Further, if particle misidentification occurs, then the supposed 
identical particle sample will include * number of pairs of particles of different types 
which will not interfere. This would lessen the measured effect. To allow for these (and 
other possibilities) a parameter X was introduced[35,14] giving us the correlation function 
that was fit in this experimeut 

•..*>.,+i.-W-PW C a ( P i , P a ) - l + Ae V / V " / * ' . (3.14) 

The correlation function is usually written with a subscript 2 to indicate that this is a 
second order (two particle) correlation effect. Further, the somatization assumed is such 
that for large values of <f, go the correlation function is 1. 

There has been an implicit assumption in the choice of the functional form for the 
source density p(z, t) since it assumes that p has no momentum dependence. The choice for 
the definition of the experimentally determined correlation function (Eq. 3.15) will allow 
for a momentum dependence as long as it is the same at all locations, because it will cancel 
out. However, the momentum dependence cannot be a function of the emission point. 
Such a momentum dependence could be envisioned as arising from isotropic emission in 
the local rest frame of au extended, expanding source. P»tt[36] has shown that such a 
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source would give an apparent source size that would decrease as a function of the pion 
energy. 

3.4 Experimental Correlation Function 

In the experiment the correlation function is denned to be the ratio of the two particle 
cross section to the product of two single particle cross sections with a normalization 
factor 

C i ( P i . P i ) - l » g g (3.15) 

where D is a normalization constant, d*ff/dp?</pj, the two-pion inclusive cross section, 
and tPff/dpi*, the single-pion inclusive cross section. While it is in principle possible to 
measure the various cross sections separately, that is not usually done. Usually, in nuclear 
collision experiments, the single pion cross sections (the background) are estimated from 
relative momentum spectrum of like-sign pions from different events (event mixing). 

The reasons for using event mixing are outlined below: 
Using mixing of unlike-sign pions has the difficulty that the spectrometer can only 

detect one sign of particle at a time. Assuming that triggering difficulties and the proton 
contamination could be dealt with, twice the beam time would be needed to do the 
experiment. There is also the theoretical uncertainty due to the different production 
rates of x+ and x~ and the different distributions of the protons and the neutrons in the 
nucleus. 

Using theoretical methods to generate the background has the difficulty that nuclear 
collisions are not understood well enough to predict what the two-particle momentum 
spectra would be in the absence of the Bose-Einstein effects. There is also the objection 
of using the model that is to be tested to generate the data that are supposed to be testing 
the model. 

Simply measuring the single pion momentum spectrum has the difficulty that the 
number of pions produced in the nuclear collision depends on the impact parameter. 
Therefore, the requirement of two pions in the spectrometer biases the two-pion trigger 
towards more central collisions than the one-pion trigger[l]. The one-pion triggered data 
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would then come from a different class of nuclear collision than the two-pion data and 

would not be a valid background sample, The only way to properly reproduce the bias is 

to require that the track-finding routines find two tracks and ignore one — which is the 

event-mixing technique. 

Use of the event-mixing technique requires calculation of the effects of the observed 

but discarded pions in each of the events that are mixed to Torm the pseudo-event. This 

will be discussed in detail in Chapter 6. 

3.5 Coherence and the A Parameter 

The parameter A in Eq. 3.14 has been given the interpretation that if A » 1 then the source 

is fully incoherent, and if A = 0 then the source it fully coherent. Before commenting on 

this interpretation, it is necessary to define both A and "coherent". 

The parameter A is defined in Eq. 3.14 but there are two possible interpretations. • 

The first interpretation it the value of A that would be obtained in the limit of infinite 

information about a tingle nuclear collision, which will be denoted A t n M< The second is 

the value of A that would be obtained from applying the event-mixing technique to a data 

sample of arbitrarily large tize, which will be denoted A0b«. 

In elementary optict "coherent" it defined as knowledge of the electric field at one 

location allows one to predict the electric field at another location (in the radiation field). 

This definition makes no mention of the number of photons present, and applies even if 

one photon at a time passes through the apparatus. Glauber[5] termed this "first order" 

coherence and pointed out that this level of information was insufficient to determine the 

outcome of a correlation experiment, which requires two photons. 

Definitions of second order coherence are based on properties of two photons. A 

simplified form of Glauber's definition of second order coherence[5] is 

(probability of a photon in state i and a photon in state j)2 = (probability of 

a photon in state i) x (probability of a photon in state j) 

The definition of incoherence then it 

(probability of a photon in state i and a photon in state j) = (probability of 

a photon in state i) x (probability of a photon in state j) 
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Although photons are used here, any particle could be used. In particular, for a two pion 
correlation experiment one would replace "photon" with "pion". 

An example of a second order coherent source is a laser. The important feature of the 
laser for second order coherence is the amplification technique, not the monochromatic 
nature of the light. Amplification by stimulated emission results in many photons leaving 
the laser in the same state.4 Therefore, if there is a photon in a given state it is 
extremely likely that there is a second photon in the same state, and this state is the only 
state populated by photons. Taking extremely likely to be 100%, the probabilities (as a 
function of the photon momentum) are 

*(Pi,Ps) - W ) 

- P ( P J ) 

and the laser is second order coherent. Further, Cj(Pi,Pj) z 1 end Atnw = 0. 
So if "pion lasers" are the sole source of pions in the nuclear collision then A l r u , = 0. If 

there are coherent and incoherent sources in the collision then Atnw < 1. Simple arguments 
show that if the single-particle momentum spectra are the same for the coherent and 
incoherent sources then 

A u ^ — y (3.16) 

where / is the ratio of the number of coherent pion pairs to the number of incoherent 
pion pairs. 

The effect of pion lasers on AaU depends strongly on the event-mixing technique, 
and underlines the assumption (often not stated) that all events must have the same 
momentum distribution for the technique to appiy. Imagine the simple case where a pion 
laser is the sole source of pions in all of the nuclear collisions in the experiment. If the pion 
laser always has the same orientation, then event mixing produces the true background 
and Aot, = 0. If the pion laser changes orientation randomly from one event to the next 
(for example, the first A(1236) to decay triggers the laser and determines the direction) 
then the real spectrum will be a ^-function. The background calculation will mix pions 
of random orientation, and hence the spectrum will be flat. The ratio of the two will be 
a {-function and Aob. will be arbitrarily large. 

* Note that ail photoai leavtag the laser is the Mine state is symmetric uader interchange of particle 
labels aad the symmetriiatioa imposed is Sectioa 3.2 doss aot apply. 
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Pion lasers are not the only mechanism that can induce second order correlations. 
Decay of resonances (where conservation of momentum is a factor), and dynamical cor­
relations (where p depends on pthrough the dynamics of the collision) can influence the 
value of A{37]. 



Chapter 4 

Apparatus 

4.1 The Bevalac Accelerator 

The heavy ion beami for thii experiment were provided by the Bevalac accelerator at 
Lawrence Berkeley Laboratory. They were traniported to the experiment using beam line 
30-2, which consists of magnetic dipole and quadrapole magnets. The parameters for the 
beams used are given in Table 4.1. 

Ion Energy Typical Intensity Beam Spot Size Year 

*Ar 
w F e 

M Nb 

1.82 • A GeV 
1.70 • A GeV 
1.54 • A GeV 

1 • 10* Ions/spill 
1 • 107 Ions/spill 
2 -10 7 Ions/spill 

1 cm x 1.6 cm 
1 cm x 6 cm 
1 cm x 1 cm ill 

Table 4.1: Beam parameters for the runs. 

4.2 The Janus Spectrometer 
The Janus spectrometer, as shown in Figs. 4.1 and 4.2, consists of two dipole magnets, 
a "C" magnet near the target, and a window-frame magnet that is called the "Janus" 
magnet (after the Roman god). Between the C magnet and the Janus magnet are two 
wire chambers, and after the Janus magnet are two more wire chambers. The first pair of 
chambers define the in-going (to Janus) vector, and the second pair of chambers define the 
out-going (from Janus) vector. The deflection in Janus gives the particles' momentum. 

20 
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45° Target C Magnet gQ- cm 

Figure 4.1: The Juui spectrometer in the plan view (1982). 

file:///iiniiim


CHAPTER*. APPARATUS 22 
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Figure 4.2: The Janus spectrometer in the plan view (1986). The spectrometer was 
modified between the runs by adding lead walls to protect the second wire chamber from 
i-rays produced by the beam interacting with the air downstream of the target, and 
replacing the second wire chamber. 
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There are also a number of scintillation counters for triggering, time of flight determination 
and energy-loss measurement. Figure 4.1 shows the spectrometer as run in 1982 and 
Figure 4.2 shows the spectrometer as run in 1986. The spectrometer was modified between 
the runs by adding lead walls to protect the second wire chamber from j-rays produced 
by the beam interacting with the air downstream of the target, and replacing the second 
wire chamber. 

The detailed description of the components will be given in approximate order of 
distance from tht exit window of tht beam lint. Tht C magnet has a pole tip size of 
91.4 cm by 40.6 cm and a pole gap of 20.0 cm. In this configuration the magnet can 
give fields in tht range of about 1 KG to about 14 KG. The magnet was mapped after 
the Fe data were taken using a field mapper from the Magnetic Measurements group. 
The field mapper measured the voltages across three orthogonal search coils as they were 
moved through the field volume. The data from tht mapper were processed on the BEVAX 

VAX-11/780. Tht field mapper and processing techniques used are similar to those used 
for the Janus magnet in an earlier experiment[l]. 

Target Magnet fields 
Set-up Material Position angle C magnet Janus magnet 

ArO* 
Ar45» 
FeC 
Fe45* 
Nb0« 
Nb45» 

KCl 
KCl 

Stainless Steel 
Fe 
Nb 
Nb 

26.0 cm 
2.8 cm 

26.0 cm 
0.0 cm 

26.0 cm 
0.0 cm 

90» 
45» 
90* 
45° 
90* 
45» 

14.6 KG 
1.7 KG 

14.2 KG 
0.0 KG 

13.0 KG 
1.5 KG 

12.0 KG 
9.0 KG 

11.4 KG 
8.6 KG 

10.8 KG 
8.5 KG 

Table 4.2: Spectrometer parameters for the set-ups used. 

The target materials used in this experiment are given in Table 4.2. The targets were 
placed in a target holder that rested on the lower pole tip of the C magnet. This places 
a restriction on the choice of target in that it cannot be magnetic if the C magnet is 
used. For this reason the target used in the 0° Fe runs was #304 stainless steel. The 
composition of the stainless steel target (as given by the supplier, Castle Metals — A. M. 
Castle k Co.) is given in Table 4.3. For the Ar ran a KCl target was used to avoid the 
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necessity of using a cryogenic target. Since the properties measured depend on the mass 
number of the colliding species the slight difference in mass was not important. Targets 
0.5 to 1.0 gm/cm3 thick were used in all cases as a compromise between the data-taking 
rate and the multiple scattering in the target. At this thickness, and for the materials 
used, the multiple scattering in the target is approximately equal to that in the first two 
wire chambers and counters. 

Element Amount 

Ft 70.9 % 
Cr 18.5% 
Nl 8.5% 
Mn 1.6% 
Si 0.5% 

Table 4.3: Stainless steel target composition. Percentages are by weight. 

The target location and orientation used depends on the desired acceptance, as do the 
magnetic fields. This information is contained in Table 4.2. The origin for the coordinate 
system is taken as the 45* target position and positive is upstream. The angle is the angle 
between the target plane and the beam direction, 45* being such that the target is facing 
the Janus magnet. 

The first scintillation counter (SI) is 30.5 cm by 15.2 cm and 0.18 cm thick. The 
photomultiplier tube used is an XP2020 with an active base suitable for high count-rate 
environments. 

The first wire chamber follows Si. The active area is 30.5 cm by 15.25 cm and contains 
about 400 wires. The wire spacing is 0.2 cm and the distance between sense planes is 
1.4 cm The first plane of wires (closest to the target) is angled at 45°, the second plane 
is strung at 90* (vertically), and the last plane is strung at 0* (horizontally). It is read 
out by a wire chamber readout system designed and built at LBL[38]. 

The second scintillation counter is actually two counters side-by-side (called S2A and 
S2B — S2A is upstream). The active area is 55.9 cm by 19.1 cm and is equally split by 
the two counters, which overlap slightly. The counters are 0.18 cm thick. These counters 
are each viewed by an RCA 8575 phototube on a standard LBL base. These counters are 
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used to determine the start of the time of flight since it was felt that the lower counting 
rates in S2 than in SI would allow a better determination of the start of the event. 

The second wire chamber follows the S2 counters. During the Fe runs, the wire 
chamber used was 52 cm by 19.4 cm in active area. The full height was 40 cm, but some 
of the horisontal wires were not used. The order of the planes in this wire chamber was, 
the Arst plane was 0*, the second was 90' and the last plane was -45*. The negative 
angle means that the upstream end of the wire is lower than the downstream end. The 
wire spacing was 0.2 cm for 0* and the 90* planes and 0.3 cm for the -45* plane. Between 
the first and second sense planes the spacing was 1.2 cm, and between the second and the 
third sense planes the spacing was 2.2 cm. The wire chamber contained about 600 wires, 
and was read out by the LBL wire-chamber read-out system. 

For the Ar/Nb runs a different second wire chamber was used.1 The new wire 
chamber had an active area of 57.0 cm by 19.2 cm. The full height of the wire chamber is 
32.0 cm but, again, not all of the horizontal wires were used. The order of the planes in 
this chamber is 0*, 90* and then -45* The wire spacing is 0.2 cm in all sense planes and 
the spacing between the sense planes is 1.4 cm, This chamber contains about 700 active 
wires, and it is read out by a LeCroy PCOS3 wire chamber readout system. 

The Janus magnet follows wire chamber two. This magnet has a pole tip size of 
167.6 cm by 55.9 cm, and a pole gap of 21.4 cm. The magnetic Aeld of the Janus magnet 
was mapped for an earlier experiment[l]. 

Following the Janus magnet are wire chambers three and four. These wire chambers 
are electrically identical, and the active areas are 200 cm by 25 cm. The sense planes 
for these wire chambers are strung with the wires at -30*, 90* and then 30*. The wire 
spacing is 0.2 cm in all sense planes, and the spacing between sense planes is 1.4 cm. 
These chambers are composed of about 2,000 active wires (each) and are read out by the 
LBL wire chamber readout system. 

The last counters that the particles go though are the AB counters. These are two 
rows of counters (the B's are closer to the target), with eight A counters and ten B 
counters. The counters are 0.7 cm thick and have an active height of 30.5 cm. Three 
different widths are used (33.1 cm, 19.1 cm and 9.5 cm), which are staggered (as shown 

'The orieiaal wire chamber had beet retaraed to its owaen at the ead of the Fe raa tad it was 
••available for theae raae. 
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in Figs. 4.1 tnd 4.2) to give 17 possible overlaps. The staggering gives the finest possible 

granularity for the number of counters, which becomes finer towards the high momentum 

end (the downstream end) of the array. Some of these counters were first used in 1979, 

and the pulse height resolution has degraded noticeably in the older counters. This was 

considered acceptable for this experiment since the time of flight information alone can 

give particle identification for most of the accepted momenta. 

Downstream of the target, and not on the flight path of the pions, is an ion chamber 

used to monitor the beam intensity[l]. The output it passed to an Ortec 439 current 

integrator and then to the CAMAC where it It the recorded by the computer. 

The signals from the various parts of the experiment were lead out of the experimen­

tal area to the electronics shack, were the trigger logic is made. The remainder of the 

description of the electronics it given in the next section. 

The acceptance of the spectrometer for the Fe setup is given on a rapidity vs. P± plot 

in Fig. 4.3. The data shown are Monte Carlo data, with one track per event, weighted to 

reflect the particle emission probability[39,40]. The figure contains both the 45* and the 

0* acceptances. The lines marked "A" are the lower of the two momentum cuts employed 

for each of the two acceptances. The lines marked "B" are the higher of the two momentum 

cuts employed. These cuts are explained in detail in Chapter 6, and the values will be 

repeated here. For the 45* data, the cuts were Ipcl > 100 MeV/c and |ftml > 150 MeV/c. 

For the 0* data the cuts were |$>nj| > 50 MeV/c and \fpni\ > 100 MeV/c. Table 4.4 

gives the corresponding spectrometer characteristics. 

f«» <cm Ifimli wcepted Solid Angle 

~ 0 ° (0*,32*) (100,400) MeV/c 12msr 

~ 4 5 * (91*. 106*) (100, 600) MeV/c 29 msr 

Table 4.4: Spectrometer characteristics for the Fe setups. 

Table 4.5 gives the locations of the effective edges of the magnets, and the centers 

of the wire chambers. Using these positions, the field values from Table 4.2 and the 

effective edge approximation, one can reproduce the acceptance of the spectrometer. The 

coordinate system used is: the beam direction is - y , z is vertical and £ is perpendicular 

to the beam direction. The values are for the Ar/Nb setup, the values for the Fe set up 
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- 2 •1 0 TT 
Rapidity 

Figure 4.3: Contour plot of the acceptance for the Fe setups, both 45* asd the 0*. The 
arrow marks the beam rapidity, The lines marked "A" are the lower of the two momentum 
cuts employed each acceptance, the lines marked "B" are the higher of the two cuts. 
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location (cm) 
item x y z 

Beam direction 
Target position 

C magnet effective edge 
Wire Chamber 1 
Wire Chamber 2 

Janus magnet effective edge 
Jar<is magnet effective edge 

Wire Chamber 3 
Wire Chamber 4 

- y 
26.0 to 0.0 

41.0 
48.7 -48.2 0.1 
78.5 -80.2 -0.1 
126.6 
204.8 
237.8 -142.6 -0.6 
316.9 -142.4 -0.2 

Table 4.5: Locations of the principle components of the Janus spectrometer as used in 
1986. 

are similar. The effective edge approximation is discussed in detail in Chapter 5. 

4.3 Fast Electronics and Computer Readout 
The trigger logic used in this experiment is given in Figs. 4.4 and 4.5. A few comments 
about the trigger logic diagram will be made here. The "Run Gate" was the output 
from a Jorway output register, and was used to allow the computer to enable and disable 
the triggers to start and stop the runs. The "Computer Free" was the inverse of the 
"Computer Busy" output from the trigger module that was set when the module was 
triggered, and remains set until the trigger was cleared by the computer. The "Fast Hold 
Off" (from "Event" to the "Master Gate") was used to disable the "Master Gate" until 
the "Computer Busy" can be asserted. 

Once the event was triggered the data were acquired using standard CAMAC modules, 
read out by a program running on a Bi Ra MBD-11 connected to a computer. For the Fe 
data the computer was a PDP-11/45, and for the Ar/Nb data the computer was a VAX-
11/750. The PDP-11/45 based system could acquire about 200 events per spill (limited 
by the tape writing during the spill), whereas the VAX-11/750 based system could acquire 
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Figure 4.4: Trigger logic part 1. 
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Figure 4.5: Trigger logic part 2. 
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about 300 events per spill (limited by the event read-out speed). In addition, the VAX-
11/750 based system could do significantly more on-line analysis. 

The slow logic, used to synchronize the experiment and the computer to the accelerator 
beam spills, is shown in Fig. 4.6. When the VAX-11/750 based system was in use, the 
"Start of spill" and "End of spill" events were used to disable the 11/750's analysis of 
event data during the spill so the 11/750 could transfer data into its memory at the largest 
rate possible. 

Run Gate from CAMAC -

Flattop "ON" from Accelerator -

Delay Generator 

Delay Generator 

Delay Generator 

-j N . Start of spill 
- L - / ~ ~ * ^ to CAM. CAMAC 

start 

stop 
Gate Generator — u z Beam Gate 

-J \ t End of spill 
i / to i CAMAC 

Figure 4.6: Slow Logic. 

The data acquisition programs running in the MBD-11 and the PDP-11/45 (or VAX-
11/750) were the Q system(il]. These programs were written (and maintained) by the 
MP-1 group at Los Alamos3 and the Real Time Systems group at Lawrence Berkeley 
Laboratory. The author wishes to thank the fcroup for the use of their programs and their 
efforts in correcting the few bugs that showed up during the experimental runs. 

J I i 1988, the MP-1 group became Group MP-C, LAMPF, Urn Alamo* Natioial Laboratory. 



Chapter 5 

Track finding and Particle 
Identification 

5.1 Outline of the Problem 

Track finding and particle identification in the two pion experiment are broadly divided 

into three tasks. First, there is finding the hits in the wire chambers given the raw data 

(the wire numbers of the struck wires). Second, there is finding the tracks given the hits in 

the wire chambers. Third, there is particle identification, and momentum determination 

for each track found. The programs (or subroutines) to accomplish the earlier tasks are 

faced with the simultaneous requirements of being fast enough to look at almost every 

event in the experiment, but also complete enough not to introduce statistical biases that 

will complicate the later analysis. This must be done in an experiment that requires two 

tracks in the spectrometer for a good event. In addition, the region of most interest, that 

of low momentum differences, is where the two tracks are physically close together and, 

therefore, easier to confuse. A further complication for the Fe data set was that the track 

finding was originally done on a PDP-11/45 and the program had to fit into the address 

space allowed by the 16 bit addressing. 

The size of the calculation task is illustrated with the track finder. In the ideal case 

of just two real tracks, there are four possible out-going (from the Janus magnet) tracks 

defined by the two hits in each of the two rear wire chambers. Similarly, there are four 

32 
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pottible in-going (to the Janus magnet) tracks defined by the two hits in each of the two 

front wire chambers. Therefore, the eight hits in the four wire chambers define sixteen 

pottible candidates for the first track (once the first track is found, there is only one choice 

for the second track in this case). Although tome of the candidate! for the track can be 

eliminated early in the calculations, since the candidate it obviously bad, the presence of 

stray particles striking the wire chambers increases the number of candidate! to contider 

and, to an order of magnitude, the number of candidates that have to be contidered for 

the first track is an order of magnitude larger than the number of eventi. 

5.2 Hit Finding 

The hit finding routines work as follows: The wire chambers were positioned so that the 

tracks were approximately perpendicular to the wire chambers. It is then possible to 

ignore the dimension perpendicular to the wire chamber, which is approximately parallel 

to the particle's path, approximating the three separated sense planes of the wire chamber 

by three sense planes which are superimposed. If a particle goes though the wire chamber 

and fire* all three planes, the hit will be located by the three fired wires that pass through 

a single point. In general, due to the finite resolution of the wires and non-normal tracks, 

the three wires will not define a single point, but will define a small triangle. The program 

must calculate the size of this triangle and use the size to decide if a triplet of wires forms 

a hit or not. The method chosen must be simple enough to calculate for every possible 

triplet of wires in every wire chamber for every event. 

To derive the method used here, it is first necessary to define the symbols used: 

Let JV, be the number of the wire of interest for plane i. 

C, be the number of the wire pasting through the center 

of the wire chamber for plane i. 

Wi be the separation of the wires for plane t. 

5,- be the unit normal to the wire, in the direction of increasing N, for plane t. 

In Figure 5.1 these definitions are illustrated in a wire chamber for a single hit within the 

wire chamber. In this experiment Ni is chosen, for all wire chambers, to increase going 
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Figure 5.1: A triangle in a wire chamber. 

to the left for non-horizontal wires, or up for horizontal wires, as drawn. The (signed) 
distance from the center of the wire chamber (which is taken as the origin) to the wire is 

di = v>i(Ni - d) 

so the wire is given by x such that 

f.*i-lB|(fli-Cfc) 

(5.1) 

(5.2) 

A "cross" is defined as the intersection of two wires. The location of a cross is a simul­
taneous solution to two of Eq. 5.2 for the two different planes of wires. In component 
notation this is (x, y) such that 

am.i+yn,,! = wi(iVi-Ci) 

*n«2 + »n»2 * u>2(JVa - Cj) 

(5.3) 

(5.4) 

/ 0 (5.5) 

Assuming that 

otherwise the wires are parallel, and none of the wire chambers in this experiment have 
different planes with parallel wires, the matrix can then be inverted and x and y are given 
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\ V ) I n.i iiyi I \ -»«J ««i / \ ™i(Ni - C2) J 
(5.6) 

b y 

-n«2 »»*i 

| nC2 "»2 I 

Putting this into Eq. 5.2 for the third plane, the wire number for the third plane is given 
by 

N3-C3 

Hence, for a triangle of zero size 

n # 3 lyS 

W| n«2 n V3 

Wi n.t «»i 

n«j "»a 

W-C0 + 

n«i n »» | 
UJj n«s "* I 
Wi »«i «»« 

»«2 n»2 

(JVJ-CJ) (5.7) 

wi 
»«3 «»3 

n»2 »>»a 
W - C l ) + tt.2 

nX3 n& 
(JV2 - C2) + »3 n«2 »»v2 (N3 - C3) » 0 . 

(5.8) 
The above equation is included on account of its symmetry and because from it the third 
wire through a hit can be found if the other two wires are known. The equation used is 
that which gives the difference between the real N3 wire and that predicted by the cross 
of JVI and JV3 

AJV3 = 

n«3 11,3 n«i »»i 

Wj n x j n^j 
(Nx -C^4-Wl 

n,3 n V3 

U>3 n r i n v i 
(Nx C l ) + w 3 n*i «»i 

«r2 »»2 n r 2 n^2 

(JVa-C a)-(JV3-Cs). (5.9) 

There is a small computational complication. The resolution of the wire chambers is 
half integral (in terms of wire spacings). Since the computers store integers more efficiently 
than fractional numbers, it is desirable to use twice the wire number instead of the wire 
number, since twice the wire number is integral. For this reason the equation actually 
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used is 

B»3 n̂ 3 

AN*--™1 
n r j n»2 

A J V 3 - 2 w 3 n*i n»i 
n»2 nV2 

(2JV,-2Ci) + i — v 2u»3 

n*i n»i 
n«3 »>»3 

« r l n»i 

n«2 n y j 

(2Ar 2 -2C 2 )- i (2JV 3 -2C 3 ) 

(5.10) 
The coefficients of (2ty - 2Cj) are calculated once for the experiment and entered 

into the codes. The 2C,- are entered into the codes, so that the calculation of a triangle 
size requires 1 addition, 4 subtractions and 3 multiplications, and can be done for each 
triplet of wires. A further savings could have been realized by clearing the parenthesis 
and adding all the constants together. However, it was felt that the increased chance for 
error when varying the center wire numbers offset the possible gain and this was not done. 

The hit finding process starts with each triplet of wires being checked against Eq. 5.10 
and if the size is less than the maximum size (5 wires) the triplet is considered a triangle 
and a possible hit. 

Experience has shown that hits cannot be allowed to share wires. That is, a single wire 
cannot be allowed to be part of two different hits. If this is allowed, the distribution of the 
second hit relative to the first shows clear indications that the number of hits sharing wires 
is greater than one would expect for a random distribution. So the hit finding proceeds as 
follows: All triangles smaller than the maximum size are stored as hit candidates. If too 
many candidates are found the event is rejected to avoid biases. The triangles are ordered 
by size (smaller first) and each triangle is checked for shared wires with previously found 
hits. If there are none, the triangle is considered good and is added to the list of found 
hits and its wires associated with the hit. If there are shared wires then the triangle is 
rejected. The smallest triangle is, of course, always considered a good hit. 

This is best illustrated as in Fig. 5.2, where a typical three hit event is shown. The wire 
angles are those of the first and second wire chambers, however a similar picture could 
be drawn for the third and fourth wire chambers. There are potentially five triangles, 
labelled 1-5, and 3 shared wires, labelled Ni, JV2, and JV3. The four reasonably small 
hits are labelled 1-4. The requirement of small triangle size eliminates the triangle near 
5 as a hit, but the assignment of the hits based on triangle size alone is ambiguous for 
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Figure 5.2: Three hits in a wire chamber showing possible shared wires, Nu JVj, and Nt. 

the triangles near 2 and 4. However, following the preference for small triangles, then the 

wires for the hits near 1 and 3 should be removed, so that it is not possible for these wires 

to be shared with other hits. It is then clear that 2 is the remaining hit. 

It has been assumed that the wire chambers are 100% efficient. In reality, the wire 

chambers were measured to be about 95% - 99% efficient. Taking 95% as an example, 

a two-track event with 24 struck wires and efficiency of 95% per wire will give an event 

efficiency of 0.95", or 54%. Clearly, it cannot be required that all hits be perfect triangles, 

but missing wires must be allowed.1 So the wires that are not associated with good 

triangles are checked to see if they cross within the chamber boundaries, if so they are 

called a hit, and the position is recorded. At this stage, hits formed from crosses are 

allowed to share wires with other crosses. 

A side effect of the procedure is that the hits are stored in the arrays as smallest 

triangles first, then larger triangles, and then crosses. When track finding is done the hit 

arrays are searched in this order, and the track finding is biased towards smaller triangles. 

At this point the number of hits in each chamber is counted. If there are not at least 

as many hits in each chamber as tracks sought, no further processing of the event is done. 

'The track-Hader's effidmcy for Miaf th* wins is meatared to be aboat 65%. So bom the track-
Sader'a poiat of view it is eaamtial to allow aiwiag wins. The differeacc betweea the track-fiader's 
efficieacy aad the wire-chamber's efficiency it dee to the tharcd-wire removal in the hit liader aad the 
track fader. 
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5.3 Effective Edge Track Finding 

Before starting with the effective edge work, recall that the Janus spectrometer (see 
Figs. 4.1 and 4.2) consists of two dipole magnets, the C magnet near the target, and 
the Janus magnet. Between the C magnet and the Janus magnet are two wire chambers, 
and after the Janus magnet art two more wire chambers. The deflection in Janus gives 
the particles' momentum. 

Once the hits in the wire chambers have been found, the locations of the hits are passed 
to the track finding routine. To allow the track finding to proceed at a reasonable pace,3 

the track finding is done in the effective edge approximation, with vertical focussing. In 
this approximation, the field is assumed to be zero outside the magnet and at (constant) 
full field inside the magnet. The boundaries for "inside" and "outside" can be chosen 
to either give the best approximation tc the real field in the sense of the real tracks are 
well fit by the effective edge tracks, or that the deflection given by the effective edge field 
(when set to the central value of the real field) is a good approximation t-j the deflection 
in the real field. Studies of Monte Carlo tracks using the field map show that for Janus 
the two choice* are nearly the same. In the C magnet the effective edge position was 
chosen to give the best agreement for the target traceback position and initial angles of 
the momentum vector. 

The motion of the particles is either that of a straight line, in the field free regions, or 
that of a section from a spiral (with the radius determined by the Lorentz force law), in 
the full field regions. Viewed parallel to the field, the track follows an arc in the full field 
regions. The fields in the C magnet and the Janus magnet are both vertical, so in the plan 
view the tracks follow arcs inside the full field regions of the C and the Janus magnet. 
One can easily show3 that at the boundaries the track is continuous, the derivatives 
in the horizontal directions are continuous and the vertical derivative (jj) has a jump 
discontinuity given by 

a (£).=?« ,,n, 
where s is the path length, z is the vertical coordinate (*o ii the height of the path above 

*Tk« kit aad track <ad» | prograat wai orifjaaUr writtea to ria oa a PDP-11/45, aad attaiaed a 
speed of aboat 10 eveau pet aecoad oa tke PDP-11/45. 

'See, lot example, [42]. 
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the magnet's mid-plane), r is the radius of curvature, and 0 is the angle between the 
particle's path and the normal to the field boundary. 

In the track finding program the effective edge motion is used as follows. The first 
step is to take all the hits in the first two wire chambers and generate all the in-going (to 
Janus) vectors. If the C magnet is turned off, the in-going vector is traced back to the 
target plane and the position is checked. The next step is to take all the hits in the last 
two wire chambers and generate all the out-going (from Janus) vectors. Then a simple 
geometric check is made to see if a circle (in the plan view) can be made in the Janus 
magnet using the vectors. 

The effective edge approximation requires that the circle (in the full field region) 
be tangent to the in-going and out-going vectors at the point the vectors intersect the 
effective edges of the magnet. Recall that for any point on a circle, the line from the 
center of the circle to a point on the circle is perpendicular to the tangent at that point. 

out-going 

center / 

* i \ / 

Janus magnet X N J 
/ *in I »X 

/ T~% 
in-going 

Figure 5.3: The Janus magnv with the set up for the Ar calculation. 

The set up is shown in Fig. 5.3, the points z , n and xMt are the intersection of the 
in-going and out-going vectors with the effective edges. The lines Jfo and Ri are per­
pendicular to the in-going and out-going vectors at x,n and x0«i<- If the two vectors are 
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from a good track, then the center of the circle is the intersection of Ri and #2. Then 
ill and Rt are two radii of the circle that the path defines, and the fractional difference, 
Ar = (JZ1/A2) - 1, will be small. It is an easy exercise to calculate R\ and Rj from the 
length of the side of the triangle from x, n to x,*,,, the angle between R\ and JBj, and 
the sine law. The choice of form for Ar was made to make the calculation insensitive to 
round-off errors. However, if both At and Ri are large, then the fractional error could be 
small, whereas the difference could be large. Therefore a cut is imposed so that R\ and 
Ri are not more than several times as large as the radius of the least curved track. The 
tracks at this point are ordered by Ar so that the "best" tracks are checked first. 

Since two tracks are desired, all the steps that follow are done for both tracks. 
- First, the momentum4 is calculated from deflection in the Janus magnet. One can 

easily show* that 
p » i , . . * ' . , , (5.12) 

where / is the effective edge field length, * is the angle between the particle's path and the 
normal to the field boundary (in for entering the full field region and out for leaving), Bo 
is the field value at the center of the magnet, c is the speed of light, and q is the particle's 
charge.* The procedure adopted for calculating I was to calculate A sin 0 for a sample of 
Monte Carlo tracks (made using the full field map). Then using the known momentum 
of the track, and the field (Bo), I is calculated. The momentum of the real tracks is then 
found from /, Bo and the A sin 9 of the track. 

Once the a omentum is known (Eq. 5.12) then the vertical motion can be calculated 
using Eq. 5.11. The motion can be easily expressed in matrix notation where the vector 
of interest is 

( J ) - (5.13) 

Then motion from one point to another an arc length S apart in a constant field region 
'Tkt K W I U B calculated k m in oaly wed in tkc affective ed|t track finding. S«* S«ctioa S.6 for 

tke deecriptic* of how tke *nnl aoaMBtam ia found. 
'See, for example, (1]. 
*Thi» ia tke oaly location wlwr* « will b« need for ckars*, «ta*wk*r« it ia tkt difference in tkc momtntam 

of tin pksna. 
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is just 

( ; ) • ( : : ) ( ; ) . -out 

and the deflection at the field boundary it 

(;L-(; :)(;).• 
where } » »«***o at in Eq. 5.11. 

The motion from the first to the tecond wire chamber give* the initial j}. Then the 
remainder of the motion can be found by applying Eq. 5.14 to move the particle from 
one location to the next, and applying Eq. 5.15 to move the particle acroii the field 
boundaries. 

In the Janus magnet a further simplification is made; because the arc length (5) is 
hard to calculate it is desired to replace it with one of the coordinates, x. In the field free 
regions this change of variables is trivial, and the transfer matrix becomes 

(«(*U-'*J 
and in the field free regions j j is constant. All the need be done is to replace Shy X, the 
change in x, to recover the original form of the transfer matrices. 

In the full field regions fc\o*t is not necessarily equal to £|,-„ and is certainly not 
constant. However, to the accuracy of the other approximations made in the derivation, 
this is assumed to be true, and the full field regions are calculated in the same fashion as 
the field free regions. In the Janus magnet the tracks never make an angle of more than 
~ 45° with the x axis and generally less, so jf varies around its maximum value of 1. In 
the C magnet, the tracks are handled differently, as will be described below. 

In a similar calculation, the deflection matrix becomes 

((*LT(-» (*L)"«I,)' ( M 7 ) 

Again, to the accuracy of the other approximations made in the derivation, we assume 
that j j is approximately 1 and the deflection matrix is unchanged. 
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With these approximations, the transfer matrices and the deflection matrices do not 
depend on the path length and are easy to calculate. Using the appropriate transfer 
matrix from the second effective edge to the third or fourth wire chamber, the height of 
the track can be predicted in the third and fourth chambers. A cut is made requiring that 
the hits used be close to the predicted height.7 At this point the track finding in the 
Janus magnet is complete and there is a good chance that the track found is a real one. 
Therefore, the emphasis in the routines shifts from fast computing times io accuracy. 

Next, the track from chamber three to chamber four is extended as a straight line to 
the AB array and the counters that the track struck are recorded. Tracks that miss the 
array are, of course, rejected. 

If the C magnet is on, then the target traceback is done here. This is done to the full 
accuracy of the effective edge approximation because the tracks start out parallel to the 
beam line and the approximation used in the Janus magnet fails. The track is projected 
from the second chamber to the first chamber, and then to the effective edge of the C 
magnet. The radius of the tr ck in the C magnet is computed from the Lorentz force 
law, and the new components of the velocity vector are computed from Eq. 5.11. The 
track then follows a spiral path back to the plane of the target. The length of the spiral 
is computed, and then the position at the target plane. A cut is made requiring that the 
initial position of the track be near the beam spot. 

The tracks are then checked to see that the second track does not share wires with the 
first. Recall that, although triangles cannot share wires with anything else, crosses were 
allowed to share wires with other crosses. So at this level, a cut is imposed so that crosses 
are allowed to share wires in the two tracks only if all other hits in the pair of tracks are 
triangles. This gives the distribution of h:ts closest to flat. If the second track passes this 
cut, the pair of tracks is considered to be a good event and the data are written to the 
output file for further processing. 

The accuracy of the effective edge approximation has two aspects. The first is the 
efficiency for finding single tracks, and the second is the efficiency for finding the two tracks 
correctly. When calculating the correlation function using the event-mixing technique, the 
single track efficiencies cancel oit (see Section 6.2) and need not be measured. However, a 

7TheK cut* ate called AZ3 and ££<•, respectively. 
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good efficiency is desired to allow the largest data sample possible. The major concern is 

that two track efficiency depends in a predictable way on the event geometry. The track 

finding in single track and double track events were studied using Monte Carlo data using' 

the full field map (in both magnets) with simulated multiple scattering and energy loss 

(with Laad&u straggling). The Monte Carlo data were presented to the track tinder with 

one track per event to check the single track case, and with two track.? per event to check 

the two track case. For the single track data, the results are given in Table 5.1. The 

cr>ordinates used are: i is vertical, and £ is horizontal, perpendicular to the beam. The 

quantities &Z$ and AZ| are the differences between the predicted (based on the effective 

edge approximation) and the actual heights in the third and fourth wire chambers. 

Quantity RMS error 

Target traceback x 1.0 cm 

Target traceback z 1.0 cm 

Ar 0.79 % 

AZ3 0.69 cm 

AZA 1.0 cm 

\P\ 3.4 MeV/c 

Table 5.1: Effective edge parameters for one Monte Carlo track per event. 

When two tracks are present in each event, the possibility for misidentifying the hits 

exists. Therefore the histograms of the parameters include not only the effective edge 

errors as given in Table 5.1, but also random matches. These histograms are given in 

Fig. 5.4,5.5, and 5.6. It can be seen that the effective edge approximation allows accurate 

track reconstruction. 

With the Monte Carlo data, the tracks output by the track finder can be compared 

with the input. There exist three possibilities for an event: First, the event can be found 

correctly. Second, the event can be missed altogether, because not enough tracks can be 

found. Third, the event can be returned with the tracks confused, that is, with some hits 

from each input track assigned to one output track. The histograms for each of these 

classes for the first wire chamber are presented in Fig. 5.7. The figure shows the fraction 

of the input data in each class as a function of the distance between the two hits in this 
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Figure 5.4: Ar with two track* per evtnt. 
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Figure 5.5: AZ3 with two track* per event. 
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Figure 5.8: AZ4 with two tracks per event. 
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wire chamber. The classes shown are: good hits — where the two tracks in the event were 

found correctly, missed events — where the two tracks in the event were not found, and 

confused hits — where the hits in this wire chamber were not found correctly (although 

two tracks were still found in the event). The histograms for the other wire chambers 

are similar, although the fraction of events with low separations is smaller for the other 

wire chambers since they are farther from the target. The feature to notice is that for 

separations of greater than 2 cm the fraction of confused hits is essentially zero, and the 

fraction of correctly found events it approximately constant. This it discussed further in 

the next section (Section 5.4). 

At this point track finding is considered complete and the event information is written 

to tape to allow further processing. About 10% of the triggers survive the first level 

programs to be written to tape. Before discussing the further processing, the two track 

efficiency problems and their influence in the data analysis will be discussed. 

5.4 Two Track Efficiency 

The track-finding routines used introduce some two track efficiency effects. Correcting 

for them requires understanding how they are introduced in the real data, so that they 

can be simulated in the background data. 

First, there is the hardware trigger requirement. Since the triggering requirement is 

that two independent AB pairs fire, events where both tracks strike the same A5 pair will 

not fire the hardware trigger. Although it is possible that two AB pairs will fire for some 

reason when only a single one was struck by the two particles (for example, from a j-ray 

striking a nearby counter), it is far more likely that a single pion event will cause this 

trigger than a two pion event, simply because of the large number of single pion events 

in the spectrometer. Therefore, a cut is made that requires that the two tracks trace to 

different AB pairs for the event to be accepted. 

Second, the requirement that the triangles do not share wires means that the proba­

bility for detection of two hits that do share wires is reduced. This is because if a wire is 

missing from either of the two triangles, the remaining hit (call it the first hit) will form 

a triangle and the shared wire will be assigned to it, then the second hit will have only 

one wire passing though it and it is not possible to form a cross to recover the second 



CHAPTER 5. TRACK FINDING AND PARTICLE IDENTIFICATION 49 

hit. Attempts to relax this requirement have always produced data where the number 

of tracks sharing wires is larger than one would expect for a random hit distribution. 

Rather than attempt to calculate the probability of missing hits in this fashion, which 

would depend on the plane efficiencies, a cut is made requiring that the two hits be such 

that, if all planes fired, the separation of the certroids of the clumps of fired wires in all 

planes is greater than or equal to 3.5 wires. The choice of 3.5 wires is determined by 

the requirement that there must be an unfired wire between two clumps of fired wires for 

the And wires to be resolved at separate clumpt of wires. Allowing one of the clumps to 

be two wires wide, this implies that the minimum distance between the centroidt for the 

clumps to be resolved is 2.5 wires. Allowing for the wire chamber resolution of ±1/2 wire 

for each of the hits implies that the minimum separation between hits to guarantee that 

the clumpt are resolved is 3.5 wires. 

Third, the effective edge track reconstruction confuses hits in the tracks when the 

hits are separated by less than 2 cm. The track identification routine can eliminate these 

tracks, but the tracks are still lost. The CPU time required to use the methods of the 

track identification routine to recover these events would be prohibitive. Rather than try 

to calculate the efficiency for confusion, and subsequent removal, a cut is made requiring 

that the hits be separated by at least 2 cm in all chambers. Also, as pointed out in 

Section 5.3, if the hit separation is more than 2 cm the efficiency for reconstruction of 

Monte Carlo two track events is approximately constant (see Fig. 5.7). 

These three cuts give a step-function two track efficiency — either the track is cut, 

or the two tracks are sufficiently well separated in all detectors that the track finding 

efficiency is constant. These cuts are imposed on the real data and the background 

data at the stage where the data were histogrammed and at any point where the two 

track efficiency function (/>,->) is used when calculating the event weights in the residual 

correlation removal (see Chapter 6). The Monte Carlo test of the correlation function 

fitting procedure (see Section 7.2) included these cuts. 

5.5 Particle Identification 

Particle identification in the two pion experiment was done at a simple level. If the 

spectrometer is set to accept negative particles then all detected particles are assumed 
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to be negative pions. The electron contamination was estimated by taking the number 
of x"s produced to be equal to the number of x~'s produced, taking all of the x°'s as 
decaying into 27's, which are assumed to continue at the momentum of the T° (this will 
overestimate the number of high energy electrons) and then the conversion probability 
for the 7's was calculated for the target and the air up to the first counters. The particle 
identification in the negative data is estimated to give an electron contamination of about 
5% or less. 

5.6 Momentum and Other Track Parameter Fitting 

After the particles have been identified, a better track reconstruction is done. 
First, any missing wires in the track are reconstructed using equations derived from 

Eq. 5.8. The tracks' parameters are then calculated as functions of the measured quanti­
ties, namely the wire numbers. The procedure used is to use a Monte Carlo simulation to 
generate a large number of tracks to give the wire numbers hit in the wire chambers as a 
function of the initial position of the particle and its vector momentum. Note that since 
there are twelve planes of wires and only five free parameters (two for the initial position 
at the target plane and three for the vector momentum) some of the wire chamber data 
are redundant. There is sufficient redundancy that the fourth wire chamber is removed 
from the input to the fits and later used to verify the effective-edge track reconstruction. 
The remaining wire chamber data (nine planes) are subject to a principle component 
analysis[43] to determine which linear combinations of the wire numbers show the most 
variation in the Monte Carlo data set and which show the least. The five linear combi­
nations showing the most variation were considered to be the most significant to the fit 
of the parameters as a function the wire numbers, and the remaining four combinations 
redundant. Each of the desired parameters was then fit using orthogonal polynomials as 
a function of the five retained wire number combinations. In this experiment Chebyshev 
polynomials were used since they have good properties for interpolating data. The pro­
gram used for this analysis was ERIKA written by Harald von Fellenberg and modified by 
Jim Miller and William Zajc to run on the computers used. 

The input data for this procedure is a Monte Carlo simulation of the experiment. 
The Monte Carlo program is described in Appendix A. We used Monte Carlo data with 
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multiple scattering and Landau straggling to determine the momentum resolution of this 
procedure and the results are given in Table 5.2. The coordinate system used is: -y is 
along the beam line, £ is vertical, and x is perpendicular to the beam. Note that p was 
calculated in the laboratory frame and Q was calculated in the center of mass (of the 
nuclei) frame. 

Quantity RMS error 

PM 

PI 

PM 

3.6 MtV/c 
2.2 MeV/c 
3.4 MtV/c 

1* 
ft 

* 

5.1 MeV/c 
1.7 MeV/c 
4.8 MeV/c 
1.8 MeV 

Table 5.2: Resolution for Monte Carlo simulated events. 

From the data of Table 5.2 the resolution in the components of {q,qo) histogrammed 
is computed to be (using A to denote the uncertainty in a quantity) Ago = 2 MeV, 
Ag|| = 2 MeV/c and Aq± * 7 MeV/c- The momentum differences were histogrammed 
over a ruge of 0 - 250 MeV/c (or MeV for go) with a bin width of 10 MeV/c (or MeV).* 
The spectrometer's resolution is estimated to chuge the value of the correlation function 
in the bins of the histogram by < 196 (FWHM). The ruge of the parameters resolvable 
by the apparatus was estimated by requiring that the correlation function vary by e""1/2 

over the full range of the histograms, u d from the first bin to the second bin. The range 
over which R±, R\\ and CT are resolvable is from ~ 1 to ~ 20 fm. 

In addition to the momentum, other track parameters were fit using the principle 
component ualysis. The parameters are: the target traceback, the distance to the lead 
walls in the C magnet, and the position of the hit in the fourth wire chamber. One can 
derive from the individual target tracebacks the separation between the two tracks at the 
target (which should be zero if the two tracks come from the same nuclear collision). These 
quantities were compared to the expected values to verify that the track was reconstructed 

*T)KM values imply tkat tke kistograau kave 25 biu oa eack aide. 
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correctly. These cuts were typically placed at three times the corresponding RMS error 
as calculated from the Monte Carlo tracks. 



Chapter 6 

Background Generation and 
Function fitting 

6.1 Background Event Generation 

The word "background" is used lurt *• mean a two pion data sample with all the physics 

incorporated except for the Bote-Einstein syramer^t.ion. The measured correlation 

function is then the ratio of the real data to the background data. It is vital that the 

single and two track efficiencies be incorporated correctly so that when the ratio of the 

real data and the background data is taken the efficiencies will cancel. 

In this experiment the method of event mixing was Used to generate the background 

data sample. Event mixing consists of taking one pion from an event, adding to it one 

pion from a different, randomly chosen, event and calling this a two pion event, which is 

then used to form the background. This assumes that the momentum distribution of a 

pion in the two pion event is not influenced by the other pion in the event (the ignored 

pion). Since the pions are correlated (measurement of this correlation is the subject of 

this thesis), this is only approximately true. The background events are corrected for 

the correlation by weighting the pions that are mixed to form the event. To show how 

this weighting is done and, how the background events are generated, it is necessary to 

consider in detail how the correlation function is calculated from the two pion data. This 

requires the calculation of the "residual correlation" for the background histogram bins. 

53 
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The residual correlation calculation is then cast as an event weighting calculation, and 
the momentum binning assumed no longer appears. 

Once the background events have been generated, the correlation function is fit to 
the measured and the background data samples. The Principle of Maximum Likelihood 
was used when fitting the data, to avoid biasing the data when the number of counts per 
bin it small and Poitton statistics mutt be used. Two different measures of the quality 
of the fit are given, that of a restricted x 3 , and that of a generalized x 3 , denoted XTUL> 

which it derived from tht Principle of Maximum Likelihood and it bated on the log of the 
likelihood function. 

6.2 Derivation of Event Mixing 

Thit section uses notation based on the notation used in [1]: 

Let ru be the one particle detection efficiency. 

ijij be the two particle detection efficiency. 

Ui be the number density of emitted particles.1 

dj be the Bose-Einstein correlation function. 

Pij be the two particle contribution to the detection efficiency, 

defined such that ijy • ViVjPiy 

In the above i,j represent momentum bins; That is i -* pi and j -* pj and so on. 
Note that [1] assumed that ijy = i?,fy, or py m 1. Although only one dimension of 
the histograms will be shown explicitly, it is simple to extend to arbitrary numbers of 
dimensions by adding subscripts.1 The correlation function, Cy, will not be taken to be 
an explicit function of $ Since tf = pi - ft, one can regard C(<f) at C(?(ft,ft)) = Cy 
without loss of generality. 

The letters i,j,k,... will be uted for sums over momentum bins and a,/?.7,... for 
sums over events. The calligraphic letter V will be used for probability. In the two pion 

1 Not* the techaiqae of cveat atixiag aaaaaiee that a Magi* aaatbct deaaity of emitted partidae, <*, 
dcacribw all tkt evtata. Sactioa 3.S diicaam MOM of the coaaaqacacea of thia anamptioa. Sec alao [37] 
for a diacanioa of thia aad related poiata. 

3Oae caa alao aamber all the biaa leqaeatially ia eome faahioa aad aae the eqaatioaa derived here. 
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events there are two momenta, so pai will be used for the alh event's first pion momentum 
and pu2 for the /3 t k event's second pion momentum. 

With this notation, the two pion experiment consists of measuring a set of N two pion 
events, which can be written 

{(?«i? £»")}«i i where N - the number of events. 

Central to the analysis is making a histogram, so the definition of a function that 
corresponds to making a histogram is needed. Therefore, define a f function by 

\ 0 ; 
. , - .. i - for if € ith momentum bin , „ . . 
*(?€ i) • { r (6.1) 

1 for ;T J? tth momentum bin 
then making a histogram of the momentum distribution for the first pion in the events 
corresponds to finding the n, that are the number of counts per bin by 

* - L * « r t € fl­
oat 

Before starting into the details of the calculations, it is best to reveal the plan of 
attack. What is wanted is, of courss, the Cij in terms of known quantities. The known 
quantities in this experiment are the momentum distributions of the pions, the <5(p<»i € »'), 
for the data set of two pion events. The functions q,-, u, and pij are unknown (or, in 
the case of p,-;, known approximately). Therefore, the calculation will express the r?;, 
u>,- and dj in terms of the momentum distributions and other known quantities. This 
requires that some normalizations be assumed for the probabilities and for the momentum 
distributions. In many cases the value assumed for the normalization is unimportant, so 
long as a normalization is assumed. 

Assume the following normalizations 
M 
£u>; = 1 , Probability of emission somewhere = 1, and (6.2) 
ial 

£ i£Wj = ft , The efficiency of the spectrometer. (6.3) 

Since ft is unknown, this can be used to define ft. Also, the normalization of w,- implies 
that wi ~ 0{-^f), where M = the number of bins. 
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The normalization for the real two track probability with detector problems, V^ (the 
superscript R is intended to denote a "real" momentum distribution, as opposed to the 
"fake" momentum distributions that will be considered later on), is found by considering 
the definition of Pf, 

^ ( M ) • ^e real probability of a two track event with pi € tth bin, ft € ;'th bin 

« rjiUitijUjCiipij . (6.4) 

It ii clear that, 

VftUJ)« £ 6 ( p a l 6 i)S(pa3 6 j). (6.5) 
a 

To find the constant of proportionality use 

£ £«(&i e o*(fo e J) = N . (6.6) 
•i or 

Note that if Cypy = 1V «,.;*, then3 

y y 
= n 2 , (6.7) 

so define 4 such that 

y y 
• ft2<4. (6.8) 

Then, using 

V 2 E *(*» 6 »"WA» € i ) = ft2A (6.9) 
y « 

the normalization desired can be seen to be 

P2*(«\ J) = ^ £ «(Ai € WCfta € i ) . (6.10) 

The above definition can be seen to be equivalent to 

A = S t f ^ W g W ^ i ( 6 < n ) 

The number of detected two track events 
The number of two track events detected, if seen one track at a time 

(6.12) 

3 T k e symbol "V" is used to demote ike phrase "for all". 
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Note that A is unknown unless the Cy and pa are known. 
Now, to find the correlation function, use the deflations (Eqs. 6.4, and 6.10) of V?, 

to get 
muirijUjCijPij = -r=- 22 HPd 6 i)S(pa2 € j) (6.13) 

thus 

At this point the task of calculating the correlation function, Cy, is half complete. 
The correlation function has been expressed in terms of the two particle momentum 
distribution, the rji, the w; and py. It will turn out to be impossible to eliminate py — 
the two particle contribution to the detection efficiency — it will be approximated by the 
cuts outlined in Chapter 5. These cuts will be applied to the real data (to give an explicit 
form for py) and whenever pij appears in a formula. 

Now to continue the calculation of the correlation function, the rj,-«,- are needed. The 
r?,w,' are just the real single track probability of detection (which will be denoted V?). 
It is expected that, since the correlation is not strong, the two pions in the event will 
behave approximately independently. So the single pion detection probability can be 
approximated by just ignoring one of the two pions in the two pion event. So define P[ 
to be the "fake" one track probability, that is, the probability of detection for one track 
without regard to the second track of the pair in the event.4 Roughly, 

PiF(«) - jf X^(Pai € i), where pa2 is ignored. 
or 

The normalization for Vf is given by considering 

"Pl(i) « Vi^i H ThnumCinPim , (6.15) 
m 

where the sum is just the probability of observing the first pion's at momentum t, summed 
over all possible values tor the second pion's momentum. If Cimpim = 1V i, m, then 

ViUi^VmUmCimpim = TftW.fi . (6.16) 

*The first track will be used to generate the background. This is not ewential since the assignment 
of the tracks should be random. The computer codes pick the tracks randomly from the first and second 
tracks in the events to a-.-.id biases in the track-finding programs. 
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Whereas, if there are no two pion effects, so djPn = 1 V i . j , then Pfti) = ffcw,- = 
P/*(») (that appears in the denominator of Eq. 6.14 above). Therefore, a convenient 
normalization is 

7>[(i) = TftWi- ̂  IkiUmGnPim . (6.17) 

Now, write 
p i F ( 0 * £ jjfi«.'7i»wmC imp im (6.18) 

and use Eq. 6.13 for WTmWmCWim. Then 

* f ( 0 » I T £ £ *« . i « 0«(iw € m). (6.19) 
m a 

Interchange the m,a sum? and use 

£ ' ( f c a € m) • 1 , since ft>a must be somewhere, (6.20) 
m 

then the normalization for Pf(i) is given by 

a 

Use both expressions for Pfti) (Eqs. 6.17, and 6.21) to get 
HA 1 . 
•Jf £ '(ft* € t) = IRWj JJ ̂  ^wmC,mP,m (6.22) 

and so, 

iji«,- = < . (6.23) 

and the î w,- have been expressed in terms of a momentum distribution and a weighting 
factor. 

This is a formal solution to rinding the correlation function in that Eq. 6.23 gives 
us the IJ,W,- and Eq. 6.14 gives us Cy in terms of the fy-Wj and known (or measurable) 
quantities. 

To exam.ii- the role of the weighting factor more carefully, set 

Wi . -r— l—- (6.24) 

then combining Eqs. 6.14 and 6.23 gives 

http://exam.ii-
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and it is apparent that Cij is the ratio of the real data to a background data sample that is 

made by combining pions from different events. Another important feature is the fact that 

the rfiUi do not appear in the calculation of Cy. The T?;W,- in the numerator :ancel those 

in the denominator and, as a result, measuring the spectrometer's single track efficiency 

is unnecessary. This is an extension of Eq. 3.15 in that the two track efficiency is included 

in the denominator. 

The origin of the weighting factor is this: even though only one pion is used, there was 

another pion detected in the event. If there were no correlation between the pions then 

the probability distribution for the ignored pion would be tfoWm (if m is its momentum 

bin), and the ignored pion would just weight, on average, the kept pion by £ m rj m w m ( 

a constant. But the pions are correlated so the probability distribution for the ignored 

pion, given that the kept pion has momentum t, is »?mWmC;mp;m (which, when summed 

over the momentum bins, gives a weight of £ m 7mWmCimp,-m) and the kept pion, through 

the correlation function, modifies the probability distribution of the ignored pion. If the 

modified probability distribution happens to increase the probability of the ignored pion 

being in.regions where the detection efficiency is high, then the probability of detecting 

the kept pion is increased (relative to the case where there is no correlation). The com­

bination of the probability of emission (r?m), the probability of detection (w m ) , the two 

particle contribution to the detector efficiency (p , m ) , *nd the correlation function (C, m ) 

all contribute to the weighting factor. 

6.3 Residual Correlations 

Define "residual correlation" to be the ratio between the fake single track probability and 

the real single track probability, that is P f / P , A . This is just the reciprocal of the weight 

defined in Eq. 6.24. From Eq. 6.17 this can be seen to be 

pUjfi - ft £ VmUmCimPim . (6.26) 

For an ideal spectrometer, i ^ = lVm, and p , m = 1V», m, then 



CHAPTER 6. BACKGROUND GENERATION AND FUNCTION FITTING 60 

which is not necessarily equal to one. In principle, it should be necessary to correct for 

residual correlations for perfect spectrometers, since the emission probability can induce 

a residual correlation. For a 4x spectrometer with (only) two track resolution problems, 

Pim # 1, and 

| ^ = £?W"C''""'"- (6>28) 

So residual correlations could be important. 

6.4 Iteration Scheme for the Event Weights 

To calculate the correlation function, a practical way to calculate the iftw,' i> needed, so 

expand Eq. 6.23 in a small parameter. It will prove to be possible to derive a successive 

approximation scheme in powers of a suitably chosen small parameter. The expansion 

used here is motivated by noting that the correlation between pions is not expected to be 

strong. This implies that the effect of the ignored pion will not be large, or 

V*(i)*Vf(i) 

which is equivalent to 

o 
which is equivalent to, from Eq. 6.23, 

O y^7lmumdmPim »» 1 • 
nt 

So, write 

O 2 VmUmCimpim = 1 + JJ . 

Since fl < 1, 6, is still a small number then, using ^ £ m >?mu/m = 1, 

fl£»>m«mC'»m/>.m = j j I £ ' k » W » » + *«) • ( 6 ' 2 9 ) 

Define tf,m such that 

Q £ Vm^mCimPim - JJ £ Vm^mil + 6im) , (6.30) 
fll 11% 

a suitable such Sim is * , m = Cimpim - 1. If this is used, then St = £„ , >?m«mtf.m (from 

Eq. 6.29 and 6.30) and, on the average, £,-m is small. 
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With this as motivation, take fcm = Cimp>m - 1 and expand Eq. 6.22 in powers of 
*,„. 5 Recall Eq. 6.22: 

HA •F^ - , _ _ .. »fcWj r-i „ 

<X TR 

Use Cimpim = 1 + Sim and & En, VmUm = 1> then 

^£*( fc i 6 0 - Wi (l + JJE •W*A») (6-31) 

and 

W • , V l r 1 ,, x. ' I 6 , 3 2 ) 

So far there have been no approximations. Note that f?mwm appears as 2 m 7 m w m * i m ) so 
T}mu>m can be accurate to the (n - l ) t h order in o",m, but the equation will still be n t h order 
in tf,'m. This suggests the following approximation scheme be used 

tow.-)0"1 - ^ E ' ( f t i 6 0 (6.33) 

^ - i+iLw-'" '̂ (6-34) 

Note that Eq. 6.33 results from assuming that 6,m * 0. The problems with this idea are 
that (1) A is unknown, and (2) f,m will be hard to calculate. However, having found the 
approximation scheme, the <S;m can be eliminated and a condition to give A can be found. 

First, the condition to give A will be found. Note that fa £,• »?;w; = 1. Calculate this 
sum. using the 0 t h order equation (Eq. 6.33), to get 

i » ot 
QA 

ft = l-g-N (6.36) 

and A = 1 to 0 t h order of £,-m. Hence 

(W*)°*-5i;«(Ai€0 (6.37) 

and at each step one can fix A by the requirement that £< fiw« — ft-

'Note that iie small parameter, *,m, is aot directly related to the histogram making function, 
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The Sim c*n then be eliminated through use of the definition <5,-m = Qmpim - 1 and 
noting that ŜTmfmWm = 1- With these, the iteration scheme for calculating the tfcWi 
becomes 

a 

( * w , ) " \ L ( W . ) M ^ . ( 6 , 3 9 > 
where in Eq. 6.39, A is chosen so that £ • OKWO"* » fl. 

Now the iteration scheme for the bin weights is converted into something euier to 
calculate on an event by event basis. This is desirable since it is easier to deal with event 
weights because the histogram binning does not appear in the calculation of the event 
weights. The bin weighting scheme is recast into an event weighting scheme by using the 
fact thai for small momentum bins (and continuous functions F) 

£ *(Ai 6 i)W) = £ *(Ai € i)F(?al) (6.40) 
a a 

where the difference is that F is evaluated at the center of the momentum bin in the first 
case, and at the momentum of the pion in the event in the second case. Note that if 
histogramming is to have any merit in this analysis, the momentum bins must be small 
enough so that this is true. The t)aua (the event probabilities for detection and emission) 
will be defined so that 

£*?aWa*(p<»l 6 i) = »?iWi (6.41) 
a 

then the correlation function, Eq. 6.14, becomes 

" ~ T.OKP01 e 0ww/»D»*(fti e i)wiPth' 
A suitable set of such probabilities can be seen to be 

AT (W-k.)0* - % (6.43) 

('feWa)""' = A-7-=—=-r— S w , . , .„ (6.44) 

since the addition of the sum over events and the S functions in Eq. 6.42, and the removal 
of the same from 6.43, and 6.44, reproduces Eqs. 6.14,6.38 and 6.39 (using Eq. 6.40, and 



CHAPTER 6. BACKGROUND GENERATION AND FUNCTION FITTING 63 

using Eq. 6.41 to change from rtpup to n , u m in Eqs. 6.42, 6.44). Interchanging the m 
and 0 sums and using Eq. 6.40 gives 

(ifaw.>°* = f (6-45) 

(«fewa)n th = Air=-, 1 nth^ • ( 6 ' 4 6 ) 

The normalization condition for A in Eq. 6.46, is found from Eq. 6.41 and using Eq. 6.20, 
with these 

n - 2>,w,)' .nth 

i 
\nth - E£«(ftieOfow»)" 

0 

Finally, to get the event weights and eliminate the normalization of the i}awa, set 
W{a) = toftZ. Then Eq. 6.42 becomes 

c ^ S . * ( f e i € » W t t t € j ) 

' E/J » W ( f t i € 0 E , W(7 Wfti e J ) P * 

and the iteration scheme becomes 

(6.48) 

(W(a))°* = 1 (6.49) 

where, in Eq. 6.50, the normalization condition is that A is chosen such that 

£ ( H W * = J V (6-51) 
n 

or the average weight is one. 
At this point the task is complete, Cy has been expressed in terms of momentum dis­

tributions (and some constants) with event weights, and the event weights are expressed 
as a successive approximation scheme involving the correlation function and the two par­
ticle contribution to the spectrometer's effidency. All that remains is to describe how 
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the correlation function is fit, and how to convert these equations to the ones used in the 
computer codes. 

In the actual computer codes, the normalization of C t J is fit. Therefore, in Eq. 6.48, 
AN is only estimated by setting it equal to the inverse of the ratio of the total number 
of real events to the total number of background events, where real and background 
are defined below. Also, due to problems associated with taking the ratios of small 
numbers[44] that result from the moderate-sized data samples available, the value of C,> 
is not calculated. Rather, one chooses Cy to maximize the agreement in this equation 

Rii a dj • £ 1 ; (6.52) 

where the Ay are the real events per bin and the fly are the background, or fake, events 
per bin. These are given by 

Rij - £ * ( & i 6 W « 2 6 j ) (6.53) 
a 

B» = i E E ^ W W T ^ ' C f t i e ^ f A i e i ) (6.54) 

since the ratio of Rij and Sy is just Eq. 6.48. 

6.5 Momentum Difference (Q) Histograms 

For convenience, the calculation has used momentum bins to derive the residual correlation 
and the event weighting used to eliminate it. However, now that this has been done, there 
is no longer any explicit reference to the binning assumed. Therefore the histogramming 
assumed in Eqs. 6.53 and 6.54 can be changed without effecting the validity of the event 
weighting. 

Recalling derivation of the correlation function (Chapter 3), the natural variables to 
use are gj., OJ| and ft, the components of the momentum difference of the pions, and the 
energy difference. Taking one index for each of q±, g|| and %, the natural enumeration 
of the histogram bins4 is a triplet of indices, ijk. So now letting ijk stand for the ijkth 

Q bin and using the four vector Q explicitly (and adding the normalization factor D) 
*Tki« experimcat need luatogruM 25 bim o* e«ck of tke three aides. Tke bit widtk n t 10 MeV/c (or 

MeV, for ft). 
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Equations 6.52,6.53 and 6.54 become 

Riik = D-Ctjk-Bijk 

bo, - £*({P«i-P<,a}€y*) 

Ban - E E f f ( W 7 ) ^ < ( { P « - P 7 i } e W 

where ijk refers to the ijkA Q bin. 

The W{(3) and W(7) are calculated according to Eq. 8.49 and 6.50, where the overall 
normalization (A) in the lut iteration of the weights is ignored. This is done for the sake 
of computing speed; Since the normalisation of the C>n is flt this changes only the value 
of the normalization and does not change the value of any of the physically significant 
parameters.7 The form for C,,* used is that of Eq. 3.14, where 91, q\\ and go are evaluated 
at ti.o center of the ijk** Q bin. 

6.6 Background Fluctuations 

The number of counts in the background histogram is defined by Eq. 6.57 

Biik » l E ^ W ^ ' K P f l - P-ri) € ijk). 

Because of the weight factors, the statistical fluctuation in the bins is not just the square 
root of the number of counts. Regarding each event as a bin with one count in it by 
taking the uncertainty in counting each weighted event as equal to the event weight, the 
estimated uncertainty in 2?,j* •* (using A to denote the uncertainty in a quantity) 

(ABiik)3 = E{2ZWWW(7)p^tf({P^-P7l}€y*) 

+ E { £ W W V ( 7 ) ^ ( { ; , i i - P * > € y * ) } (6.58) 

where the two terms are due to each event appearing twice, once in the 0 sum and once 
in the 7 sum, in the function J({P^i — P-ri} E ijk). In the second term interchange 

'While oa the topic of compatiag speed, I cote that Eq. 6.50 aad Eq. 6.S7 both require doable loop* 
over all eveati, heace go *• JVa. I do aot thiak that the N* behavior of Eq. 6.50 caa be dimiaated. 

(6.55) 

(6.56) 

(6.57) 
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the dummy summation labels, and use the fact that ppy and £({P/u - P 7 i } € ijk) are 
symmetric functions, to find that 

(ABy*)I = 2 ^ / £ W ( / 3 ) W ( 7 ) p < h * ( { P / j 1 - P 7 i } € y A ) J . (6.59) 

A plot of the fractional uncertainty (A27/2?) is shown in Fig. 6.1. To eliminate those 
bins where the uncertainty is very large, a cut is made requiring that the fractional 
uncertainty be less than 30%. This cut ii found to not change the fitted values at all, 
but improves the Principle of Maximum Likelihood fit. Note that, for N • the number 
of events, Afly* ~ 0(JV 3 / a) and fly* ~ 0(N2) so that the fractional error Aflyn/flyi ~ 
0(N3'*). 

6.7 Other Corrections 

The discussion of the fitting procedures has ignored the Coulomb interactions of the pions 
with each other and with the nuclear fragments. These effects are handled as described 
in [1]. The formulas used there, and in this work, are from Gyulassy and Kauffmann[45] 
and the temperatures required for the formulas come from the Nagamiya group[39, 40] 
and Sullivan et o/.[46]. 

The pion-nuclear matter correction is handled by correcting the individual pion's mo­
mentum before histogramming, which does not alter any of the derivations given above. 
This correction involves the Coulomb interaction between the pion and the target frag­
ment, the source and the projectile fragment. The assumed distribution of the nuclear 
charge between the projectile fragment, the interaction region and the target fragment is 
20%, 60% and 20%, based on the average impact parameter. The pion-pion correction 
is handled by weighting the background events with the Gamow factor,* to reflect the 
detection probability for a pion pair with a given momentum difference. This introduces 
a weighting factor in the calculation of the background that would be placed in Eq. 6.57 
next to the p&, term. This term is symmetric in the two pion momenta and the derivation 
of the uncertainty in J?,;k can follow the one given above. 

*SM, fot exunple, [47], 
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1.54«AGeV9 3Nb + Nb -*2n+X 
0° data 

0.2 0.4 0.6 0.8 
Fractional Error 

1.0 

Figirc 6.1: Eitimatad fractional uncertainty in the background. 
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6.8 Fitting the Correlation Function 

When fitting the correlation function there are three areas of concern. The first is what 
function of the data should be minimized to extract the parameters, the second is what are 
the statistical uncertainties in the extracted parameters, and the third is how to estimate 
the probability that the theory used describes the data. 

There are 25 s • 15625 bins in the histograms,9 so the average number of counts per 
bin is small and therefore, the correlation function cannot be calculated by just calculating 
Rijk/Bijk u d then trying to At a curve using a least squares lit. Instead, the Principle 
of Maximum Likelihood is used. In its most general form, one attempts to maximize the 
probability that the measured data came from the theory, by varying parameters in the 
theory[48]. The details of applying the principle to this problem are given in [1] and the 
main results will be summarized here. When applied to this experiment, one maximizes 
the probability that the real counts in a bin came from the measurement of a. number 
of counts equal to the background counts in that bin times the correlation function. 
Assuming that the real counts are Poisson distributed, and that the fluctuations in the 
predicted values (e.g., D • Qjk • 2?y*) are negligible compared to the fluctuations in the 
real counts, this is 

# m JT (D'C^'Bit»)Riik

e'DCi>,B(ik ( 6 > 6 0 ) 

ijk *«•» 

where the product is restricted to bins where £;,* jt 0. Based on Eq. 6.59 and the 
arguments given in [1], the estimated fluctuations in the background counts go as n3/*. 
So, to make the fluctuations in the background counts small, all possible events are used 
in Eq. 6.57. When making the fits, it is easier computationally to minimize the quantity 
F = - In * rather than maximize the quantity • . The correlation function is then fit by 
adjusting the parameters in C,j* (and D) to minimize F, the negative log of the likelihood 
function. The computer program used for the numerical minimization and estimates of 
the uncertainties was MINUIT[49]. 

The uncertainty estimates were made from contour plots of the log-likelihood function 
(F), where the contour of interest is that of the minimum value + 0.5. This contour would 
correspond to a, lo level if this were a x2 fit. Note that the probability of all the parameters 

'Recall tht hwtogruu attd 25 bin oa etch of tk* thnc aide*. 
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being inside this contour is about 10% for the number of parameters present in our fits[50]. 
The uncertainties given are taken from the tangent method, which uses the largest and 
smallest values inside the contour for a parameter, without regard to the values of the 
other parameters. This implies that the probability of this parameter's true value being 
within the uncertainty quoted is the same as for a 1(7 interval, without regard to the 
values of the other parameters[50]. Some confidence contours and their corresponding 
uncertainties are given in Chapter 7. 

There are two estimators of the quality of the fit (once the fit has been made) used in 
this experiment. The first 2s a restricted * a/NDF and the second is the X?ML/NDF, as 
defined in Eq. 6.61. 

The x 3/NDF is calculated in the usual manner, however only those bins predicted 
(based on D • djk * Bijk) to have more than five counts are used[48]. The background 
fluctuations, as calculated in Section 6.6, are not included in the uncertainty estimates. 
The reason for the second was simply that it was found that including the fluctuations 
did not change the value very much (which is good since one wants the background 
fluctuations to be small). The reason for the first is that the x 3 calculation assumes that 
the error distribution is Gaussian. Although the real spectrum is assumed to be Poisson 
distributed, for more than 5 counts per bin the two distributions are essentially identical. 
The distribution of the restricted x 3 >* that of a true x 3 with the number of degrf .>s of 
freedom in the range of N to N - L where N is the number of bins, and L is the r amber 
of parameters in the fit[48]. Note that the number of degrees of freedom reported here 
is always N - L, where £ = 5 for the two-radius parameter fits. This estimator has 
the virtue of allowing confidence levels to be estimated using standard methods, and one 
can verify the quality of the fit. This estimator has the failing of not being sensitive to 
the entire region that is being fit. However, since the fit is made using the Principle of 
Maximum Likelihood, the fit is unbiased and, presumably, the quality of the fit is the 
same in any region. 

The X 3 HL/NDF is derived from the Principle of Maximum Likelihood fitting method 
and is calculated according to the prescription of [1]. The parameters were fit by mini­
mizing the quantity F = - In • . The related quantity, x 3 m =2F + (constant), has the 
additional property that it reduces to the usual x 3 in the limit of sufficient statistics, if 
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the constant is chosen properly. With the proper constant the expression is 

xL, = -2b faiD' %' y *"* r°"»*» } - £ in V*R<*} (6.6D 
{ijk •"«•'*• J ilk 

where the product and the sum are restricted to those bins where 5,-jt £ 0. Although 

this estimator is unbiased even if the number of counts is small, it ;s difficult to determine 

exactly what the confidence levels are from standard methods, since the distribution is not 

lcnown[50]. This estimator has the virtue of being unbiased and the flaw not not allowing 

confidence levels to be calculated. 

6.9 Summary of the Fitting Procedure 

The procedure for fitting the correlation function is then: a functional form for the Cy* 

is assumed, and the free parameters (in Eq. 3.14 these are A, ify, Rx and r) are set 

to values corresponding to typical nuclear sizes. Equations 6.49, and 6.50 are used to 

calculate weights and Eq. 6.50 is iterated until stable to further iteration. The Rijk 

and Bijk u e calculated from Eqs. 6.56 and 6.57 using the weights. The parameters 

in the correlation function are adjusted to maximize agreement in Eq. 6.55 to give new 

correlation function parameters. This correlation function is used to calculate new weights 

and the procedure is repeated until the correlation function parameters are stable to 

further iteration. Generally less than five iterations are required. This procedure has 

been checked using Monte Carlo data with a known correlation function (using Eq. 3.14) 

and has been verified to converge to thi input parameter values. The results from the 

Monte Carlo tests are shown in Section 7.2. 



Chapter 7 

Results from the Correlation 
Function Fits 

7.1 Presentation of the Data 

The data (both the real counts and the background, or reference sample, counts) were 

histogrammed as a function of q\\, q± and qo. The fits were made using these three 

dimensional histograms. Displaying the fits in the obvious fashion of fixing, for example, 

9||> 9x and showing the data as a function of qo has two features. The first is that thare 

would be 25 1 = 625 such displays, the second is that most of the bins in any given 

display would be empty, both from limited statistics and from the acceptance limits of 

the spectrometer in Q space.1 

Therefore, averages are made over (again, for example) the ?|| - q± plane, at a given 

value of qo, to display averages of the quantities as a function of %. By using each of the 

three variables (q^, q± and qo) in turn, Ihree displays are made showing the data and the 

fitted correlation function projected onto each of the coordinate axes. Note that these are 

averages weighted by the spectrometer's acceptance — the projections of the data and 

the fitted correlation function are both distorted by the acceptance. 

The definition of the data points in the projection (£*) is 

'There ii, in addition, the physical constraint that for particle pairs, q\ + q\> ql-

71 
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the uncertainty in the data points is estimated as 

and the fitted curve is given by 

(C*) » — • ^ r - = — — , (7.3) 

where D is the over-all normalization constant (which is At, set Eq. 6.35), Rijk it the real 
counts per bin, 2?y» is the «ackground (or reference sample) counts per bin and A5,,n is 
the estimated uncertainty in the background counts per bin (see Eqs. 6.56,6.57 and 6.59). 
In Equations 7.1, 7.2 and 7.3, the tut index (*) was kept and the first and second indices 
(«' and j) were averaged over. By keeping either the first, or the second, index (e.g., t 
or j) and averaging over the remaining indices, a total of three sets of similar equations 
can be produced, each set of equations corresponding to the averages as a function of one 
of OQ, fx and 7||. Note that if R,jk - D • C,;i • i?y» the curves will be close to the data 
points. From Eq. 7.3 one can sec how the averages are weighted by the spectrometer's 
acceptance. 

7.2 Fits to Monte Carlo Data 

Section 6.9 referred to a test of the correlation function fitting routines using Monte Carlo 
data with a known correlation function. The data for this test were generated so that the 
correlation function was the same as that predicted by the theory, Eq. 3.14, with A « l , 
#|| * 3, Ri. « 4 and r * 2 . The Monte Carlo pions were then processed by simulating 
the spectrometer as used in the 0* Nb set up with Iĵ rojl > 50 MeV/c (see Table 4.2). 
The Monte Carlo program is described in Appendix A. The data output from the Monte 
Carlo simulation were patted to the usual data analysis stream with the same geometric; 1 
cuts as used in the real data analysis. The only difference was that the pulse-height and 
time-of-llight cuts in the scintillation counters were not used since particle contamination 
was not simulated. This procedure gives a close approximation to the spectrometer's 
momentum limits and two track efficiency effects. 

Table 7.1 shows the parameters extracted from the fit to the Monte Carlo data. The 
confidence level for this fit (bated on the xJ/NDF, see Section 6.8) is 55%. In Figures 7.1, 
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Parameter Input value Fitted value 

J2j.(fm) 4.0 3.8 ±0.2 
J*l,(fm) 3.0 3.2 ±0.3 
r(fm/c) 2.0 2.2+8:5 

A 1.0 0.98 ±0.05 

Xa/NDF - 595/600 

X?ML/NDF - 2646/2359 
Events - 14000 

Table 7.1: Parameters extracted from Monte Carlo simulated events. Only statistical 
uncertainties are shown. 

7.2 and 7.3 the projections for this fit are shown. In Figures 7.4, 7.5 and 7.6 the corre­
sponding confidence contours are shown. 

In Figures 7.1, 7.2 and 7.3 some effect* of the spectrometer's acceptance can be seen: 
First, the intercept as q -» 0 is not Cj » 1 + A as one might expect from Eq. 3.14. This 
is because the average at, for example, qo — 0 includes bins where q± and q\\ are not zero, 
and Cj < 1 + A. Similar arguments apply for the other projections. Second, the shapes 
of the data and the fitted curves do not follow Eq. 3.14, the most obvious being for q\\ in 
Fig. 7.3. However, the projections for both the data and the fitted correlation function 
have the same shape indicating that this is an acceptance effect. See Equation 7.3 to see 
how the fitted correlation function is weighted by the acceptance. 

One can see that a spectrometer with a limited angular acceptance couples the de­
termination of the radius parameter parallel to the direction of observation and the life­
time parameter. The cause can be visualized by imagining two pion momentum vec­
tors constrained to be within some small angular range. The variation of angle (at 
a fixed energy) gives momentum differences perpendicular to the average p of about 
fpwpMdicuUr * lp|2co«(^), which is large. Therefore, the momentum difference perpen­
dicular to the pion momentum is decoupled from the energy difference, and the lifetime 
parameter is decoupled from the corresponding radius parameter. The variation of an­
gle (at a fixed energy) gives momentum differences parallel to the average p of about 
?pwaii*i 3* l?|2sin(^*), which is small, whereas varying |j?J gives large variations in the 
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Monte Carlo 
0° data 

0 50 100 150 200 250 
q,(MeV/c) 

Figure 7.1: <C(#o)) for the Monte Carlo data. Only itatiitical uncertainties are shown. 
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Monte Carlo 
0° data 

0 50 100 150 200 250 
QJMeV/c) 

Figure 7.2: (C(fx)} for the Monte Carlo data. Only statistical uncertainties are shown. 
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CM 

o 

Monte Carlo 
0° data 

0 50 100 150 200 250 
Q„(MeV/c) 

Figure 7.3: (C(9||)} for the Monte Carlo data. Only itatittical uncertainties are shown. 
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Monte Carlo 
0° data 

R, (fm) 

Figure 7.4: The le confide ce contour for the Monte Carlo data — R\\ vt. Rx plane. 
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Monte Carlo 
0° data 

T (fm/c) 

Figure 7.5: The \a confidence contour for the Monte Carlo data — R± vs. r plane. 
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Monte Carlo 
0° data 

Figure 7.6: The lo confidence contour for the Monte Carlo data — R\\ vi. r plane. 
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momentum difference parallel to the average momentum while varying the energy differ­
ence as well. Therefore, the momentum difference parallel to the direction of observation 
will be coupled to the energy difference and one cannot easily separate the lifetime and 
the corresponding radius parameter. 

In the confidence contour plots a coupling between two variables causes the principle 
axes of the confidence contour ellipse to not be parallel to the coordinate axes. Instead, 
the axes are parallel to whatever combinations of the variables are independent. In the 
confidence contour plots for the Monte Carlo data one can see the greater coupling between 
#11 and r, than between R± and r. Note that the Monte Carlo was a simulation of the 
0' spectrometer where this is expected since the pion momenta are constrained to be to 
within an angular range close to the beam axis. 

7.3 Projections for the Data 

Figures 7.7, 7.8 and 7.9 show the projections for the 0' Nb x" data sample with IPprojl > 
50 MeV/c. This'data sample was chosen for display since it is the largest data sample 
and, correspondingly, has the smallest statistical uncertainty in the data points. For this 
reason any systematic effects will be the most apparent in this data set. These plots do 
not show any systematic differences between the data and the correlation function used 
to fit the data. Note the similarities between the 0* data and the Monte Carlo, which was 
a simulation of the 0* data. For comparison, the projections from the 45* Nb uncut data 
sample (this data sample is uncut in the sense that no cut* have been imposed that would 
remove correctly reconstructed pions, see Section 7.7) are shown in Figures 7.10, 7.11 and 
7.12. This is a slightly smaller data set, but again, no systematic differences between the 
data and the fitted correlation function can be seen. The parameters deduced from these 
fits are listed in Tables 7.5 and 7.7 (which appear later in Section 7.7). 

The projections, of course, reduce the amount of data output (from 253 = 15625 bins 
to 3 x 25 s 75 bins), so some information is lost in making the projections. This means 
that there are some possible systematic effects that could be masked in the projections. 
For example, bins along the line given by ft « q| = q± could be high (or low), and this 
would not show in the projections. However, calculations of the confidence levels from 
the x 2/NDF (see Section 6.8) have verified that the confidence levels are acceptable. 
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1.54 • A GeV 9 3Nb + Nb -» 2 * -+ X 
0° data 

2.5 

o 

250 

Figure 7.7: (C(ft)) for the 0* Nb least cut data. Only statistical uncertainties are shown. 



CHAPTER 7. RESULTS FROM THE CORRELATION FUNCTION FITS 82 

1.54-AGeV ^Nb + Nb - > 2 T T + X 
0° data 

Figure 7.8: (C(q±)) for the v Nb least cut data. Only statistical uncertainties are shown. 
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1.54 • A GeV ^Nb + Nb -> 2 n- + X 
0° data 

200 250 

Figure 7.9: (C(f|{)) for the 0* Nb bait cat data. Only statistical anccrtaintiw arc shown. 
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1.54*AGeV 9 3Nb + Nb -»27T+X 
45° data 
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Figure 7,10: {C(qo}) for the 45° Nb uncut data. Only statistical uncertainties are shown. 
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1.54*AGeV 9 3 Nb + Nb - > 2 j r + X 
45° data 

CM 

O 

Figure 7.11: (C(?x)) for the 45° Nb uncut data. Only statistical uncertainties are shown. 
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1.54»AGeV 9 3 Nb+ Nb -» 2K+X 
45° data 

o 
CM o 

250 

Figure 7.12: <C(fn)) for the 45* Nb uncut data. Only statistical uncertainties arc shown. 
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7.4 Confidence Contours for the Data 

Figures 7.13, 7.14 and 7.15 show confidence contours for fits to the 0° Nb x~ data sample 
with liVojl > 100 MeV/c, and Figures 7.16, 7.17 and 7.18 show confidence contours for 
the 45* Nb data with |pcml > 150 MeV/c. The shapes of the contours are typical of the 
contours for all of the data sets, although for the data sets with fewer events the error 
contours can intersect zero. Figure 7.19 shows the contour for one such case. The data in 
this plot are for tht 0* Ar data sample with |pVojl > 50 MeV/c; however, fte appearance 
is typical for an error contour intersecting zero. Note that for the 0' Nb dat , R^ is more 
correlated with r than R± is. For the 45* Nb data the situation is reversed, and the 
independence of R\\ and r is clearer than for R± and r in the 0* case. The vtues of the 
parameters for these fits, and the uncertainties, are given in Tables 7.6, 7.8 (for Nb) and 
7.7 (for Ar). 

7.5 Study of the Coulomb Corrections 

The Coulomb correction between the pions and the nuclear matter, and the correction 
between the two pions in the event (the corresponding correction is called the Gamow cor­
rection, although it is a Coulomb interaction), were discussed in Section 6.7. In principle 
one has to solve the n-body interaction problem to determine the corrections accurately. 
To determine if the assumption that the interactions can be separated is acceptable, a 
study was made using about 1/3 of the 0* Fe data (with \fpni\ > 50 MeV/c), where fits 
were made with all possible combinations of the two corrections being made or not. The 
parameters extracted from the fits are given in Table 7.2. Note that the |PJWOJ| > 50 MeV/c 
cut is made after the corrections so that the number of events, hence the NDF, depends 
somewhat on the corrections applied. 

Examining Table 7.2 shows that the size of a correction does not depend on if the 
other correction is made or not. All confidence levels are in the range 10% to 15% (based 
on the x'/NDF), so the quality of the fit does not depend on if a correction is made or 
not. Based on this test it is concluded that the corrections may be calculated separately, 
as was done. The motivation for the cut at 50 MeV/c in the 0* data was a compromise 
between the data sazsnle clze and the desire to have small Coulomb corrections, which 
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1.54 • A GeV 9 3Nb + Nb -» 2 i r + X 
0° data 

Figure 7.13: The Iff confidence contour for the 0* Nb cut data — R\\ vs. R±. plane. 



CHAPTER 7. RESULTS FROM THE CORRELATION FUNCTION FITS 89 

1.54«AGeV 9 3Nb + Nb -»2 j r+ X 
0° data 

CEH 

Figure 7.14: Tht le confidence contour for tht 0* Nb cut data — R± vi. r plane. 
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1.54 • A GeV 9 3Nb + Nb -» 2*r + X 
0° data 

Figure 7.15: The 1(7 confidence contour for the 0* Nb cut data — A|| v*. r plane. 
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1.54* A GeV 9 3 Nb + Nb -> 2n+X 
45° data 

R, (fm) 

Figure 7.16: The la confidence contour for the 45* Nb cut d*t* — R\\ vs. R± plane. 
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1.54 • A GeV 9 3Nb + Nb-» 2 j r + X 
45° data 

Figure 7.17: The Iff confidence contour for the 45* Nb cut data — R± vt. r plane. 



CHAPTER 7. RESULTS FROM THE CORRELATION FUNCTION FITS 93 

1.54*AGeV 9 3Nb + Nb -> 2JT + X 
45° data 

x (fm/c) 

Figure 7.18: The Iff confidence contour for the 45* Nb cut data — R\\ vt. r plane. 
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1.82*AGeV 4 0Ar + KCI^27C" + X 
0° data 

Figure 7.19: The Iff confidence contour for the 0* Ar least cut data — JZjl vs. r plane. 
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Fe, 0 # data, |pV«j| > 50 MeV/c (~ 10,000 events) 
Coulomb correction In In Out Out 
Gamow correction In Out In Out 

R±(tm) 
fl||(fm) 
r(fm/c) 

A 
X8/NDF 

X?Mt/NDF 

4.8 ±0.2 4.3 ±0.3 5.9 ±0.5 5.6 ±0.6 
i.5l?.J o.4:5;3 2.9i?;f 2.21?;? 

3.8 ±0.7 4.2 ±0.4 3.7 ±1.0 4.2 ±1.1 
0.78 ±0.04 0.65 ±0.06 0.92 ±0.08 0.77 ±0.07 

451/421 451/421 314/286 314/285 
2046/1942 2044/1942 1278/1247 1280/1247 

Table 7.2: Parameters as a function of the corrections applied, for a subset of the 0' Fe 
data. Only statistical uncertainties are shown. 

would allow the corrections to be calculated separately. 
To further examine the Coulomb corrections, a x+ pair data sample was taken in the 

0* Nb conffguration. In the JT+ data sample protons were rejected if the pulse height in the 
A and the B counters were both above the cuts for these counters, and the time-of-flight 
is above the cut for this AB pair. The proton contamination after the cuts was estimated 
by comparing the momentum spectrum without the cuts to the spectrum with the cuts 
(to determine where the protons were ir. that spectrum), and comparing the spectrum 
with cuts to the spectrum of the *~ data analyzed with the same cuts (to determine the 
spectrum shape in the absence of the proton contamination). The proton contamination 
is estimated to be 25%. The small data sample size did not allow further reductions in 
the proton contamination. The agreement between the *~ and the T + data is at the la 
level for R±, r, A and at the Zo level for R\\. While this shows acceptable agreement, 
the uncertainties in the x+ parameters are large, due to the small data sample size. The 
parameters (for both the x + and *~) are given in Table 7.7. 

7.6 Systematic Uncertainty 

The major source for the systemafic uncertainty is believed to be the uncertainty in the 
residual correlation calculation. The source of this effect is that the correlation function 
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used as input for the residual correlation calculation is taken from the measurements and 
is, therefore, uncertain. The systematic uncertainty from this effect was studied for both 
acceptances. The statistical and systematic uncertainties for the 0* Ar (least cut) and the 
0* Fe (both cuts) data sets are shown in Table 7.3. Unless noted, in the remaining tables 
the uncertainties shown art the total uncertainties. Note that this systematic uncertainty 
has the feature that improved statistics will decrease the systematic uncertainty by de­
creasing the uncertainty in the measured correlation function. The uncertaintiea in X due 
to particle contamination corrections are not included since X was not corrected for the 
particle contamination. 

Ar, 0* data Fe, 0* data 
ISK.il> 50 MeV/c Ift^jl > 50 McV/c Ift^jl > 100 MeV/c 

fix(fm) 4.8 ±0.3 ±0.07 4.8 ±0.2 ±0.05 4.7 ±0.3 ±0.08 
*||(tm) 4.2 ±0.4 ±0.2 2.7 ±0.3 ±0.1 2.1 ±0.5 ±0.16 
r(fm/c) l.ltj.J ± 0.4 2.7 ±0.6 ±0.2 3.5 ±0.6 ±0.3 

X 0.81 ±0.05 ±0.03 0.88 ±0.03 ±0.015 0.75 ±0.05 ±0.02 
X2/NDF 581/537 939/729 470/395 

xkJNDF 2979/2590 2938/2420 1476/1300 
Events 12900 32000 11200 

Table 7.3: Statistical uncertainties followed by estimated systematic uncertainties for the 
Ar and Fe 0* data sets. 

7.7 The Parameters 

The projections and the confidence contours show that the data are well described by the 
correlation function chosen for the fits, so the remaining fits will not show the projections 
or the confidence contour plots. 

Table 7.4 and Figure 7.20 present the data for the 45* set up where Rj. m Ry has 
been forced in the codes so that this data is easily compared to earlier data. Note that if 
Aj. « All « A, then 

« i * i + »|fa| + tf'-2 = *",*2 + 9§'-a (7-4) 

http://ISK.il
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45* data, single radius parameter fits 
Projectile 

jR(fm) 

Ar (Zajc) Ar Fe Nb Projectile 

jR(fm) 2.77185 1.9 ±0.5 2.0 ±0.5 3.9 ±0.1 

r(fm/c) 3.44+{j 3.6 ±0.8 4.7 ±0.5 5.8 ±0.4 
A 0.8310.04 0.75 ±0.1 0.65 ±0.05 0.88 ±0.03 

Xa/NDF 80.3/96 145/160 389/408 846/795 
xJ-t/NDF 211.2/158 1716/1663 2195/1927 2607/2098 

Events 6700 3300 8400 39100 

Table 7.4: Parameters a* a function of the projectile, for the 45* data. The data marked 
Ar (Zajc) are the Ar *" data of W. A. Zajc tt «/.(!]; the remaining data are this work. 
Only statistical uncertainties are shown. 

and these fits are equivalent to the single radius parameters fits used earlier[l, 23, 24, 
25, 28]. The fits are labeled by the projectile used, where the beam energies and the 
targets are as listed in Tables 4.1 and 4.2. The column headed Ar (Zajc) is data from 
Zajc tt «/.[l]. The fitting method used in [1] is slightly different in that the data were 
histogrammed as a function of f • |f| and «o, so that the assumption that R± = R\\ could 
not be tested. For this reason the NDF is quite different from the values in this work. 
Note tfcat the data from this work agrees with the data from the the previous work at the 
\a level. 

Table 7.5 and Figure 7.21 present the data for the 45* data where R± and A|| are 
allowed to vary separately. These data have a cut imposed on the magnitude of the 
center of mass momentum requiring both pions to have momenta greater than the lower 
limit of the acceptance of the spectrometer. This cut was imposed to remove improperly 
reconstructed tracks. The value of this cut was 90 MeV/c for the Ar data, 100 MeV/c for 
the Fe data and for the Nb data the cut was ignored since no data would have been cut. 
Since this cut removes no real data, these data are labelled "uncut". 

Table 7.6 and Figure 7.22 present the data for the 45* set up as above, however the 
cut on the center of mass momenta was increased to Iftml > 150 MeV/c to search for 
effects that depend on the pion momentum. One such effect would be a pion source 
sixe depending on the pion momentum, which would be the result of an expanding pion 
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45° data, uncut 
Projectile Ar Fe Nb 

R±(tm.) 4.5 ±1.0 4.0 ±0.65 4.8 ±0.55 
*ll(fm) 1.0 ±1.0 i.5±S:S5 3.8 ±0.2 
r(fm/c) o.o±3:2 1.7 ±1.7 4.8 ±1.0 

A 0.72 ±0.10 0.66 ±0.06 0.89 ±0.035 
XJ/NDF 138/156 381/403 846/795 

X L L / N D F 1702/1662 2194/1925 2612/2098 
Events 3300 8400 39100 

Table 7.5: Parameters as a function of the projectile, for the 45* uncut data. 

45* data, | fc. > 150 MeV/c 
Projectile Fe Nb 

J*x(fm) 4.3io:{ 5.2 ±0.55 
*||(fc>) i.5i?:S 4.1 ± 0.2 
r(fm/c) o.iig:? 5.0 ±1.1 

A 0.58 ±0.07 0.87 ±0.035 
X2/NDF 362/345 742/719 

X?ML/NDF 2167/1897 2477/1945 
Events 6900 34600 J 

Table 7.6: Parameters as a function of the projectile, for the 45* cut data. There is not 
enough data in the Ar sample to fit the data with the cut. 
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Figure 7.21: Parameters as a function of A for the 45* uncut data. 
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Figure 7.22: Parameters as a function of A for the 45* cut data. 
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source (see Section 3.3 and [36]). Examining the corresponding entries in Tables 7.5 and 
7.6 shows that, within the uncertainties, there is no dependence on the momentum cut. 
The AT data sample was smaller than desired and there was not enough data to fit a cut 
sample. 

0« data, Ift^jl > 50 MeV/c 
Projectile Ar Fe Nb (*-) Nb (*+) 

«x(fm) 4.8 ±0.3 4.8 ±0.2 5.1 ± 0.2 5.3 ±1.0 
*K(fm) 4.2 ±0.4 2.7 ±0.3 4.4 ±0.3 7.4 ±1.2 
r(fm/c) ii±5:f 2.7 ±0.6 3.9 ±0.4 o.oiS:8 

\ 0.81 ±0.06 0.88 ±0.03 1.11 ± 0.03 1.0 ±0.17 
Xa/NDF 581/537 939/729 1144/1087 69/86 

X?KL/NDF 2979/2590 2938/2420 3776/3235 736/753 
Events 12900 3200 49400 1700 

Table 7.7: Parameters as a function of the projectile, for the 0* least cut data. 

Table 7.7 and Figure 7.23 present data for the 0* set up with |pV»j| > 50 MeV/c. The 
Nb set up included both x~ and *•+ data, motivated by a desire to verify the Coulomb 
correction calculations as mentioned in Section 7.5. 

Table 7.8 and Figure 7.24 present data for the 0* set up with |5>roj| > 100 MeV/c. 
The larger value for the cut was motivated by a desire to check for effects that depend on 
the pion momentum relative to the nearest nuclear matter, the projectile fragment. This 
would include effects from the Coulomb correction. Note that for the Fe and Nb data the 
agreement between the two data sets is good. For the Ar data the higher momentum cut 
data are about 2a smaller in all parameters. 

7.8 Discussion 

The parameters show the pion source to be oblate (R± > R\\) or spherical. Using a 4r 
streamer cnamber, Beavis tt a/, have found spherical sources for 1.5 • A GeV Ar + KC1 
with parameters[23] of R± * 5.0 ± 0.5 fm and R\\ • 5.0 ± 1.5 fm, and for Ar + Pb with 
parameters(25] of Aj. * 5.16 ± 0.50 fm, Ay - 5.76 ± 0.54 fm and A » 0.98 ± 0.14. The 



CHAPTER 7. RESULTS FROM THE CORRELATION FUNCTION FITS 

0°, IIPprojll>50MeV/cdata 

103 

25 A 5 ° * 75 A100 
Ar Ft 

A 
Nb 

125 

Figure 7.23: Paramtttrs at a function of A for tkt 0* toast cut data. Tht data pointi for 
Nb kavt bee* displaced for clarity. 
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Figurt 7.24: Parameters as a function of A for the 0* cut data. The data pointi for the 
Nb radii have been displaced for clarity. 
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V data, Iftcojl > 100 MeV/c 
Projectile Ar Fe Nb 

R±(fm) 
Jtgffin) 
r(fm/c) 

A 
XS/NDF 

X2„L/NDF 

Events 

3.7 ±0.4 4.7 ±0.3 4.6 ±0.3 
3.0 ±0.5 2.1 ±0.5 4.5 ±0.3 
2.7 ±0.8 3.5 ±0.7 3.8 ±0.5 
0.9 ±0.10 0.75 ±0.05 1.05 ±0.04 
324/318 470/395 665/630 

2147/1936 1476/1300 2386/2091 
6800 11200 21400 

Table 7.8: Parameters as a function of the projectile, for the 0* cut data. 

Ar + KG parameters are within Iff of this thesis, so the oblate shape obtained here is 
within the uncertainties of the spherical shape. 

At the Intersecting Storage Rings (in CERN), Akesson et o/.[51] have measured a 
prolate source in p + p collisions at i/s * 63 GeV, and spherical source in He + He 
collisions at -Ji * 126 GeV. Their data analysis technique is different, because they 
measure the pion source site perpendicular to the average of the pions' momenta, and 
then cut on the direction of the pions' momenta. Their source sixes (multiplied by yfifz 
to convert to the parametrisation used in this thesis) arc R as 1,4 ± 0.2 for p + p and 
R * 1.2 ±0.1 for He + He. 

Using the Plastic ball at the Bevalac, Bock et a/.[28] found, for Nb + Nb at 
650 • A MeV, R » 3.4 ± 0.4 fm (with r fixed at 0 fm/c and * J/NDF „ 1.5) a value 
1.25ff from the value in this work. However, the single radius parameter Ar + KG fit of 
Beavii et al.[23, 24] gives R * 4.7 ± 0.5 fm, r a 4.2±J;J and A s 1.2 ± 0.2 (the differ­
ent beam energy is the reason this fit is not included in Table 7.4). There is significant 
disagreement between these numbers and those of Zajc et al.[l] and this work. 

The parameters for a given acceptance (0* or 45*) agree, within the uncertainties, 
for the lower momentum cut and the higher momentum cut. Therefore the data do not 
show any evidence for possible collective expansion effects[36]. Beavii et at.[25] have also 
searched for collective expansion effects using cuts on the average of the pions' momenta, 
but the size of their data sample did not allow any definitive conclusions. Brock et a/.[28] 
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analyzed their data for variations in the source size as a function of the pions' momenta, 
but observed only changes in the radius parameter for their Nb data at the 1? level, again 
not showing any evidence for expansion. 

Comparing the 45° data and the 0° least cut (Ipjrojl > 50 MeV/c) data shows the pion 
source is more spherical for the 0* data. The R± parameter for one angular acceptance 
agrees, within the uncertainty, with R± for the other acceptance (comparing system by 
system), so this effect is dut to R\\ being consistently smaller in the 45° acceptance. 

Considering the parameters as a function of A, for both acceptances, R± shows only 
a weak dependence on A, increasing slightly. In fact, within the uncertainties, Ax could 
be independent of A. The R\\ parameter depends more strongly on A than R±. In the 
45* acceptance the source is noticeably oblate for the light system, becoming less so for 
the heavier system. In the 0* acceptance the source shape is slightly oblate, becoming 
spherical. The r parameter increases with A in the 45* acceptance (although the uncer­
tainties are large due to the small sample sizes), and in the 0° acceptance this effect is 
not as clear. 

The A parameter is less than 1 for the 45* acceptance, for all systems, with a slight 
increase with A. The 0* acceptance data show similar behavior, but the values are slightly 
larger, being just below 1 for Ar and just above 1 for Nb. 

Comparisons of Tables 7.4 and 7.5 show that restricting the source shape to spherical 
leaves A unchanged and increases the extracted r by more than Iff. Since the same data 
were used in both fits (for a given system), this effect is systematic, not statistical. Future 
experiments will have to test the assumption that R± » R^, since it is clear that in this 
experiment the assumption changes the values of parameters other than R. 



Chapter 8 

Conclusions and Future Work 

8.1 Conclusions 
The method of pion-pion interferometry was used to measure the pion source parameters 
for three nuclear species, using two acceptances. The methods and computer codes used 
in this work have been verified, by Monte Carlo simulations, to give parameters that 
are within the statistical uncertainties of the values used as input for the Monte Carlo 
simulation. 

The large data samples present in this experiment have allowed the determination 
of the source shape (that is, have allowed relaxing the assumption that the source is 
spherical). In addition, the lifetime of the source wu measured and, in the larger data 
sets, is constrained to be non-zero (this has not always been the case in correlation 
experiments). 

Figure 8.1 shows a plot of data inspired by a review article by Bartke[53j. This 
plot shows the pion source size parameter A, as a function of the atomic number of the 
projectile (A,) to the one-third power. This plot contains data from a range of energies, 
impact parameters, and asymmetries of the projectile and target (although the projectile 
was always lighter than the target). The projectiles, targets, source parameters and the 
sources of the data are listed in Table 8.1. As in the article, our radius parameters have 
been multiplied by \/5j2 to give RMS radius parameters. Note that the results of this 
measurement of the radius parameter are generally smaller than the prior measurements 
and show some increase with A]/ . This plot allows the comparison of some of the data of 

107 
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Figure 0.1: Pion source parameters as a function i . i j / 3 , wWe A, is the atomic number 
.he projectile. The data are from the sources listed in Table 8.1. The data points for 

some projectiles have beec *' placed for clarity. 
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A, A, E/AGeV Rrm. Reference 

P H 200 1.66 ±0.04 [54] 

P X« 200 1.53 ±0.13 [54] 

* P Xe 200 1.45 ±0.11 [54] 
d Ta 3.4 2.20 ±0.50 [55] 

He Ta 3.4 2.90 ±0.40 [55] 
C C 3.4 2.75 ±0.73 [56] 

* C C 3.4 3.76 ±0.88 [56] 
C Ta 3.4 3.40 ±0.30 [55] 
Ne NaF 1.8 2.24±?£ W 
AT KG 1.8 3.39i?:S [1] 
Ar KC1 1.5 5.76 ±0.61 [24] 

* Ar KG 1.2 4.65 ±0.61 [24] 
At Bal3 1.8 3.75 ±1.35 [22] 
Ar Pb 3 0 4 1.8 4.04±l.i4 [22] 

* Ar PbaO* 1.8 4.87 ±0.96 [22] 
Ar KC1 1.8 • 2.3 ±0.6 this thesis 
Fe Fe 1.7 2.5 ±0.6 this thesis 
Kr RbBr 1.2 6.61 ± 1.47 [57] 
Nb Nb 1.5 4.8 ±0.1 this thesis j 

Table 8.1: Pion source parameters for different projectile target combinations. The sym­
bols A, and At are the projectile and target atomic numbers, respectively. The data 
marked with an asterisk were biaaed by towards central collisions above whatever biasing 
occurs due to the spectrometer's acceptance. 
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this thesis to a large sample of pion-pion correlation data. One can see the improvement 
in the accuracy of the measurement of the pion source radius parameter for heavy ions in 
the more recent measurements. 

At this point one would, of course, like to point to several theory predictions and pick 
the one that most closely agrees with the experimental data. Usually the situation is not 
so simple and, unfortunately, this experiment is no exception. The existing theories are 
computer Monte Carlo simulations and require too much computer time for one person 
to generate the required predictions. 

There are two sets of data that can be compared v !th theory, those of the Ar single 
radius parameter fits and the Fe two radius parameter fits. The predictions are taken 
from the work of Humanic and made using the program CASCADE.1 

i ••—- i 

Ar 45* data, single radius parameter fits 
Experiment (Zajc) This Experiment 

1.9 ±0.5 

CASCADE 

3.58 ±0.11 jR(fm) 2.77±§:| 

This Experiment 

1.9 ±0.5 

CASCADE 

3.58 ±0.11 
r(fm/c) 3.«±i:S 3.6 ±0.8 2.83 ±0.43 

A 0.63 ±0.04 0.75 ±0.1 1.003 ±0.045 
Xa/NDF 80.3/96 145/160 -

J&t/NDF 211.2/158 1716/1663 -
Events 6700 3300 -

Table 8.2: Comparison between experimental and CASCADE pion source parameters for 
the 45" data. The data marked (Zajc) are the Ar x~ data of Zajc et al.[l]; the remaining 
experimental data are this work. Only statistical uncertainties are shown. 

The single radius parameter predictions(27] were generated for comparison to the 
data of Zajc et ai[l] and the data of Beavis et a/.[23, 24]. Table 8.2 presents Humanic's 
predictions, the data of Zajc el at. and the data from tbi« experiment (which are taken 
from Table 7.4). The measured R is much smaller than the prediction, and r is larger. 
It is unclear if r being larger is a fundamental effect, or an artifact of fitting fc restricted 
form of the correlation function. As mentioned in Section 7.8, restricting the form of the 
fitted correlation function to a single radius parameter causes r to increase. The measured 

'St* [27] aad rtfcifc— OMTMB. 
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values of X are smaller than the predicted values. 
The Fe data and predictions have be»u published earlier[32]. RepeaW here in Ta­

ble 8.3 are the predictions and the experimental results from Tables 7.5, 7.u, 7.7,7.8. The 
predicted numbers are generally larger than the measured values. This would indicate 
that a nudear collision is more than just the superposition of the 2-body interactions, as 
has been believed for some ti JM. 3 

In the absence of theoretical data, one can try to predict what effects the modifications 
of the computer codes will have on the predictions made by the codes. The inclusion 
of nucleon-nudeon repulsion terms will make the interaction region larger, because the 
nudeons will resist compression. The repulsion will also cause energy to be stored as 
compr'ssional energy and be unavailable for pioi\ production. These two effects w. ild 
lower the energy density available for pion production. Assuming that the energy density 
in the nudear collision is nee? the pion production threshold, this would decrease the 
'pion source size, since the energy density in the outer regions of the collision would 
drop below the production threshold. So if the nudear repuluion effect is present in 
nuclear collisions, and if the energy density is near the picn production threshold, then 
the measured source should be smaller and longer lived thar the CASCADE prediction. In 
Tab?e 8.2 the measured sources are smaller and longer lived than the CASCADE predictions. 

The repulsion term will expand the source perpendicularly to the beam axis, since the 
increased pressure will push matter out the sides of the interaction region, giving sources 
that are more oblate than the CASCADE predictions. In Table 8.3 it can be seen that the 
measured sources are more oblate than those predicted by CASCADE, The measured Ry 
being equal to or slightly larger than the prediction, while the measured R\\ is smaller. 
Here, however, the measured lifetime is shorter than the CASCADE prediction. 

Collective flow will, to some extent, cause the momentum distribution of the pions to 
peaked in the direction of the flow. This will cause the pion momenta to be correlated 
in addition to the Bose-Einstein symmetrization, and will cause the measured A to be 
smaller than the CASCADE prediction. In Table 8.3 the measured value of A io smaller 
than the predictions. 

Based on these arguments, nudeon-nudeon repulsion effects wiil be weeded to describe 
*S«t, for cxuipk, (52] foe *a article coaccnad specifically with. CASCADE. 
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45» 45' 
1^.1 > 100 MeV/c |fc»| > 150 MeV/c 

Experiment CASCADE Experiment CASCADE 

Jtx(fm) 
*l,(fm) 
r(fm/c) 

A 
X 2/ NDF 

xSmVNDF 

4.0 ±0.65 4.2 ±0.3 
1.5lS;{* 3.0 ±0.2 
1.7 ±1.7 3.3 ±0.6 

0.66 ±0.06 1.00 ±0.02 
381/403 1099/1082 

2194/1925 1563/1691 

4.3+g;, 4.2 ±0.2 
1.5!?;S 2.9 ±0.2 
0.1±2;J 3.2 ±0.6 

0.58 ±0.07 0.98 ±0.02 
362/345 1112/1039 

2167/1897 1596/1708 

0« 0* 
lftH.il > 50 MeV/c Iftgoil > 100 MeV/c 

Experiment CASCADE Experiment CASCADE 

Iftgoil > 100 MeV/c 

Experiment CASCADE 

*x(fm) 
*ll(fm) 
r(fm/c) 

A 
X 1/ NDF 

X J M J N D F 

4.8 ±0.2 4.0 ±0.1 
2.7 ±0.3 3.3 ±0.1 
2.7 ±0.6 4.3 ±0.2 

0.88 ±0.03 1.00 ±0.02 
939/729 1031/1061 

2938/2420 1543/1693 

4.7 ±0.3 4.4 ±0.1 
2.1 ±0.5 2.3 ±0.1 
3.5 ± 0.7 4.4 ± 0.2 

0.75 ±0.05 0.98 ±0.02 
470/395 374/376 

1476/1300 498/555 | 

Table 8.3: Comparison between experimental and CASCADE pion source parameters for 
the Fe data. The data marked | £ J > 100 MeV/c are labeled "uncut" in Chapter 7, see 
Chapter 7. The uncertainties shown for the measured data are total. The uncertainties 
shown for CASCADE are statistical only. 

http://lftH.il
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the pion source size and shape and, therefore, the nuclear collision process. Theoretical 
comparisons should be made with the results of pion interferometric measurements to 
help determine if the repulsion terms are being incorporated into the theories correctly. 

8 . 2 F u t u r e W o r k 

The first question raited by this work is; How does the size of the source increase with 
atomic number? The measured source size for 0* Ar (with |fi*oj| > 50 MeV/c) is 
Ri. • 4.8 ± 0.3 fm and R\\ • 4.2 ± 0.4 An and the source tize for p + p it « 1.4 fm 
(corrected to the parameterization used in this thesis) and prolate(51]. Figure 8.1 would 
seem to indicate that the size increases smoothly, but at a rate slower than the projectile 
radius. However, the uncertainties in some of the measurements are large and there is 
the additional uncertainty over the assumption that the source size is dominated by the 
smaller of the two nuclei in* the collision. Measurements (with equal matt target and 
projectile, to make the comparison easier) need to be made in the region of A * 10 and 
A * 20. Suitable choices for beams and targets are "B + B and M Ne + NaF. 

Given that the p + p source is prolate, the Ar source is oblate, and the Nb source it 
nearly spherical a second question is; How does the thape of the source depend on the 
atomic number? For the lower atomic numbers, again, measurements need to be made 
in the region of A * 10 and A rx 20, and an experiment using U + U would cover the 
entire range of particles that the Bevalac accelerator can accelerate (as well at the range 
of naturally occurring isotopes). 

These experiments are possible to do with existing accelerators and detectors, and 
indeed, could be done with existing detectors at the Bevalac. Some lighter elements have 
been measured, but without sufficient statistics to permit a source shape analysis. The 
Crowe/Rasmussen Group at LBL has done an experiment using 1.22 • A GeV I3*La + La 
(that is under analysis) that may help to answer the question for high atomic numbers, 
but U + U will be needed to cover the highest atomic numbers possible. 

In the farther future, using 4x detectors, it should be possible to measure all of the 
charged particles from the nuclear collision and determine the impact plane. One could 
then measure radius parameters in the impact plane and perpendicular to it. This would 
remove the necessity for averaging over the impact plane angle that is necessary when 
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comparing the current data to the theories. One could also measure these parameters 
as a function of the impact parameter, since in this type cf experiment, the number of 
participant nucleons will be measured. 

As higher energy machines come on line it will become less accurate to ignore the 
multiparticle correlations since the density of pions in phase-space will be high. The 
formalism will have to change from the current correlation function, which only considers 
two pions in the event, to perhaps something like speckle interferometry[l2|. Theoretical 
analysis will be needed to determine how to analyxe the data to extract the relevant 
parameters and to determine what the relevant parameters are. 



Appendix A 

The Monte Carlo Program 

The performance of the spectrometer was simulated using Monte Carlo methods. The 

computer codes used to simulate this experiment fulfilled three roles. First, the Monte 

Carlo was used to provide the input data for the EfclKA fit that gives the track parameters 

as a function of the wire numbers in the track (see Section 5.8). Second, it was used to 

provide fake single track events to test the hit and track finding software, to measure the 

acceptance, and to measure the resolution (se* Sections 4.2 and 5.3). Third, in was used 

to provide fake two track events with a known correlation function to test the correla­

tion function fitting procedure and programs (this test included the entire data analysis 

stream). These data were also used to check the hit and track finding software when two 

tracks are present in the event (see Section 5.4). Many features of the Monte Carlo codes 

are common to the three roles and the same code, with switches, was used for all three 

roles. 

The magnetic field map (in. both magnets) was used to track the particles. The 

fields were interpolated to second order between the grid points and the particles' motion 

was described by fitting sections from circles for each path step (1 cm in the air). The 

separation between the sense planes in the wire chambers was simulated, as was the finite 

wire-chamber resolution, except for when producing EMKA input data when increased 

accuracy was desired. Multiple scattering and energy loss are simulated using formulas 

from [58], where the energy loss can include the Landau distribution (this was switchable). 

The simulation did not include missing wires in the hits, stray particles nor particle 

contamination. 
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For the ERIKA input data, the desire is to have as a complete representation of the 
physics as possible without introducing random processes that would make the output 
(the wire numbers) a multiple valued function of the input (the momentum and position). 
For this reason, the random processes were disabled, these are the multiple scattering, 
and the Landau distribution of the energy loss (energy loss was assumed to happen at the 
most probable value). The Unite wire chamber resolution, while not random, will reduce 
the accuracy of the ERIKA fit, so the finite resolution was not simulated. The accuracy 
of the fit was increased by expanding the dimensions of the wire chambers 1096(1]. The 

. lead walls in the C magnet WCM disabled so that tracks passing through the lead walls 
are reconstructed correctly.1 

For the single track data, the wire chambers are returned to their physical size, and 
the lead walls are re-enabled. The random processes are re-enabled. 

For the two track data, the code is set up as for the single track data, and the mo­
menta of the two pions in the events are correlated according to Equation 3.14. The two 
track data could optionally be analyxed as twice as many single track events, allowing 
comparison of the performance of the software when analyzing one and two track events. 

The acceptance is calculated using the procedures for the single track events but, in 
addition, the pions were weighted by probability of emission, using data from [39, 40]. 

The acceptance is shown in Section 4.2. The one and two track efficiencies are discussed 
in Section 5.4. A fit to Monte Carlo correlated data is discussed in Sections 6.9 and 7.2. 

'Sack tracks an rtaaovad boa tk* •xpcrintatal data by nqairiag tkt diitaac* from tkc track to tka 
aarface of tka bad wall be positive. 
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