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ABSTRACT

Three variations on the Dunham series expansion function of the potential of a diatomic molecule are compared. The differences among these expansions lie in the choice of the expansion variable, \( \lambda \). The functional form of these variables are

- \( \lambda_s = 1 - \frac{r_e}{r} \) for the Simon-Parr-Finlan version,
- \( \lambda_T = 1 - \left( \frac{r_e}{r} \right)^p \) for that of Thakkar, and
- \( \lambda_H = 1 - \exp(-\rho(r/r_e - 1)) \) for that of Huffaker.

A wide selection of molecular systems are examined. It is found that, for potentials in excess of thirty kcal/mole, the Huffaker expansion provides the best description of the three, extrapolating at large internuclear separation to a value within 10% of the true dissociation energy. For potentials that result from the interaction of excited states, all series expansions show poor behavior away from the equilibrium internuclear separation of the molecule. This property can be used as a qualitative diagnostic of interacting electronic states.

The series representation of the potentials of weakly bound molecules are examined in more detail. The ground states of BeAr\(^+\), HeNe\(^+\), NaAr, and Ar\(_2\) and the excited states of HeNe\(^+\), NaNe, and NaAr are best
described by the Thakkar expansion. Presumably this is because of the \( r^{-n} \) attractive forces that are responsible for the binding of these systems. Close examination of the potentials of the alkaline earth dimers suggests that covalent forces may be of importance in the bonding of these metals.

Finally, the observation of laser-assisted excitive Penning ionization in a flowing afterglow is reported. The reaction

\[
\text{Ar}(^{3}P_{2}) + \text{Ca} + \text{hv} \rightarrow \text{Ar} + \text{Ca}^{+}(^{5}P_{2}) + e^{-}
\]

occurs when the photon energy, \( \text{hv} \), is approximately equal to the energy difference between the metastable argon and one of the fine structure levels of the ion's doublet. By monitoring the cascade fluorescence of the above reaction and comparing it to the fluorescence from the field-free process

\[
\text{Ar}(^{3}P_{2}) + \text{Ca} \rightarrow \text{Ar} + \text{Ca}^{+}(^{4}P_{2}) + e^{-}
\]

a surprisingly large cross section of \( 6.7 \times 10^{-3} \text{A}^{2} \) is estimated. Mechanisms responsible for the resonant excitation and the large cross section are considered.
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Chapter I

Introduction and Overview

The main purpose of this work is to examine the nature of the bonding of weakly bound diatomic molecules. By "weakly bound", we mean binding energies of 30 kcal per mole or less. This energy regime is responsible for phenomena such as condensation, physical adsorption on surfaces, the adhesion in polycrystalline materials like ceramics, the binding in molecular crystals, the rates of ion-molecule reactions, and even the mechanism responsible for the high selectivity of enzymatic catalysis. We hope to shed some light on these kinds of forces by examining the attraction of the simplest of these systems: the weakly bound diatomic molecule.

The quantity that best describes this interaction is the intermolecular potential. Although there have been significant advances in the ab initio calculation of this potential from first principles, they rely on the cancellation of electron correlation errors between the molecule and those of the separated atoms. They generally tend to neglect spin-orbit interaction as well. Since such quantities are at least as large, and often larger, than the binding energies under consideration, the methods of empirically determining the potential function from experimental data, particularly spectroscopic data, must be used.

Perhaps the simplest method is the fitting of a simple, empirical potential function to spectroscopic, molecular beam scattering, or thermodynamic data. Familiar examples are the Morse, Lennard-Jones 6-12, and exponential-6 functions. The drawbacks are that such functions
contain so few adjustable parameters that they may not describe the
data to the accuracy known. Moreover, which functional form that
seems suitable may depend upon the experiment performed.

As an example, consider the dimer of argon. Early spectroscopic
work, dependent upon the curvature of the potential minimum, was
interpreted in terms of a Morse function. In the high energy molec-
ular beam scattering the data were more sensitive to the repulsive
wall, and the results were best described by a purely repulsive \( r^{-n} \)
or exponential function. Thermodynamic data tend to be biased toward
the long-range interactions and workers in this field had found a
Lennard-Jones 6-12 or the exponential-6 to be more appropriate. The
situation was similar to the tale of several blind men describing
the elephant.

At the other extreme of potential determinations is the Rydberg-
Klein-Reese, or RKR, method which does not produce an analytical
potential at all. This algorithm determines the classical turning
points of a potential from the spectroscopic data. The full potential
is found by interpolation between the turning points. Although the
method is limited to regions of the potential where data are available,
new methods of extrapolation have been developed for extending the
potential to the dissociation limit.

The empirical technique that is examined in this work is that
of J. L. Dunham and the variations that have more recently appeared
in the literature. Here the potential is expressed as a power series

\[
V(r) = a_0 \lambda^2(r)(1 + \sum_{n=1}^{\infty} a_n \lambda^n(r))
\]
where the expansion coefficients are determined from the spectroscopic constants of a molecule as appropriate to the particular functional form of $\lambda(r)$. The Dunham series uses the expression

$$\lambda(r) = \frac{r}{r_e} - 1$$

Because the radius of convergence of this series is limited to $r < 2r_e$, the potential is unsatisfactory for the description of any but the lowest vibrational levels of the molecule. Clearly, it cannot predict the dissociation energy. Moreover, since the number of spectroscopic constants that can be determined is limited, the series must be truncated to a polynomial. Because the successive $a_n$'s for most molecules tend to increase, the radius of convergence is even further restricted. For these reasons most workers in the past have eschewed the Dunham potential in favor of the RKR method.

It is unfortunate that the Dunham series method fails so miserably, since it not only provides a means for converting spectroscopic data into an analytical potential function but also generates potential constants that can be used to compare bonding trends among diatomic molecules. Thus several workers have recently revived the series method by changing the form of $\lambda(r)$ and hence extending the radius convergence. Simons, Parr, and Finlan had rearranged Dunham's expansion variable by defining $\lambda(r) = 1 - \frac{r}{r_e}$. Thakkar had generalized the rearrangement by defining $\lambda(r) = \text{sgn}(p)(1 - (r/r_e)^p)$. Huffaker in turn had chosen the variable $\lambda(r) = 1 - e^{-\rho(r/r_e - 1)}$ since the leading term would be a Morse potential.
In Chapter II we review the method of Durham for determining a series potential from spectroscopic data. The R&R method and near-dissociation extrapolation are also briefly discussed since these are the methods of choice by spectroscopists and are the yardsticks by which all other potential methods should be compared. The newer series potentials are then described and their descriptions of several molecular systems are compared. Of particular interest is the fact that the failure of these series potentials can be used as a diagnostic of interacting molecular states. This is true of even the Huffaker series, which we find superior to all other series potentials for ground state molecules bound by 50 kcal/mole or more.

Chapter III is a more selective and more detailed examination of series potentials for weakly bound molecules. In contrast to the results of Chapter II, we find that the Thakkar series gives the best description of weak binding in systems such as BeAr⁺, NaAr, and Ar₂. We draw on our experiences from Chapter II to suggest that alkaline earth binding might be more than just van der Waals attraction. Finally, we suggest a procedure which may be more appropriate for fitting a potential to a weakly bound molecule when the amount of experimental data is limited.

Chapter IV is indirectly related to the previous two chapters in the sense that it involves very long-range interactions. Here, we report the observation of the opening of a new channel of excitative Penning ionization of calcium by absorption of a photon while colliding with a metastable (3P₂) argon atom. The order-of-magnitude estimate
of this laser-assisted collisional cross section is in the neighborhood of thousands of square Ångströms, indicating some experimental support of previous theoretical speculation that this process should be long-range in nature. The laser excitation spectrum also shows resonance behavior, and this aspect is discussed as well.
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Chapter II
Diatomic Potential Determination and the Revival of the Series Potential
A. Introduction

The determination of the interatomic potential of a diatomic molecule from spectroscopic data is nearly as old as Quantum Mechanics itself. In fact, the standard RKR as well as the potential series determination procedures ultimately have their roots in the "Old Quantum Theory" (i.e. the Bohr-Sommerfeld integral), which predates the formalism of Heisenberg and Schroedinger.

In this chapter we will shake the dust from these roots and examine the semi-classical JWKB theory behind these potential determination procedures. Dunham's derivation of the relation between the series expansion parameters and the molecular spectroscopic constants is sketched and the limitations of his potential expansion are discussed. The alternative RKR method is reviewed and its limitations are considered.

These reviews set the stage for the purpose of this chapter: reconsidering the use of series expansions for describing the diatomic potential. The analytical series provides a simple yet flexible representation of a potential. Moreover, the series can be extrapolated to energy levels, including the dissociation level, which are not observed directly. The limitations associated with the Dunham expansion can be overcome by judicious choice of the expansion variable. The modifications which we will consider in particular are those of Simons, Parr, and Finlan, of Thakkar, and of Huffaker.
These modifications will be qualitatively and quantitatively compared for a wide variety of diatomic molecules.
B. JWKB Solution

Determination of the vibrational-rotational energies of a diatomic molecule begins with the solution of the Born-Oppenheimer approximation of the radial Schroedinger equation for the motion of the nuclei:

\[-B e^{-2} \frac{d^2 \psi(r)}{dr^2} + (V(r) + B e^{-2} L^2/r^2) \psi(r) = E_{v,L} \psi(r).\]

The quantity \(\psi(r)/r\) is the radial wavefunction for nuclear motion. The equilibrium rotational constant, \(B_e\), is equal to \(\frac{\hbar^2}{2\mu r_e^2}\), where \(\mu\) is the reduced mass of the nuclei and \(r_e\) is the internuclear separation at the potential minimum. The potential, \(V(r)\), is the sum of the Born-Oppenheimer electron energies, internuclear repulsion, and if present, spin-orbit interactions. We define \(V(r_e) = 0\) in this chapter. The eigenvalue is \(E_{v,L}\), where the subscripts indicate the dependence upon vibrational and rotational quantum number, respectively.

The quantity \(L^2\) is shorthand for the dependence of the "centrifugal repulsion" upon the angular momentum due to the rotation of the two nuclei about the center of mass. For \(^1Σ \) molecules, \(L^2 = J(J+1)\), where \(J\) is the total angular momentum of the molecule. For any other electronic state, the expression also depends upon the electronic orbital and spin momenta and how they are coupled to the nuclear rotation through the various Hund's coupling cases.\(^1,2\) For simplicity, we assume that the molecule is \(^1Σ \) in our discussion through this chapter.
In 1932, the above equation was solved by J. L. Dunham by means of the semi-classical JWKB method. Briefly, he assumed the form

\[ \psi(r) = \exp(i \int \gamma(x) dx / \hbar) \]

and that \( \gamma \) can be expanded in a power series in \( \hbar \):

\[ \gamma = \gamma_0 + \frac{\hbar}{4} \gamma_1 + \left( \frac{\hbar}{4} \right)^2 \gamma_2 + \ldots \]

The fact that he used \( \hbar \) as an "expansion parameter" made this method a semi-classical one, i.e., as \( \hbar \to 0 \) the system was more classical. The solution for \( \gamma \) was

\[ \gamma_0 = \pm \sqrt{2\mu(E-U)} \]

\[ \gamma_1 = \frac{dU}{dr} / 4(E-U) \]

\[ \gamma_2 = \pm \left( 5 \frac{dU}{dr} \right)^2 + 4 \frac{d^2U}{dr^2} (E-U) / (32\sqrt{2\mu}(E-U)^{5/2}) \]

and so on, where \( U(r) = V(x) + B e^{2J(J+1)/r^2} \). The general solution was

\[ \psi = C_a \exp(i \int p \gamma_a(x) dx / \hbar) + C_b \exp(i \int p \gamma_b(x) dx / \hbar), \]

where the a and b subscripts referred to the choice of upper and lower signs, respectively, for \( \gamma \)'s of even subscripts. The quantity \( P \) referred to some particular value of \( r \).
The problem with the general solution had been that it was not defined at the turning points and that values for \( C_a \) and \( C_b \) changed for different regions of the well; \( C_a \) or \( C_b \) had to be equal to zero inside or outside, respectively, of the potential well, where \( E - U < 0 \), and both had to be nonzero within the well. Dunham required that \( \psi \) be real and single valued and be related in the sense that the solution in the different regions have the common point \( P \). By carrying the integration into the complex plane in order to avoid the singularities at the turning points he derived the quantization condition

\[
h(v+1/2) = \int \sqrt{2\mu(E-U)} \, dr - \frac{\hbar}{32\sqrt{2}\mu} \int \left( \frac{du}{dr} \right)^2 (E-U)^{-5/2} \, dr + \ldots,
\]

where \( v = 0, 1, 2, \ldots \).

It is noted that if one neglects the second and higher integrals in the equation above, one has the old Bohr-Sommerfeld condition. This latter relationship can be derived from the JWKB solution through different means. This condition has been the basis for the RKR method as well as the Dunham solution.

It has been pointed out that Dunham's \( y \) expansion is an asymptotic series in Planck's constant, \( \hbar \). Such a series is a sum of successive terms which at first decrease then increase and ultimately cause the series to diverge. By neglecting the successively increasing terms one obtains a polynomial which can be a good approximation to a
function one wishes to represent. Some workers\textsuperscript{9a,b} have recommended that the third and higher JWKB terms be ignored, which would correspond to only evaluating the Born-Sommerfeld phase integral. Recently Kirschner and Leroy\textsuperscript{11} have examined the second and third Dunham phase integrals and have found that, for all reasonable molecular states, these extra integrals provide an improved agreement between the true and semiclassical eigenvalues all the way up to the highest bound level.
C. The Dunham Solution

Having established his quantization condition, Dunham then proceeded by assuming the potential could be expanded in a power series

\[ V(r) = a_0 \lambda^2 (1 + a_1 \lambda + a_2 \lambda^2 + a_3 \lambda^3 + \ldots) \]

where \( \lambda = (r-r_e)/r_e \). By next assuming that the energy could be expressed in the form

\[ E_{ij} = \sum_{i<j} Y_{ij} (v + 1/2)^i (J(J+1))^j \]

he solved for the \( Y_{ij} \)'s as functions of the \( a_n \)'s. The expressions for \( Y_{00} \), \( Y_{10} \), \( Y_{01} \), \( Y_{31} \), \( Y_{02} \), \( Y_{22} \), \( Y_{03} \), \( Y_{13} \), and \( Y_{04} \) are documented in his work. The validity of his method has been confirmed by Kilpatrick, who obtained identical results using perturbation theory on a harmonic oscillator, treating the \( a_1 \lambda^3 \) and higher terms as perturbations.

It should be noted that Dunham had generalized an expression spectroscopists had customarily used at the time. The vibrational-rotational energy of a molecule is expanded as

\[ E_{ij} = G_v + B_v J(J+1) - D_v J^2(J+1)^2 + \ldots \]

where \( G_v \) is the vibrational energy, \( B_v \) and \( D_v \) are the rotational and centrifugal distortion constants respectively, and the subscripts indicate that these constants vary with vibrational quantum number \( v \).
These terms are usually further expanded in the form

\[ G_v = \omega_e^v(v+1/2) - \omega_e^v(v+1/2)^2 + \omega_e^v(v+1/2)^3 + \ldots \]

\[ B_v = \omega_e^v\alpha_e^v(v+1/2) + \omega_e^v\beta_e^v(v+1/2)^2 + \ldots \]

and so on. The relationship between the \( Y_{10} \)'s and the \( G_v \) expansion seems apparent except for some subtle differences Dunham had discovered between \( Y_{10} \) and \( \omega_e \) and between \( Y_{01} \) and \( B_e \).

These differences can be seen from the general form (except for \( Y_{00} \)),

\[ Y_{ij} = \omega_e \left( \frac{B_e}{\omega_e} \right)^v \left[ f_{ij} \left( a_1, \ldots, a_\eta \right) + \left( \frac{B_e}{\omega_e} \right)^2 g_{ij} \left( a_1, \ldots, a_{\eta+4} \right) \right. \]

\[ + \left. \left( \frac{B_e}{\omega_e} \right)^4 h_{ij} \left( a_1, \ldots, a_{\eta+8} \right) + \ldots \right] \]

where \( \omega_e = \sqrt{\frac{4B_e}{\omega_o}} \), \( v = 1 + 2j-1 \), and \( \eta = 2(i-1) + j \), such that \( v \geq 0 \) and \( \eta \geq 1 \). If \( \eta \) is \(-1\) or \(0\), \( f_{ij} \) equals 1. Because \( B_e \ll \omega_e \) for nearly all known molecules, the \( Y_{ij} \)'s tend to decrease for higher \( Y_{ij} \)'s and the functions \( g_{ij} \) and \( h_{ij} \), the first and second order Dunham corrections, are of much less significance than \( f_{ij} \).

It is found that although the \( f_{ij} \)'s are complicated algebraic functions of the lower \( a_{\eta} \)'s, they are linear in the highest terms, the \( a_\eta \)'s. This provides a means of solving for an \( a_\eta \) from its corresponding \( Y_{ij} \) and the lower \( a_{\eta} \)'s. During the first iteration the \( g_{ij} \) and \( h_{ij} \) functions are neglected and a set of \( a_{\eta} \)'s is determined.
When possible, the $g_{ij}$'s and $h_{ij}$'s are calculated and subtracted from their corresponding $y_{ij}$'s and a new set of $a_n$'s are determined. The process is repeated until the set converges to one's satisfaction.

Dunham's work provides enough expressions for the determination of the $a_n$'s up to $a_6$ and the calculation of the first order corrections for $y_{10}$, $y_{20}$, $y_{01}$, $y_{11}$, and $y_{02}$. This work has been extended by that of Sandeman which permits the indirect determination of $a_7$ and $a_8$, the calculation of $y_{50}$, $y_{60}$, and $y_{41}$, and which reports the expressions for more second order and a few third order corrections. Later Wooley reported the simple expressions for a few more higher $y_{ij}$'s. Mlay and coworkers and Bouanich have recently published direct relations between the $y_{ij}$'s and $a_7$ and $a_8$, eliminating the need for the calculation of the intermediate quantities in Sandeman's paper. Most recently, J. N. Huffaker has suggested a somewhat involved algorithm for determining a set up to $a_{20}$. His work will be discussed in more detail later.

As mentioned in the introduction, the fatal flaw of the Dunham potential series is its poor convergence properties. It has been pointed out that $V(r)$ is infinite at $r = 0$ due to the Coulombic repulsion of the two nuclei. The Dunham series must therefore diverge for $\lambda = -1$. A property of any series

$$f(z) = \sum_{n=0}^{\infty} b_n z^n$$
for complex \( z \), is that if the series diverges for \( z = z_o \), it can only converge for values of \( z \) such that \( |z| < |z_o| \), making \( |z_o| \) the "radius of convergence" of the series. Thus the Dunham series must also diverge for \( \lambda = +1 \), meaning that the series is only useful in the region \( 0 < r < 2r_e \). Moreover, the values of the \( a_n \) 's for nearly all molecules tend to increase as \( n \) increases. Since there can only be a finite number of \( Y_{ij} \)'s determined from a finite amount of spectroscopic data, the Dunham series must be truncated to a polynomial, and the increasing value of successive \( a_n \) 's limits the usefulness of this polynomial to a region far less than the theoretical radius of convergence. Needless to say the estimation of the molecular dissociation energy by extrapolating the function at large \( r \) is out of the question.

Thus the Dunham potential was only of academic interest, except for calculating the properties of the lowest vibrational levels of a molecule whose outer turning points were well within the dreaded \( 2r_e \) limit. Fortunately for spectroscopists, another approach was being developed at the time Dunham was publishing his work.
D. RKR Method

Having evaluated the $G_v$, $B_v$, $D_v$, etc. constants from vibrational and/or electronic spectra, spectroscopists have traditionally determined the molecular potential by the Rydberg-Klein-Reese method.\textsuperscript{17,18} For vibrational number $v$ the classical inner and outer turning points, $r_-(v)$ and $r_+(v)$, for the rotationless ($J=0$) molecular potential can be found from

$$r_\pm(v) = f(v)([1+1/f(v)\cdot g(v)]^{1/2} \pm 1)$$

where

$$f(v) = (B e e^2)^{1/2} \int_{-1/2}^{1/2} [G_v-G_{v'}]^{-1/2} dv'$$

$$g(v) = (B e e^2)^{-1/2} \int_{-1/2}^{1/2} B_{v'}[G_v-G_{v'}]^{-1/2} dv'$$

and $B_e$ is in the same energy units as $B_v$ and $G_v$. Furthermore

$$f(v) = \frac{1}{2}(r_+(v)-r_-(v))$$

$$g(v) = \frac{1}{2}(1/r_-(v)-1/r_+(v))$$

Although the physical interpretation of $g(v)$ is not obvious, it is clear that $f(v)$ is the width of the potential well at energy $E_{v,0}$. The $f(v)$ and $g(v)$ integrals are best evaluated numerically.\textsuperscript{19,20} Although expressing $G_v$, and $B_v$, in terms of $Y_{ij}$'s can facilitate this
computation, simple interpolation for non-integer \( v' \) can serve equally well.\(^{18,20}\)

This latter point is of importance since the determination of a reliable set of \( Y_{ij} \)'s may not be feasible. Cashion\(^{22}\) had found this to be the case for \( \text{H}_2 \). We had found a similar problem in trying to fit a set to all 20 known vibrational levels of HF.

It should be pointed out that the RKR method, like Dunham's, is based upon the semiclassical Bohr-Sommerfeld integral

\[
h(v+1/2) = \frac{1}{\sqrt{2\mu}} \int \sqrt{|E - U(r)|} \, dr
\]

where \( U(r) \) is the same as in Section A. Indeed, others\(^{23}\) have shown the mathematical equivalence between the RKR and Dunham formulations. The main difference is the absence in the above expression of the higher order integrals Dunham had found. The most obvious breakdown is that \( E_{vo} = 0 \) when \( v = -1/2 \). This is not strictly correct since the true expression is

\[
E_{vo} = G_v = Y_{00} + \omega_v (v+1/2) - \omega_e x_e (v+1/2)^2 + \ldots
\]

Most workers shore up the RKR method by evaluating \( Y_{00} \) and setting the lower limit of the \( f \) and \( g \) integrals to that value of \( v \) so that the preceeding equation for \( G_v \) is zero. Other workers\(^{24}\) have extended the RKR method to include the next Dunham integral. That such corrections are more important for HF than CO\(^{24c}\) is in keeping with the premise that the semiclassical approximation is more successful for those molecules with larger reduced masses.
Although turning points can be extrapolated for vibrational levels above the highest observed level, their determination depends upon the reliability of the analytical expressions for $G_v$ and $B_v$. A more physical extrapolation procedure has been suggested by Leroy and Bernstein. They had assumed that the potential for the outer turning points of the upper vibrational levels can be approximated by the long-range behavior

$$V(r) = D_e - \frac{C_n}{r^n}$$

where $D_e$ is the dissociation energy and where $C_n$ and the integer $n$ depend upon the atomic states into which the molecule dissociates. Further assuming that the inner turning point can be set to zero in the Bohr-Sommerfeld integral, they had arrived at the expression

$$D_e - G_v = \left[ (v_D - v) \frac{\bar{H}_n}{\mu} \right]^{1/2} \cdot C_n^{1/n} \cdot 2^{n/(n-2)}$$

where $\bar{H}_n$ is a numerical constant and $v_D$, corresponding to the fictitious, non-integral vibrational "quantum number" at dissociation, is a parameter which must be evaluated from the upper $G_v$ data. The quantities $D_e$ and $C_n$ could either be evaluated from the $G_v$'s or from independent determinations, although some of the most accurate $D_e$'s have been made from the above or related expressions.

This "near-dissociation" analysis is useful for extending the potential if the upper vibrational levels are in the $r^{-n}$ region of the potential. Recently, R. J. Leroy has found that the upper levels may show near-dissociation behavior even when the limiting $r^{-n}$ term
accounts for only a fraction of the potential in the region considered. Thus a successful near-dissociation analysis does not imply that the potential has passed into the long-range regime.

Although the inner turning points are not determined by the long-range method, the inner repulsive wall can be adequately estimated by fitting a simple function such as a Morse potential to the known inner turning points. It has been our experience that the vibrational wave-function and hence the physical properties it determines are far more sensitive to the shape of the outer attractive region than to the inner repulsive one.
E. The Empirical Series Strikes Back

Although it would seem that the RKR method is quite satisfactory for determining the molecular potential and some extoll its exclusive application over any other method, there nevertheless remain some drawbacks. Since the method is numerical, the molecular information must be conveyed by tabulation of all the turning points, which can be quite lengthy. The only molecular parameters, useful for comparing bonding trends for different molecules, which can be readily determined are \( r_e \) and sometimes \( D_e \). Even \( D_e \) must be extrapolated from the upper \( G_v \)'s, a procedure which can be chancy unless a near-dissociation analysis is applied. As mentioned before, even a near-dissociation evaluation of \( D_e \) and \( C_n \) does not necessarily allow an immediately valid extension of the RKR potential (insertion of the near-dissociation expressions for \( G_v \) and \( B_v \) is not advisable since Leroy found that the ND expression for \( B_v \) to be unreliable).

Moreover, an error analysis is complicated by the numerical procedure and would require the reporting of individual standard deviations for the turning points (increasing the amount of information to be conveyed in literature), hence it is rarely performed or reported by most workers. Systematic errors of course remain hidden since the method is semiclassical, and first order at that. The numerical nature is itself inconvenient; many workers continue to determine dipole moment functions using the Dunham potential \( a_n \)'s to evaluate perturbed harmonic oscillator wavefunctions. 11,28
Thus the analytical potential function enjoys many advantages over the RKR potential. It is easy to work with. The number of parameters and associated errors that need to be reported are less than the number of turning points necessary. Moreover, the parameter errors yield uncertainty in the potential at a particular value of \( r \), whereas the reverse is true of RKR; the former is more useful to users of a reported potential. The parameters themselves can have physical meaning and can be compared to establish relationships in bonding. Calder and Ruedenberg have examined the Dunham \( a_1 \) and \( a_2 \) for 160 diatomics and were able to establish empirical relationships among \( \omega_e \), \( \omega_e \bar{x}_e \), \( B_e \), and \( \alpha_e \) for any atom-pair in the periodic table. Frost and Musulin also have examined \( a_1 \) and \( a_2 \) in search of a universal reduced diatomic potential curve, discovering that \((a_0^2 a_2) \sqrt[1/2]{a_1} \) was equal to 0.86 within 10% for 23 different molecules. When an analytical function has a physical basis, extrapolation of the potential in undetermined regions is more reliable than RKR.

Of all analytical potential functions the series function is most suitable since it can be systematically improved with new data by adding higher order terms. Moreover, a series which is evaluated in the spirit of the Dunham method automatically incorporates the higher order WKB corrections missed by RKR. The problem with the Dunham series is that the leading term, \( a_0 \lambda^2 \), is a harmonic oscillator. Thus one does not have to resort to a mathematical analysis to see why the series fails; the higher order terms can hardly be corrections in order for the series to simulate a realistic diatomic potential.
Simons, Parr, and Finlan\textsuperscript{31} (hereafter known as SPF) suggested the modification $\lambda_s = 1 - r/r_e$, for the series

$$V(r) = b_0 \lambda_s^2 (1 + \sum_{n=1} b_n \lambda_s^n)$$

would extend the radius of convergence, since the pole in the true $V(r)$ at $r = 0$ does not correspond to a finite $\lambda_s$. By requiring that all derivatives of their series be equal to all derivatives of the Dunham series at $r = r_e$, they established the relationship

$$b_n = a_n - \sum_{i=1}^{n-1} (-1)^i \binom{n+1}{i} b_{n-1} - (-1)^n(n+1)$$

for $n \geq 1$ and $b_0 = a_0$, where $\binom{m}{j}$ is the binomial coefficient $\frac{m!}{(m-j)!j!}$. Thus having determined a set of Dunham $a_n$'s, they could successively determine a set of $b_n$'s quite easily. By requiring that the series have the correct $r^{-m}$ behavior at long range, i.e. setting the boundary conditions

$$\lim_{r \to \infty} (r^2 \frac{d^k}{dr^k} V(r)) = 0 \quad , \quad k < m \quad ,$$

they could easily generate up to $m - 1$ extra coefficients.

This series expansion has been applied to not only diatomic molecules, but to linear\textsuperscript{32} and bent\textsuperscript{33} triatomic molecules as well. Moreover it has been used to model chemisorption interactions.\textsuperscript{34} Bickes and Bernstein have fitted the SPF expansion to pre-determined van der
Waals potentials\textsuperscript{35} and have used it to invert molecular beam elastic scattering data.\textsuperscript{36} The series' improved theoretical convergence radius, its versatility, and SPF's assertion that it had a theoretical basis made the SPF expansion seem very promising.

From a pragmatic point of view, the leading term of the series is the Kratzer-Fues\textsuperscript{37} potential, which had been used as a model potential by early spectroscopists. It is generally recognized,\textsuperscript{13,38} however, that the Kratzer-Fues function is not a very good representation of true molecular interactions. This may explain why the SPF series, although having a range of convergence larger than that of Dunham's, tends to diverge before $3 \cdot r_e$, going to very, very large or sometimes even very negative values at $\lambda_s = 1$, or as $r \to \infty$. Although Simons and Finlan found\textsuperscript{31b} that adding a few "boundary condition" coefficients improved convergence, the number of extra terms taken is somewhat arbitrary.

Thakkar\textsuperscript{39} generalized the Dunham and SPF series by defining

$$\lambda_r = \text{sgn}(p) \cdot (1 - \left(\frac{r}{t}\right)^p)$$

where

$$\text{sgn}(p) = \begin{cases} 
+1, & p > 0 \\
-1, & p < 0 
\end{cases}$$

so that the Dunham variable corresponds to $p = -1$ and the SPF variable
to $p = +1$. Thakkar then related the $e_n$'s of his expansion

$$V(r) = e_0 \lambda_r^2 (1 + \sum_{n=1}^{\infty} e_n \lambda_r^n)$$

to the $a_n$'s of Dunham in the same manner SPF had solved for their $b_n$'s. His algebraic relations were much more complex and tedious than those of SPF and will not be reproduced here, except for the simplest relations

$$e_0 = a_0 / p^2$$

and

$$e_1 = (a_1 + p + 1) / (p \cdot \text{sgn}(p))$$

The remainder are to be found in Thakkar's paper. Since there was one extra parameter, $p$, in this series expansion compared to those of Dunham and SPF, there was some ambiguity as to the choice of $p$. Thakkar argued that the optimal choice for $p$ would be one that would eliminate the first correction term in the series, i.e. $e_1 = 0$, or

$$p = -a_1 - 1$$

which of course led to nonintegral values. Nevertheless, Thakkar found that the behavior of this series for CO and HF was better than that of SPF. Moreover, the potential tended to a constant value at $\lambda_r = 1$, i.e. it extrapolated to dissociation energies within 10% of the true values.
It should be noted that the leading term,

\[ e_0 \lambda_t^2 = e_0 \left( \frac{\mathbf{r}}{r} \right)^{2p} - 2 \left( \frac{\mathbf{r}}{r} \right)^p + e_0 \]

is the same as the Lennard-Jones \((2p,p)\) potential. Since the latter, especially for \(p = 6\), has been very successful in describing very weakly bound molecules, we should expect the Thakkar series to be a very promising tool for studying those systems. Indeed we have found this to be the case and will discuss it in greater detail in Chapter 3.

Following this trend of using a simple potential function as an expansion variable, one would wonder how useful a series could be using a Morse potential, namely

\[ \lambda_H = 1 - e^{-\rho(r-r_e)/r_e} \]

Point of fact, Dunham himself had made just such a speculation in his original work.\(^{7b}\) Because the Morse function had been so simple and so popular among spectroscopists, it is curious that no one had seriously investigated the series representation before the publication of J. N. Huffaker's first article in 1976.\(^{40}\) Using perturbation theory, Huffaker derived the relationships among the \(Y_{ij}\)'s and the \(c_n\)'s of the expansion

\[ V(r) = c_0 \lambda_H^2 \left( 1 + \sum_{n=2}^{\infty} c_n \lambda_H^n \right) \]

By further requiring equality of the derivatives at \(r_e\) between his and
Dunham's series, as SPF and Thakkar had, and substituting the resulting expressions into his \( Y_{ij} \) formulations, Huffaker obtained Dunham's original equations between the \( Y_{ij} \)'s and the \( a_n \)'s, thus showing the internal consistency of the method. More recently, by adopting the JWKB approach, Huffaker has developed an algorithm for calculating higher order \( c_n \)'s, where the highest value of \( n \) is limited only by the amount of available data and the machine precision of the computer. Most recently, he has developed a generalized formula for finding the \( a_n \)'s and \( b_n \)'s from \( c_n \)'s (unfortunately, the relationship to the \( e_n \)'s was not so obvious and hence not reported).

There are several similarities between the Thakkar and Huffaker expansions. First, the expansion variables contain two parameters, \( r_e \) and \( p \) or \( p \). By hopefully optimizing the second parameter of the variable the first correction term in the series can be eliminated. Although the Huffaker-Dunham coefficient relations are not quite as complex as those of the Thakkar-Dunham, we only list the simplest ones, which are

\[
p^2 c_0 = a_0
\]

\[
o = -a_1 = p + 1
\]

These equations make Huffaker's leading term a Morse-Pekeris function, i.e., \( p \) is determined from \( n_e \) rather than \( \omega_e x_e \).
With a few exceptions, which we will note later and in Chapter 3, the Huffaker series appears to offer the most accurate description of a molecular potential of the four series we have discussed so far. We have found that the higher order correction terms are usually small (<0.2) and tend to decrease for increasing $n$. Even though the series must be truncated to a polynomial of order $N$, we have found that the extrapolated dissociation energy

$$D_e \approx c_0 \left( 1 + \sum_{n=2}^{N-2} c_n \right)$$

is almost always positive and approximates the known value within 10%. There remains, however, a convergence problem to be addressed.
E. Further Convergence Considerations

Although it seemed that the new expansion variables had extended the region of series convergence to the domain $0 < r < \infty$, certain anomalies in the truncated polynomials became apparent. SPF noted that their function tended to converge slowly at $r \approx \frac{1}{2} r_e$ and sometimes had an artifice at $r < r_e$, quickly becoming negative at smaller values. We have seen these artificial maxima for many molecular states for the Thakkar and Huffaker series as well. It appeared that these new series expansions tended to diverge for some $r < r_e$.

Thakkar speculated that his and the SPF series had a smaller convergence radius of $-1 < \lambda_T < 1$ because the theoretical justification for these expansions had been that $\lambda_T$ be a perturbation variable on the electronic Born-Oppenheimer Hamiltonian evaluated at $r_e$. Beckel pointed out that if the potential $V(r)$ has a term of the form $\exp(-\alpha r)$, $\alpha$ being some constant, then $V(r)$ has, for $p > 0$, an essential singularity at $\lambda_T = +1$, i.e. for $\lambda_T(r) = 1 - (r_e/r)^p$, the expansion in $\lambda_T$ of the function

$$\exp(-\alpha r) = \exp(-\frac{\alpha r_e}{(1-\lambda_T)^{1/p}})$$

has a singularity at $\lambda_T = 1$. This therefore restricted the radius of convergence to $|\lambda_T| = 1$, or rather the series ceased to be convergent at $\lambda_T = -1$ and $r = r_e/2^{1/2}$ (with $r = \frac{1}{2} r_e$ for the SPF case of $p = 1$). Although this particular problem can not occur for Huffaker's expansion,
\[ \lambda_H = 1 - \exp(-\rho(r/r_e - 1)), \text{ since} \]

\[ \exp(-\alpha r) = \exp(-\alpha r_e) \cdot (1 - \lambda_H)^{\alpha r_e/\rho} \]

is analytic for positive \( \alpha \) and \( \rho \), we propose that any potential that

has an \( r^{-n} \) term (which is sure to occur at long range) is not analytic

at \( \lambda_H = 1 \) with respect to the Huffaker variable, because

\[ r^{-n} = [r_e(1 - \rho^{-1} \ln(1 - \lambda_H))]^{-n} \]

has an essential singularity at \( \lambda_H = 1 \). This sets a radius of con-
vergence of \( |\lambda_H| = 1 \) and explains why we have seen truncated Huffaker

polynomials reach non-physical maxima and become negative for decreasing

\( r \), and why these maxima have appeared to correspond roughly to \( \lambda_H = -1 \).

Since these convergence restrictions are in the region \( r < r_e \)

they are not nearly as serious as the one placed on the Dunham series.

Usually the artificial maxima occur at \( V(r) \) values of \( \frac{1}{2} D_e \) or greater,

so we can fit a simple repulsive function to the inner wall to extend

the potential function for \( V(r) > D_e \). As mentioned before the eigen-
values and eigenfunctions of the potential are more sensitive to the

outer portion than to the inner wall, so the point of concern is the

accuracy of these series representations for \( r > r_e \).
G. The Program

In order to investigate the behavior of the truncated polynomials of these series expansions for various molecular states, we have written a FORTRAN program which will invert a set of $Y_{k0}$'s and $Y_{l1}$'s, where $1 \leq k \leq 4$ and $0 \leq l \leq 3$, to give Dunham, SPF, Thakkar and Huffaker polynomials up to the sixth order correction to the leading term, i.e. up to $a_6$, etc. Although this program is listed and described more fully in Appendix A, a brief description of the general algorithm will be given here.

Using Sandeman's notation, the $Y_{ij}$'s can be expressed as

$$Y_{ij} = x_{ij} + y_{ij} + z_{ij} + \ldots$$

where the $x_{ij}$, $y_{ij}$, $z_{ij}$ correspond to the $f_{ij}$, $g_{ij}$, and $h_{ij}$, respectively, of Section II, with the appropriate factor of $(B_e/\omega_e)$. As suggested in Section II, the assumption $Y_{ij} \approx x_{ij}$ is made and a set of $a_n$'s is sequentially calculated. The order of calculation is illustrated in Fig. 1, which shows that the $a_n$'s for even $n$ are determined from the $Y_{k0}$'s and those of the odd $n$ are determined from the $Y_{20}$'s (if $B_e$ or rather $r_e$, may be considered "$a_{-1}$"). If a particular $Y_{ij}$ is not available it is set equal to zero and the corresponding $a_n$ is determined (a practice we consider risky and we tend to avoid). If the set of $a_n$'s is sufficient to determine a particular $y_{ij}$, the latter is calculated, subtracted from $Y_{ij}$, and the new set of $x_{ij}$'s is used to
determine the next iterative set of $a_n$'s. The process is repeated until the change in the next set is negligible. We have found that ten to twenty iterations are needed to give an average relative error of $-7 \times 10^{-15}$. Out of over one hundred cases, we have found only two cases (a set of very non-physical $Y_{ij}$'s for Be$_2$ and Ar$_2$) in which the iteration actually diverged.

The $x_{ij}$'s and $y_{ij}$'s can be computed from Dunham $a_n$'s or Huffaker's $c_n$'s. Earlier, we had computed the former quantities with separate programs using these authors' equations and found the $x_{ij}$ and $y_{ij}$ sets to agree within machine precision. Thus we are confident that these equations are faithfully coded.

Since this program was written, the articles by Bouanich and Huffaker had appeared which permitted the calculation of higher $a_n$'s. We have not tried to recode our work for the following reasons:

1. The higher equations are algebraically very complex and their transcription to computer code would be subject to error. Indeed, Huffaker's formulas are a convolution of several sets of intermediate quantities requiring calculation.

2. Our main interest is in weakly-bonded molecules which have only a few number of bound vibrational levels, hence the higher $Y_{ij}$'s needed by the higher $a_n$'s cannot be determined for lack of experimental information.

3. Because the relative standard deviations of the $a_n$'s and $Y_{ij}$'s increase with $n$ and $i$ respectively, the higher $a_n$'s may be calculated in principle but will remain indeterminate in practice.
4. The relationships between the $a_n$'s and Thakkar's higher $e_n$'s have not been published and we have found their derivation to be too tedious (in short, we tried but ran out of patience).

We were thus less interested in making the program a state-of-the-art instrument and more interested in spending the time examining more molecular systems with the tools at hand. We felt we could calculate enough expansion parameters to determine several trends for the different potential series.
H. The Roads-Not-Taken

It should be mentioned that there are two other series approximations which we have not considered in detail. The first is the Ogilvie-Tipping, or OT, expansion, where

$$\lambda(r) = \frac{(r-r_e)/(r+r_e)}{.}$$

As has been pointed out by Beckel and Engelke, for $0 < r < \infty$, $-1 < \lambda < 1$ and hence the OT series should in principle be convergent for all $r \neq 0$. In fact Engelke has found that the OT series and his modifications are quite good in describing the ground and excited states of $H_2^+$. Although he gave a formulation for determining the OT coefficients from the $a_n$'s up to the fourth order correction, we have found a general formula and will report it here. Given the OT expansion

$$V(r) = d_o \lambda^2 (1 + \sum_{n=1} d_n \lambda^n),$$

we have

$$d_o = 4a_o$$
$$d_n = \sum_{m=1}^{n} 2^m \binom{n+1}{n-m} a_m$$

where $\binom{n+1}{n-m}$ is the binomial coefficient.
Because the d calculation was so straightforward we examined
the OT polynomials for HF(X^1\Sigma^+), HF(B^1\Sigma^+), HI, CO, I_2(B^3\Pi_{0+u}),
Li_2(A^1\Sigma^+u), BeAr^+, BeH^+, Ar_2, Mg_2, Ca_2, and NaAr(A^2\Pi_{3/2}).

Despite Engelke's work, we have found that for r > r_e the OT
polynomial in general performed more poorly than that of SPF, Thakkar,
or Huffaker. In none of the cases examined did the r \to \infty extrapolation
give a value within a factor of +2 of the known dissociation energy.
It had the highest propensity over the other three to reach a non
physical maximum and become negative for increasing r. It did demon­
strate superior behavior for r < r_e, i.e. if the OT polynomial showed
an artificial maximum along the inner wall of a particular molecule
along with the SPF, Thakkar, or Huffaker function, the OT maximum was
at smaller r and V(r) was largest. This last point was not as
important for describing a true potential, as mentioned earlier. For
these reasons, we did not investigate the OT expansion any further.

It is curious that our observations vary so markedly with
Engelke's. It may be that H_2^+ is unique; it has only one electron so
that the only interatomic repulsion effects are the Coulombic repulsion
of the two nuclei and the electron's average kinetic energy due to
particle-in-a-box type shrinkage. In terms of the reduced variables
r/r_e and V(r)/D_e, H_2^+ has one of the broadest wells. We tend to think
that H_2^+ is a chemical singularity and that the OT series has a smaller
radius of convergence in the empirical sense.

The other approach we have neglected is the [N,N] Padé approximant.
The form for this function is
\[ V(r) = f_0 \lambda^2 \left( 1 + \sum_{n=1}^{N-2} f_n \lambda^n \right) \left/ \left( 1 + \sum_{n=1}^{N} g_n \lambda^n \right) \right. \]

where \( \lambda \) is the Dunham variable, \( r/r_e - 1 \). The desirable qualities are that for small \( \lambda \) it is a harmonic oscillator (which some workers prefer for the latter's familiarity), it extrapolates to a finite value \( f_0 f_{N-2}/g_N \) as \( r \to \infty \), and, by choosing \( N = m \) for \( r^{-m} \) asymptotic behavior, has a chance at recovering the long-range part of the potential. Jordan and coworkers have applied this approximant to \( H_2^+ \) and the alkali halides. The latter work had determined the \( f_n \)'s and \( g_n \)'s by expanding the denominator in a binomial expansion, multiplying the two series together and equating the coefficients of \( \lambda^{n+2} \) to Dunham's \( a_n \)'s.

The problem with this approach is that the relationships of the \( f_n \)'s and \( g_n \)'s to the \( a_n \)'s change for different \( N \). This makes the algorithm inconvenient; the introduction of one higher \( Y_{ij} \) allows the calculation of one higher \( a_n \) and the iterative correction of the lower \( a_n \)'s from the one set of Dunham equations whereas a completely different set of equations must be employed to find the new set of \( f_n \)'s and \( g_n \)'s. The systematic improvement of the Padé approximants with new data is not as straightforward as with the other series mentioned.

Moreover, Bickes has demonstrated that he can fit an SPF polynomial more accurately and over a wider region of \( H_2^+ \) than Jordan's [2,2] or [3,3]'s. Similar observations were made by Engelke concerning his expansions vs. the [2,2] and [3,3]. An examination of these approximants for BeAr\(^+\), discussed in Chapter 3, showed the extrapolated
dissociation energies to be a factor of two too large. For these reasons we have not pursued the Padé approximants.
I. General Observations

We have examined the behavior of the SPF, Thakkar, and Huffaker potentials for 31 molecules and 43 of their electronic states. Because the list is not exhaustive and is weighted by our own interests and prejudices we have not attempted a careful, systematic examination of the coefficients or the extrapolated dissociation energies. Nevertheless we feel the list is fairly representative of the different kinds of molecular states known and that we can safely draw some qualitative conclusions. To our knowledge, no other work as extensive has appeared in print for these three potential series.

The program described in Appendix A was run on the Lawrence Berkeley Laboratory's CDC 7600 and 6600 computers using single precision (approximately 14 significant digits). The output of this program and plots of the potential polynomials and RKR tie-lines can be found on the microfiche attached to this publication. A few comments concerning output are in order:

1. The first line is a title which identifies the data set and the corresponding plot.
2. The second line is an abbreviated reference of the form:
   First Author/Journal and Volume/Pg. No./Year/Y_1j Status.
   where the Journal code is CJP: Canadian Journal of Physics,
appeared in the reference, "N" if only G and B data are available.

3. The dissociation energy need only be an estimate, since it is only used for scaling the vertical axis of the plot.

4. Technically speaking, the Born-Oppenheimer approximation requires that one use the mass of the nuclei rather than the atomic masses. Hence the atomic masses are corrected for mass of the electrons. This fine point only shows up in calculating $r_e$.

5. The expression "CUT OUT AT IT = " indicates the iteration at which the $a_n$'s converged (maximum allowed = 30). This printing feature is removed from the latest version of the program.

6. The X's and Y's refer to Sandeman's notation for the $Y_{ij}$'s and the first Dunham correction. The leading integers correspond to $i$ and $j$ respectively.

7. The first parameter for each series is the $a_0$, $b_0$, etc. The second is $r_e$ for all of them. The third corresponds to $a_1$, $b_1$, $p$, and $\rho$ respectively. The rest are the succeeding correction terms, extrapolated $D_e$ for all but Dunham's series, and the last Huffaker parameter is the $\sigma$ described in his first paper.

8. For the first seven runs, the standard deviations for the Thakkar and Huffaker $D_e$'s and Huffaker's $\sigma$ were not calculated in the strictly correct, mathematical sense and therefore tend to underestimate the true standard deviations. The calculation of the standard deviation of the SPF $D_e$ is programming-error ridden and
is therefore meaningless. These errors are corrected in
the final version of the program and all standard deviations
for those molecules in the eighth run are correct.

9. Ignore the "WMIN FAILED TO CONVERGE" message for NAH/X SIGMA+/
   it really did converge.

A few comments concerning the plots are:

1. The code for the potential polynomials are Dunham: long dash,
   SPF; dot-dash, Thakkar: short dash, Huffaker: dots (or very short
dashes).

2. RKR tie lines correspond to the vibrational energies and their
classical turning points. The highest level corresponds to the
highest level to which $Y_{ij}$'s were fitted.

3. The horizontal tie line running across the center of the plot
   from $r = 0$ to $5r_e$ corresponds to the estimated dissociation
   energy.

4. The horizontal lines that occasionally appear crossing the
   $r = 0$ axis and running the length of the plot seem to be due
to bugs in the LBL Computer Center's IDDS interface with the
   microfiche plotter; they did not appear in plots on other
   devices.

5. For the molecular hydrides and HeNe$^+$ in the first seven runs,
   the divisions along the r-axis should be in units of either
   0.2 Å or 0.5 Å. Because of a formatting error in the plotting
portion of the program, the r-axis labels are rounded to the nearest Å and thus for HF, for example, two tick marks each are labelled "1." Å, "2." Å, etc.

The overall organization of the output is broken into 9 sets which can be identified by the "LOAD MAP" that precedes each. The sets are: van der Waals' molecules, the hydrogen halides and carbon monoxide, alkaline earth dimers, molecular ions, alkali hydrides, alkali dimers, an unclassified group of various molecular states, and a set containing correction runs of the former sets plus HD and D₂, respectively. The correction run had been made in order to generate plots that had been scaled incorrectly for HeNe⁺ and the two O₂⁺ states or to correct for mispunched cards on the A₁Σ⁺ states of KH and CsH. The data set for I₂ B²Π0⁺, which also had a mispunched entry, was replaced with a data set containing newer, more accurate Yij's. Certain minor bugs in the program were fixed for the last run and a final listing is included. A complete listing of all molecules and states are to be found in Table I.

From these results we can make several qualitative, intuitive observations. Most noteworthy is that for molecules that are chemically bonded, i.e. have well depths of greater than 30 kcal/mole or 10,000 cm⁻¹, the Huffaker series is superior to any of the others. It generally converges uniformly, i.e. no non-physical maxima, to a positive value for increasing internuclear separation. The extrapolated dissociation energy is frequently within 10% of the true value. On those occasions
when it fails by running over 10% above or below the true dissociation
or by reaching a maximum and going negative, the other series have
also failed and have done so for smaller $r$. For $r < r_e$, the Huffaker
series occasionally turns over, but since these maxima tend to be well
above $D_e$ this is no great problem. Moreover, the correction terms of
the Huffaker series are the smallest. This last point is a little
ambiguous since Huffaker's $\lambda$ approaches one for increasing $r$ more
rapidly than the variables of SPF or Thakkar, i.e. the Huffaker
correction terms are smaller but are called into play earlier.

The Thakkar series potential has a greater tendency to turn over.
For $r < r_e$, its maximum tends to be lower than Huffaker's. Although
Thakkar's series also occasionally turns over for $r > r_e$ whereas
Huffaker's does so only rarely, when the former does turn over its
maximum is closer to the true dissociation energy than Huffaker's
extrapolated value. In these cases it would seem that the Thakkar
function collapses at the finish line. When the Thakkar function does
not go through a large $r$ maximum its $D_e$ overestimates the true value
where the Huffaker $D_e$ is too low. This can be explained by the fact
that the Thakkar potential has a long-range $r^{-p}$ term built into it, but
we find $p$ to be smaller than the true long-range $n$, and hence the
potential rises too quickly and past the dissociation limit. On the
other hand, if the Huffaker potential faithfully follows the RKR curve,
it will asymptotically approach the same value as a Birge-Sponer
extrapolation. The latter extrapolation is already known to
underestimate the true value due to the neglect of long-range forces. These forces are neglected by the Huffaker potential as well.

The SPF potential is, for large r, the poorest of the new series potentials; it diverges from the RKR curve first and turns over most often. When SPF and Thakkar both turn over, SPF flips over first. Clearly, the SPF series needs to include extra terms from the boundary conditions mentioned earlier.

On the short range, repulsive wall side the SPF may be slightly better in the sense that, when it does turn over, it does so well above the 2.5 D_e maximum of the plotting range. For that matter, in this region the Dunham potential is superior to all the others, since it turns over the least and always above the viewpoint of the plot. This may be because the Dunham series is well within its radius of convergence while the others are fast approaching theirs. It may, in fact, be a worthwhile study to compare the repulsive wall of the spectroscopically determined Dunham series to those potentials derived from elastic scattering work.

As far as spectroscopic work is concerned, the new series are definite improvements over the Dunham expansion. A visual inspection of the plots indicates that they agree fairly well with the RKR turning points up to the highest level. On closer examination, however, they do not provide as stringent quantitative agreement as demanded by the experimental accuracy of the original data. As an example, the G_v's for HI have been calculated for the Huffaker and Thakkar expansions
by the Numerov-Cooley method. The corresponding $B_v$'s have then been determined from the resulting wavefunctions by the equation

$$B_v = \frac{\int \psi^2_v \, dt}{\int \psi^2_v \, dt}$$

The results are tabulated in Tables II and III.

Of particular note is the quantity $\delta Y_{ij}$ given in Table II. Although an accurate description of the upper $G_o(v)$, where $G_o(v) = G_v - G_o$, requires $Y_{50}$, this last quantity is not used in the determination of the Thakkar and Huffaker potentials. Thus if these two series were to represent faithfully the input data, $\delta(\text{Thakkar})$ and $\delta(\text{Huffaker})$ should be equal to $\delta(Y_{ij})$ rather than $Y_{ij}$. In any case, the deviations of these two potentials are well outside experimental tolerances for the upper levels. In this rare case, the Thakkar potential shows better agreement with the true values than does the Huffaker one. This is probably due to the fact that the former reaches a maximum at 3.8 Å that is <1% of the true $D_e$, coming closer to simulating the true potential within this range (see Fig. 2). The decreasing portion of the potential is insignificant here, since the wavefunction is not calculated past 3.8 Å.

Despite the quantitative shortcomings the newer expansions provide at least a good approximate agreement in the range where the true potential is known and, with a few exceptions, a reasonable qualitative description over the entire range. Examination of these exceptions proves instructive and should be discussed briefly.
One is the Ca$_2$ $A^1\Sigma_u^+$ state, which is one of the few cases where Huffaker turns over. Although workers had, by analogy to Mg$_2$,
correlated this state to the $^1P$ level of Ca, Vidal correctly pointed out that an avoided crossing occurs and that Ca$_2^+$ dissociates into a ground and an excited $^1D$ atom. Thus this curve may be shallower due to this premature adiabatic termination.

Another case of avoided crossing is the A $^1\Sigma^+$ state of the alkali hydrides recently studied by Stwalley and coworkers. Here a moderately weak diabatic covalent state of ground state atoms crosses a more strongly bonding ionic curve, creating a uniquely shaped, flat bottom A state. As a result the values of $\omega_x$ and $\alpha_e$ are negative, making this a very unique molecular state. This also leads to a Thakkar $p < 0$, which invalidates the higher coefficients since the Thakkar relations change with change of sign in p (the computer code assumes $p > 0$ always).

The anomalous behavior of the series for the HF B $^1\Sigma^+$ state may derive from two sources. Similar to the alkali hydride A $^1\Sigma^+$ case, the B $^1\Sigma^+$ correlates to the ions H$^+$ and F$^-$ (although the adiabatic A $^1\Sigma^+$ state should avoid another crossing and dissociate into ground state hydrogen and an excited $^2P$ alkali atom). For example we find the Thakkar $p$ to be very small, around 0.2, and would expect poor behavior for this function. DiLonardo and Douglas, who reported the $Y_{ij}$'s we have used, have noted that the value $D_{e-v}$ is very close to $e^2/r_+(v)$ for $v = 14-26$, where $r_+(v)$ is the outer RKR turning. They
have also observed that above v = 26 the $^1\Sigma^+$ state is strongly perturbed by the $^3\Pi$ and other higher Rydberg states intersecting the $^1\Sigma^+$ state along the inner wall. This is the second factor that could account for the series poor behavior.

A further example of a perturbed state not lending itself to a series potential analysis is the $^2\Sigma_u^+$ level examined by Huffaker, where the higher order Morse terms are as high as 800 for the tenth order correction. He attributes this to the fact that the $^2\Sigma_u^+$ state tends toward predissociation, i.e., is perturbed by other states. By the same token, predissociation into the $^1\Pi_{1u}$ state probably perturbs the $^2\Pi_{0^+u}$ state badly enough to explain why we have seen all of the series functions fail to represent the potential of the latter. Furthermore, Huffaker had found that even higher order corrections than we have calculated became increasingly large and only degraded his series.

All these cases where even the Huffaker potential fails correspond to excited electronic states which strongly interact with neighboring excited states or undergo avoided curve crossings. This failure is perhaps ultimately based on the fact that the leading term, or the primal function, is a Morse potential, which has been used primarily for describing ground state interactions. Thus the Huffaker series is from the outset prejudiced toward ground state potentials and this is probably the reason that it does so well for the case where valence bonding forces are at work.
When, in contrast, the bonding is dominated by the weaker long-range forces, as will be considered in Chapter 3, the Thakkar function is superior. This success may again be rationalized by the fact that the leading Thakkar term has a built-in prejudice for long-range interactions. Along this line of reasoning the SPF and Dunham expansions, based upon the unrealistic harmonic oscillator and Kratzer-Fues potentials, respectively, cannot be expected to give equally good results in any case and, point of fact, do not.

Thus for ground state potentials and those of excited electronic states which do not interact with neighboring excited states the Huffaker and/or Thakkar expansions provide a good qualitative description and a reasonable quantitative description. Quantitative improvement can be made by employing still higher order corrections as Huffaker has done. Moreover the parameters in these expansions can be subjected to physical interpretation and be used in denoting and diagnosing bonding trends such as will be done in the next chapter.
J. The Question of Higher $a_n$'s

A point made earlier which we should address here is whether any of the higher order correction coefficients are meaningful. The question had arisen when J. K. Cashion studied the potential for $H_2$.\footnote{22} He had found that the higher $Y_{ij}$'s, such as $Y_{31}$ and $Y_{40}$ needed in order to find $a_5$ and $a_6$, respectively, could not be meaningfully determined. This was in accord with the observations of Herzberg and co-workers,\footnote{61} who found that these higher terms varied considerably with the number of vibrational levels used in their fit. The $a_5$ and $a_6$ coefficients could hence not be calculated with any reliability, and Cashion questioned whether these or higher coefficients ever could be, forming what today appears to be a consensus of doubt.

The problem with using $H_2$ as a model potential is that, with the smallest reduced mass and the smallest known value of $r_e$, it has an exceptionally large $B_e$ of 60.864 cm$^{-1}$. The ratio $(B_e/\omega_e)$ is therefore exceptionally high as well. This is a crucial ratio since it scales the values of the $Y_{ij}$'s. As noted in Section III, for fixed $j$ each succeeding $Y_{ij}$ is smaller by $(B_e/\omega_e)$ so that, all other things being equal, molecular hydrogen's Dunham's $Y_{ij}$ expansion in $(v+1/2)$ should converge the slowest of all molecules. This situation can conceivably make the calculation of the $Y_{ij}$'s impossible.

Consider the extreme case of the ground state of NaAr; there are only two observed vibrational levels which give only a rough estimate of $\omega_e$ and no determination of $\omega_x$ at all, although the latter and
higher $Y_{1j}$'s are most likely significant. We propose that this may be the case for $H_2$, though less severe. There may simply be too few vibrational levels known to too low an accuracy to determine the number of $Y_{1j}$'s necessary to describe the former. Ideally, one could use larger, fictitious masses to derive the "correct" $Y_{1j}$'s, and in fact Cashion had used this approach for the various isotopic species of $H_2$ to find the true $a_0$, $a_1$, and $a_2$. This restriction to the naturally occurring isotopes may still be too limited as can be seen from Table IV for the $(B_e/\omega_e)$ ratios of $H_2$ to $T_2$ compared to other, more "typical" molecules. Also listed is the Harrison and Bernstein "well capacity" parameter, $B_z = D_e/B_e$, which has been shown to be related to the number of bound vibrational levels of a potential, which is relevant since it indicates how much experimental information could possibly be available for a molecule.

Herzberg and coworkers have also noted that the lower vibrational levels of $H_2$, HD, and $D_2$ are also unusual in the sense that the $\Delta B_v$ and $\Delta^2 G_v$ functions have positive curvature. For these reasons we feel that Cashion's "model calculation" was far too unique a model and that his conclusions concerning higher order coefficients need not apply to other, "normal" molecules.

Perhaps the most compelling arguments for determining higher $a_n$'s are the recent results of several workers toward this end. J. P. Bouanich has fitted a set up to $a_8$ for CO, finding only $a_7$ and $a_8$ to be indeterminant, pointing out that this could be entirely due to experimental errors ($Y_{41}$ was unknown and he had assumed to be zero in
order to calculate $a_7$ and $a_8$). Niay and coworkers have circumvented the problem of determining the intermediate $Y_{ij}$'s by developing a non-linear least-squares method\textsuperscript{15a} of calculating the $a_n$'s directly from the measured absorption lines. Although this procedure required taking the derivative of the analytical expressions of the $Y_{ij}$'s as a function of the $a_n$'s (hence the need to know the number of $Y_{ij}$'s was still present implicitly), they could bring the expressions for $Y_{02}$, $Y_{12}$, etc. into play, which had not been done before, as well as enjoying the application of the original off-the-chart-paper data. They had found that they could derive a consistent set of $a_n$'s through $a_6$ for $\text{H}^7\text{Br}$, \textsuperscript{15a} through $a_5$ for HI, \textsuperscript{63} and through $a_6$ for DI, \textsuperscript{64} that agreed with the same $a_n$'s determined by the traditional method. In those cases where the higher $a_n$'s for the two methods disagreed ($a_7$ and $a_8$ for HF\textsuperscript{−}, $a_6-a_8$ for HI, and the difference between $a_5$ for HI and $a_5$ for DI, they had found that in some cases these $a_n$'s were indeterminate due to experimental errors. In the other cases they had speculated that even higher $a_n$'s not determined interfered with the calculation of those $a_n$'s which had been found to be inconsistent.

It is also important to note that the relative standard deviations of the expansion coefficients of the newer series tend to be smaller than those of the $a_n$'s. A casual glance of the output microfiche (under appropriate magnification) will reveal that even when Dunham's $a_6$ has a standard deviation that makes it completely indeterminate, the values of $e_6$ and $c_6$ remain statistically significant. We therefore
conclude that determination of higher corrections for these series is still with merit and should be encouraged. We will also, at the end of Chapter 3, propose a method of determining higher $a_n$'s which will completely eliminate the need for the $Y_{ij}/a_n$ relationships.
K. Conclusions

From the various molecular systems examined and the discussion of higher order coefficient determination the following observations can be made:

1. The newer series representations of a molecular potential have an extended range of good behavior over the old Dunham series.

2. The Thakkar and Huffaker series, whose expansion variables are themselves based upon realistic molecular potentials, show the best behavior and are capable of describing the potential at least qualitatively for very large internuclear separation. For molecules bonded by more than 30 kcal/mole the Huffaker series appears to give the best representation, extrapolating to a constant value for large $r$ that lies very close to the true dissociation energy.

3. The series show the poorest representation for electronically excited molecular states that interact with neighboring states. Even in these cases the series serve as a diagnostic of the extent of the interaction. (For example, we had suspected a peculiarity in the assignment of the $^1\Sigma_u^+$ state of Ca$_2$ when the Huffaker representation failed, two years before C. R. Vidal pointed out the obvious concerning the correct correlation to excited atomic states). As far as seeking an accurate description of such states, one must resort to RKR methods, which are not biased by an assumed potential form.
4. It appears, that, in principle, quantitative improvement in the series can be had by deriving relations for the higher correction terms which, despite J. K. Cashion's doubts, can be determined reliably.
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Table I. Enumeration of Molecular States that have been Calculated

<table>
<thead>
<tr>
<th>Molecule</th>
<th>State</th>
<th>Set</th>
<th>Number of Variations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar₂</td>
<td>$^1\Sigma^+$</td>
<td>1</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>NaAr</td>
<td>$^2\Pi_{1/2}$</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>NaAr</td>
<td>$^2\Pi_{3/2}$</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>NaNe</td>
<td>$^2\Pi_{3/2}$</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>HF</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>HCl</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>H$^{79}$Br</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>H$^{81}$Br</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>D$^{79}$Br</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>D$^{81}$Br</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>HI</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>2</td>
<td>8,9</td>
</tr>
<tr>
<td>CO</td>
<td>$^1\Sigma^+$</td>
<td>2</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Be₂</td>
<td>$^1\Sigma^+_g$</td>
<td>3</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Mg₂</td>
<td>$^1\Sigma^+_g$</td>
<td>3</td>
<td>2</td>
<td>12,13</td>
</tr>
<tr>
<td>Mg₂</td>
<td>$^1\Sigma^+_u$</td>
<td>3</td>
<td>3</td>
<td>12,13</td>
</tr>
<tr>
<td>Ca₂</td>
<td>$^1\Sigma^+_g$</td>
<td>3</td>
<td>3</td>
<td>14,15,16</td>
</tr>
<tr>
<td>Ca₂</td>
<td>$^1\Sigma^+_u$</td>
<td>3</td>
<td>3</td>
<td>14,16</td>
</tr>
<tr>
<td>BeAr⁺</td>
<td>$^2\Sigma^+_u$</td>
<td>4</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>BeH⁺</td>
<td>$^1\Sigma^+$</td>
<td>4</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>HF⁺</td>
<td>$^2\Sigma^+$</td>
<td>4</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>H₂⁺</td>
<td>$^2\Sigma^+_g$</td>
<td>4</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>Molecular System</td>
<td>Electronic State</td>
<td>Spin</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------</td>
<td>------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>HeNe+</td>
<td>$^2\Sigma^+$</td>
<td>4,8</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>HeNe+</td>
<td>$^2\Sigma^+$</td>
<td>4</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>$^2\Sigma_0^+$</td>
<td>4,8</td>
<td>1</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>$^2\Sigma_u$</td>
<td>4,8</td>
<td>1</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>$^4\Sigma_g$</td>
<td>5</td>
<td>1</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>$^4\Sigma_u$</td>
<td>5</td>
<td>3</td>
<td>23, 24</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_g$</td>
<td>5</td>
<td>1</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_u$</td>
<td>5</td>
<td>1</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_g$</td>
<td>5</td>
<td>1</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_u$</td>
<td>5</td>
<td>1</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_g$</td>
<td>5</td>
<td>1</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>$^1\Sigma_u$</td>
<td>5</td>
<td>1</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Li$_2$</td>
<td>$^1\Sigma$</td>
<td>6</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>Li$_2$</td>
<td>$^3\Pi$</td>
<td>6</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>Na$_2$</td>
<td>$^1\Sigma$</td>
<td>6</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>NaK</td>
<td>$^1\Sigma$</td>
<td>6</td>
<td>2</td>
<td>31</td>
</tr>
<tr>
<td>RbR</td>
<td>$^1\Sigma$</td>
<td>7</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>I$_2$</td>
<td>$^3\Pi_{a+u}$</td>
<td>7, 8</td>
<td>2</td>
<td>33, 34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>---</td>
<td>---</td>
<td>----</td>
</tr>
<tr>
<td>XeF</td>
<td>$X^2\Sigma^+$</td>
<td>7</td>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>OH</td>
<td>$X^2\Pi$</td>
<td>7</td>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>OH</td>
<td>$A^2\Sigma^+$</td>
<td>7</td>
<td>1</td>
<td>36</td>
</tr>
<tr>
<td>HF</td>
<td>$B^1\Sigma$</td>
<td>7</td>
<td>3</td>
<td>37</td>
</tr>
<tr>
<td>LJ</td>
<td>6-12 Model</td>
<td>7</td>
<td>4</td>
<td>38,39</td>
</tr>
<tr>
<td>HD</td>
<td>$X^1\Sigma^+_g$</td>
<td>8</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>D$_2$</td>
<td>$X^1\Sigma^+_g$</td>
<td>8</td>
<td>2</td>
<td>41</td>
</tr>
</tbody>
</table>

Set 1 = van der Waal's molecules; Set 2 = Hydrogen halides and CO;
Set 3 = Molecular Ions; Set 4 = Alkaline earth dimers; Set 5 = Alkali hydrides; Set 6 = Alkali dimers; Set 7 = Various unclassified molecule; Set 8 = Correction run.
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Table II. Vibrational levels of HI calculated from series potentials.

<table>
<thead>
<tr>
<th>v</th>
<th>$\nu_0(v)/\text{cm}^{-1}$</th>
<th>$\delta(Y_{ij})^{b,c}$</th>
<th>$\delta(\text{Thakkar})^{b}$</th>
<th>$\delta(\text{Huffaker})^{b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2229.581</td>
<td>0.007</td>
<td>0.006</td>
<td>0.067</td>
</tr>
<tr>
<td>2</td>
<td>4379.225</td>
<td>0.074</td>
<td>0.045</td>
<td>0.067</td>
</tr>
<tr>
<td>3</td>
<td>6448.036</td>
<td>0.405</td>
<td>0.276</td>
<td>0.490</td>
</tr>
<tr>
<td>4</td>
<td>8434.720</td>
<td>1.433</td>
<td>1.040</td>
<td>1.896</td>
</tr>
<tr>
<td>5</td>
<td>10337.487</td>
<td>3.917</td>
<td>2.920</td>
<td>5.366</td>
</tr>
<tr>
<td>6</td>
<td>12153.971</td>
<td>9.026</td>
<td>6.777</td>
<td>12.540</td>
</tr>
<tr>
<td>7</td>
<td>13881.140</td>
<td>18.420</td>
<td>13.777</td>
<td>25.721</td>
</tr>
</tbody>
</table>

a) Calculated from constants of P. Niay, P. Bernage, C. Coquant, and A. Frét, J. Mol. Spectrosc. 72, 168 (1978). Uncertainties are not less than 0.003 cm$^{-1}$.

b) $\delta(x) = G_0(v)$ (calculated by method $x$) - $G_0(v)$ (observed).

c) $\delta(Y_{ij})$ corresponds to "truncate:" set of $Y_{ij}$'s; i.e. $Y_{50}$ was known but not used in calculation of $G_0(v)$ in order to remain consistent with the fact it was not used in the calculation of the Thakkar or Huffaker series. Reference: P. Niay, P. Bernage, C. Coquant, and H. Bocquet, J. Mol. Spectrosc. 68, 329 (1977).
Table III. Rotational constants of HI calculated from series potentials.

<table>
<thead>
<tr>
<th>ν</th>
<th>(B_ν cm^{-1})</th>
<th>(δ(Y_{ij}))</th>
<th>(δ(\text{Thakkar}))</th>
<th>(δ(\text{Huffaker}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.42636</td>
<td>.99</td>
<td>-.02</td>
<td>-.01</td>
</tr>
<tr>
<td>1</td>
<td>6.25528</td>
<td>-.27</td>
<td>-.19</td>
<td>-.2</td>
</tr>
<tr>
<td>2</td>
<td>6.08296</td>
<td>-.28</td>
<td>.00</td>
<td>.30</td>
</tr>
<tr>
<td>3</td>
<td>5.90878</td>
<td>-.51</td>
<td>.32</td>
<td>1.23</td>
</tr>
<tr>
<td>4</td>
<td>5.73187</td>
<td>-1.08</td>
<td>.84</td>
<td>3.02</td>
</tr>
<tr>
<td>5</td>
<td>5.55115</td>
<td>-1.93</td>
<td>1.83</td>
<td>6.36</td>
</tr>
<tr>
<td>6</td>
<td>5.36528</td>
<td>-2.72</td>
<td>3.79</td>
<td>12.25</td>
</tr>
<tr>
<td>7</td>
<td>5.17271</td>
<td>-2.93</td>
<td>7.34</td>
<td>22.00</td>
</tr>
</tbody>
</table>

a) Same reference as Table I(a). Uncertainties less than 0.0005 cm\(^{-1}\).

b) \(δ(x) = B_ν \) (calculated by method x) - \(B_ν \) (observed).

c) \(Y_{ij}\)'s taken from same reference as Table I(c).
Table IV. Some $\left(\frac{B_e}{\omega_e}\right)$ and $B_z$ Values.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\mu$ (amu)</th>
<th>$\frac{B_e}{\omega_e}$</th>
<th>$D_e$ (cm$^{-1}$)</th>
<th>$B_z \cdot 10^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^3\text{He}$</td>
<td>0.5036</td>
<td>0.0138221</td>
<td>38292.7</td>
<td>0.6293</td>
</tr>
<tr>
<td>HD</td>
<td>0.6714</td>
<td>0.011969</td>
<td>38292.7</td>
<td>0.8388</td>
</tr>
<tr>
<td>HT</td>
<td>0.7551</td>
<td>0.011286</td>
<td>38292.7</td>
<td>0.9433</td>
</tr>
<tr>
<td>D$_2$</td>
<td>1.0068</td>
<td>0.0097737</td>
<td>38292.7</td>
<td>1.2574</td>
</tr>
<tr>
<td>DT</td>
<td>1.2074</td>
<td>0.0089245</td>
<td>38292.7</td>
<td>1.5079</td>
</tr>
<tr>
<td>T$_2$</td>
<td>1.5078</td>
<td>0.0079857</td>
<td>38292.7</td>
<td>1.8831</td>
</tr>
<tr>
<td>HF</td>
<td>0.9565</td>
<td>0.003672</td>
<td>49380.0</td>
<td>2.3564</td>
</tr>
<tr>
<td>Ar$_2$</td>
<td>19.9763</td>
<td>0.001914</td>
<td>99.545</td>
<td>1.6655</td>
</tr>
<tr>
<td>Be$_2$</td>
<td>4.5059</td>
<td>0.002358</td>
<td>813.825</td>
<td>1.2829</td>
</tr>
<tr>
<td>H$_2^+$</td>
<td>0.5036</td>
<td>0.012893</td>
<td>22525.694</td>
<td>0.7517</td>
</tr>
<tr>
<td>CO</td>
<td>6.8543</td>
<td>0.0008901</td>
<td>90541.7</td>
<td>46.882</td>
</tr>
<tr>
<td>N$_2$</td>
<td>7.0015</td>
<td>0.0008472</td>
<td>79890.0</td>
<td>39.980</td>
</tr>
<tr>
<td>NO</td>
<td>7.4664</td>
<td>0.0008780</td>
<td>53340.0</td>
<td>31.903</td>
</tr>
<tr>
<td>O$_2$</td>
<td>7.9975</td>
<td>0.0009098</td>
<td>42039.0</td>
<td>29.241</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Schematic procedure for determining Dunham series parameters from spectroscopic $Y_{ij}$'s.

Fig. 2. Series potentials and RKR turning points for HI.

--- Dunham, ·····SPF, --- Huffaker, ——Thakkar.
Horizontal bars are the RKR tie lines calculated from the same $Y_{ij}$'s used to determine the analytical potentials.
\[ Y_{01} \rightarrow Be, r_e \quad \rightarrow \quad Y_{10} \rightarrow \omega_e, a_0 \]
\[ Y_{11} \rightarrow a_1 \quad \rightarrow \quad Y_{20} \rightarrow a_2 \]
\[ Y_{21} \rightarrow a_3 \quad \rightarrow \quad Y_{30} \rightarrow a_4 \]
\[ Y_{31} \rightarrow a_5 \quad \rightarrow \quad Y_{40} \rightarrow a_6 \]

etc.
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Chapter III.
Series Potentials Applied to Weakly Bound Molecules

A. Introduction

In this chapter we will examine those diatomic molecules whose only sources of binding are the so-called long-range forces. In a nutshell, the elements in the Born-Oppenheimer Hamiltonian that account for one atom's electrons' interaction with the other atom as well as the repulsion between the two nuclei are all perturbations of the Hamiltonians for the individual atoms. These interactions can thus be expanded in powers of $r^{-1}$, where $r$ is the internuclear separation. First order perturbation for identical atoms, one of which is in an excited state, leads to the resonance interaction:

$$V(r) = -D_e \sim C_3 r^{-3}$$

and for two atoms neither of which are in an $S$ state, the quadrupole-quadrupole interaction is obtained:

$$V(r) = -D_e \sim C_5 r^{-5}$$

where $V(r_e) = 0$, the "\~" means "is approximated by a large enough $r," \quad \text{and} \quad C_3 \text{ and } C_5 \text{ can be positive or negative. When these first order terms are zero, second order effects become apparent, such as charge-induced dipole attraction:}
\[ V(r) = D_e - \frac{1}{2} Z^2 e^2 \alpha r^{-4} \]

where \( Z \) is the charge on the ion and \( \alpha \) is the static polarizability of the neutral atom, and the induced-dipole-induced dipole attraction (also known as van der Waals or London dispersion forces)

\[ V(r) = D_e - C_6 r^{-6} \]

where \( C_6 \) is always positive. Derivations of these expressions as well as evaluation schemes for the \( C_n \)'s are well covered by Hirschfelder, Curtiss, and Bird.

The last interaction, the van der Waals force, is responsible for the "physical" properties of matter, i.e. condensation and freezing, the structure of molecular crystals, properties of glasses, and of course the "nonideal" behavior of gases. The attractive \( r^{-6} \) potential is present in all atoms and molecules, whether they be in open or closed shells and in the absence of chemical interactions. Traditionally, these forces have been studied by means of the temperature dependence of thermodynamic and transport properties of gases such as second virial coefficients, viscosities, and thermal conductivities. Since these quantities are convoluted over a Boltzmann energy distribution of a particle temperature, one had been hard pressed to obtain a very detailed description of the potential. Generally, the data had allowed the adjustment of only a small number of parameters of a simple model potential function. The advent of crossed molecular beam elastic scattering has permitted finer control of energy and energy distribution.
of the colliding particles. Perhaps the crowning achievement of this technique is the direct inversion of the differential cross section for He-Ne scattering to yield a numerical potential, free of the prejudice of any empirical potential function.

The spectroscopic investigation of these weak, long-range interactions has until recently been limited to the analysis of the topmost vibrational levels of chemically bound systems where the asymptotic part of the potential dominates in the region of the outer turning point. The study of diatomic molecules whose binding is entirely due to long-range forces has been limited by a number of practical experimental difficulties. The concentration of dimers is necessarily low compared to that of the monomers, requiring high pressures, low temperatures, and long absorption path lengths in order to achieve a detectable signal. Because the potential minimum lies at relatively large separations, the rotational constant is very small yielding rotational spacings small enough to challenge the dispersion limit of most monochromators. Couple this aspect with the small separation of vibrational levels and the high degree of vibrational and rotational excitation at even low temperatures and one is left with a very complex spectrum. The analysis is further plagued by presence of the ubiquitous atomic transition lying nearby from which the molecular transition is derived.

The recent development of rare gas-halogen laser systems and the prospect of developing other rare gas excimer systems has stimulated interest in understanding these van der Waals molecules and their spectroscopic properties. The wish to understand further the line
broadening mechanisms of high pressure atomic lamps has also encouraged workers to study the diatomic potentials responsible for the broadening despite the cited difficulties. Moreover, the introduction of laser-induced fluorescence with tunable dye lasers⁵ has provided the high resolution and high sensitivity necessary for those dimers with a visible absorption spectrum. The development of supersonic molecular beam sources has further aided study of these dimers by producing them in a collision free environment (eliminating the problem of pressure broadening) and with an effective internal excitation of ca. 10 K, greatly simplifying the spectrum⁶.

Our own motivation for examining weak diatomic molecules is twofold. One is to coordinate bonding trends for these systems in a systematic manner and hopefully arrive at some simple formulations for predicting their characteristic properties. Our second motivation is that this work is to complement the experimental work in progress in this laboratory. The Molecular Beam Electric Resonance project is a powerful tool for determining the structure and properties of van der Waals molecules, and thus any insight in these weak interactions is certain to be useful. The other project is the investigation of the excitative Penning and the excitative associative ionization of alkaline earths in a flowing afterglow of metastable rare gases. The observation of the almost diffuse chemiluminescence of CaAr⁺ inspired us to examine the potential and spectroscopic properties of the analogous BeAr⁺ in order to facilitate the analysis of the data for the former ion⁷,⁸.
B. \textit{BeAr}^+

Upon exciting with a microwave discharge \textit{BeCl}_2 or \textit{BeBr}_2 vapor in a buffer gas of 200 torr of Ar or Kr, Subbaram and co-workers\textsuperscript{9} observed in emission a series of closely spaced, violet shaded vibrational bands around 4000 Å. Because the bands showed an intensity dependent upon the pressure of the rare gas and whose band positions and spacings changed when changing from Ar to Kr and because the band showed $^2\Pi - ^2\Sigma$ transition structure, they concluded that the source of the emission was from \textit{BeAr}^+ and \textit{BeKr}^+. Subsequent high resolution studies\textsuperscript{10,11} permitted the evaluation of vibrational and rotational constants for the two states of these molecular ions. In both cases they found $B_e$ and $\omega_e$ to be larger for the excited $A^2\Pi$ state.

The \textit{BeAr}^+ $X^2\Sigma^+$ vibrational and rotational constants had been determined up to $Y_{30}$ and $Y_{21}$, respectively, providing enough information to make a reasonable potential series analysis. We would expect the binding of this molecule to be primarily due to the ion-induced dipole attraction and relatively free of interfering chemical interactions. This would make \textit{BeAr}^+ a "long-range molecule" in the sense that the long-range $r^{-4}$ potential should still be the predominant attractive interaction near $r_e$ where the vibrational-rotational data and hence the series coefficients are determined, making this a likely first test-case for the different potential series.

The \textit{BeAr}^+ spectroscopic constants are listed in Table I, permitting the determination of the $a_0$ to $a_4$ Dunham coefficients, listed in Table II. The [3,3] Pade approximant (PA) potential could be determined
as well, and its coefficients are listed in Table III along with those of the SFF, Thakkar and Huffaker potentials. The simple [2,2] PA expression

\[ V(r) = a_0 \lambda^2 / (1 - a_1 \lambda + (a_1^2 - a_2) \lambda^2) \]

does not require listing of its coefficients.

By evaluating these potentials at the RKR turning points reported by Subbaram, we find the [2,2] and [3,3] PA's to be a little lower than \( G_v \), by no more than 10 cm\(^{-1}\) for \( v = 4 \), which is good compared to a 30 cm\(^{-1}\) underestimation by the Thakkar and Huffaker potentials. The situation is reversed for the \( v = 4 \) outer turning point, where the PA's are 39 cm\(^{-1}\) high while the Thakkar and Huffaker values are only over by 11 and 5 cm\(^{-1}\), respectively. We expect this problem of PA overestimation to grow worse for higher vibrational levels, since the dissociation limits,

\[ D_{e}^{[2,2]} = a_0 / (a_1^2 - a_2) \]

and

\[ D_{e}^{[3,3]} = a_0 f_2 / g_3 \]

are 8967.5 and 8971.2 cm\(^{-1}\), respectively, which is more than twice Subbaram's estimate of 4100 cm\(^{-1}\), indicating there is no hope for recovering the long-range portion of the potential with the [2,2] or
[3,3] approximants. In principle, one would require a [4,4] PA to stimulate \( r^{-4} \) behavior, but the similarities of the [2,2] and [3,3] approximants do not suggest the [4,4] would be drastically different. In any case, there is simply not enough data to construct a [4,4] for this test problem.

In Fig. 1 we show the Dunham, SPF, Thakkar and Huffaker potentials plotted against the reduced coordinate \( r/r_e \). Tie lines connecting the RKR turning points are also shown for comparison. The Dunham potential was not expected to perform very well, and, in fact, it failed to reproduce the \( v'' = 3 \) and 4 levels on the outer branch. This failure is perhaps to be expected in molecules which have a strong long-range interaction, causing the outer turning points of even the lowest few vibrational states to extend well beyond \( r_e \). The SPF potential recovers the RKR data somewhat better, being low by 61 cm\(^{-1} \) at the outer turning point of \( v'' = 4 \). This potential rapidly fails at larger \( r \), however, converging to a negative energy at \( r = \infty \). For BeAr\(^+ \) \( n = 4 \), and we can generate up to four additional SPF coefficients by requiring the terms in \( r^{-1} \) through \( r^{-3} \) to have zero coefficients and by requiring the \( r^{-4} \) term to have a coefficient given by the ion-induced dipole interaction between a unit charge (Be\(^+ \)) and a polarizable sphere (Ar). One need not impose all constraints, of course, and thus four additional SPF potentials can be generated. As Table II shows, the highest-order SPF correction, \( b_4 \), is very large and negative. This value may be poorly determined due to truncation of the series, to insufficiently precise spectral data, or to both factors. Neglecting \( b_4 \), but imposing one to four boundary conditions will generate four
more SPF potentials (for a grand total of nine).

We have generated all eight extended SPF potentials (in addition to the direct inversion potential shown in Fig. 1) based on boundary conditions and/or neglect of the \( b_4 \) correction. Although the addition of each new coefficient extended the range of good behavior, none of the eight additional SPF potentials showed remarkable improvement over the initial SPF potential of Table III and Fig. 1. Including \( b_4 \) and adding one to four constraints yielded potentials which continue to show negative values for the potential in the region plotted in Fig. 1. As successive constraints are employed to generate additional terms, the nonphysical maximum at \( r > r_e \) moves to larger \( r \) and attains a greater value for \( V \) before turning over. In contrast, neglecting \( b_4 \) and adding successive constraints yield four potentials which continually rise over the \( r > r_e \) range, but to unphysically large values. These eight potentials do not exhibit reasonable long-range behavior and are, therefore, not significant improvements over the simplest SPF function. More quantitative comparisons of these potentials are presented later.

Clearly, the Thakkar and Huffaker potentials have the greatest claim to validity at large \( r \) among these potentials. In order to examine their long-range behavior in detail, we have plotted in Fig. 2 the quantity \( [V(\infty) - V(r)]/V(\infty) \) versus \( r/r_e \) on a log-log scale. The Huffaker potential, being based on Morse functions, does not yield a straight line. This function rises too quickly to yield the long-range form dominated by a single term of the type \( r^{-n} \). Within the experimental errors of the spectroscopic constants (as indicated by the
dashed lines), the Thakkar potential yields very nearly a straight line of slope \(-3.74\) at \(r/r_e = 1.3\) and \(-3.27\) at \(r/r_e = 5\). This behavior is reinforced by comparison in Fig. 2 to the function

\[
\frac{V(\infty) - V(r)}{V(\infty)} = \frac{\alpha e^2}{2r^6 D_e}
\]

where \(\alpha = 1.6421 \, \text{A}^3\), the polarizability of Ar, and \(D_e = 4536.6 \, \text{cm}^{-1}\), the dissociation energy of the Thakkar potential. It is also important to point out that the outer turning point of the \(v'' = 4\) level is at \(r/r_e = 1.239\). The Thakkar potential is thus able to express the long-range nature of the potential from limited information localized about the potential minimum. Such an ability is an important feature of any empirical potential for species which are weakly bound; the long-range behavior becomes a particularly telling feature of any derived potential, as other quantities, such as the dissociation energy, are usually not well-known.

It is in fact, the estimation of the dissociation energy that is the most useful feature of these potentials. The estimated dissociation energies for the X-state of \(\text{BeAr}^+\) are \(3778\pm68\) and \(4537\pm250 \, \text{cm}^{-1}\) for the Huffaker and Thakkar potentials, respectively. Subbaram and co-workers had fitted their RKR points to two model potentials: a difference between two exponentials and an \((\exp, n)\) function finding \(D_e\)'s of 3900 and 4300 \, \text{cm}^{-1}\), respectively, with \(n = 4.4\pm0.5\). By taking an average, they had declared an estimate of \(4112\pm200 \, \text{cm}^{-1}\). Since the average of our estimates, \(4157\pm380 \, \text{cm}^{-1}\), only increases the uncertainty of \(D_e\), it would seem that our analysis is a step backwards in the search for a better
Recently, however, LeRoy and Lam have made a new estimate, indicating that the Thakkar value should be the preferred one. Performing a variation on the old near-dissociation analysis, they had fitted the BeAl values to the formula

\[ G_v = D_e - H_n (v_D - v)^2 / (n-2) \times F(v) \]

where

\[ F(v) = 1 + A_1 (v_D - v) + A_2 (v_D - v)^2 + \ldots \]

or

\[ F(v) = [1 + B_1 (v_D - v) + B_2 (v_D - v)^2 + \ldots ]^{2n/(n-2)} \]

By varying the number of coefficients in each expansion, they had arrived at a common value of 4500±50 cm\(^{-1}\) for \(D_e\) and 40.8±0.5 for \(v_D\). What is most notable is that the Thakkar \(D_e\) of 4537 cm\(^{-1}\) lies comfortably within the limits of LeRoy and Lam's uncertainty, which is five times smaller than the standard deviation of the Thakkar value. This further indicates that the Thakkar function is the best choice for a weakly bound molecule.

The most rigorous test of a potential derived from spectral data is the ability of the potential to reproduce the spectral constants observed. The proper way to apply this test is to find the eigenvalues of the potential. We have found the lowest five eigenvalues of the vibra-
tional motion for all the ground state potentials reported here (except the Dunham and PA potentials, but including a model potential discussed later), by integration of the radial Schrödinger equation as outlined by Cooley 13. The results are presented in Table IV as the differences between the calculated and observed eigenvalues. The superiority of the Huffaker and especially the Thakkar potentials is evident. The fact that the Huffaker potential consistently and increasingly underestimates the successive eigenvalues further indicates that its dissociation energy estimate should be too small. Table IV also quantitatively demonstrates that the successive improvement of the SPF potential through added boundary-condition coefficients still does not bring the latter potential into line with the two former ones.

We should remark upon the misbehavior of the Huffaker and Thakkar potentials and just how serious this failure is. It is obvious from Fig. 1 that both reach nonphysical maxima at 0.791 \( r_e \) for the potential of Huffaker and 0.306 \( r_e \) for that of Thakkar. For this reason integration of the Schrödinger equation must begin at no value smaller than 0.80 \( r_e \) lest the wave function should begin to "feel" the attractive artifact of the potential. This proves to be no severe constraint as illustrated by the fact that, for \( v = 4 \) of the Huffaker potential, the wave function at 0.80 \( r_e \) is only 0.68% of its first maximum inside the well, suggesting that the wave function should be well characterized within the inner wall given that the grid size is sufficiently small. For higher vibrational levels it will be necessary to attach smoothly a simple repulsive function such as an \( r^m \) or a Morse function. This practice is, of course, standard procedure for extending the inner portion of the RKR curve above the
dissociation limit. Moreover, misbehavior of the inner wall is not unique to the series potentials; Tellinghuisen\(^1\) has noted that the inner RKR turning points near dissociation have a tendency to flair in or out and has discussed the necessary remedies for this problem. Thus, if we find a series potential turning over along the inner region, we are in no worse shape than with an RKR curve.

It is also worth noting the Thakkar maximum occurs for \(\lambda_T = -0.979\), very close to the theoretical convergence radius. Although the Huffaker maximum corresponds to \(\lambda_H = -1.384\), the critical value of \(r\) is only 0.015 \(r_e\) closer in than that of Thakkar. An improved radius of convergence in \(\lambda\)-space does not necessarily imply an overwhelmingly improved radius of convergence in \(r\)-space.

Since we regard the overall success of the Thakkar function as evidence of the importance of the \(r^{-4}\) attraction in the region of the potential minimum, we will consider a simple model potential

\[
F(r) = Ae^{-\beta r} - \left(Z\frac{e^2}{a/2r^4}\right)
\]

where \(A\) and \(\beta\) are adjustable parameters, \(Z\) represents the "effective" charge of the beryllium ion as seen by the rare gas atom, and \(\alpha\) is the polarizability of the rare gas. By requiring that this potential have a minimum at \(r_e\) and that it possess the same curvature at the minimum as all other potentials, we secure the values of \(A\) and \(\beta\) through the relations

\[
\beta = \left(\frac{2e^2}{\omega e^2/4\alpha} \frac{2e^2}{2a} \right) + (5/r_e)
\]
and

\[ A = (2Z^2e^2\alpha/\beta e^5) \]

We now vary Z in order to reproduce the Thakkar dissociation energy of 4537 cm\(^{-1}\), obtaining \( Z = 1.29 \) for the \( X \) state. From Table IV it is apparent that the calculated eigenvalues for this model potential are comparable in their agreement with experiment to those of the best \( \Sigma \) \( \Pi \) modifications.

Although there are not enough data known for the \( \Sigma \Pi \) state to permit an adequate series inversion analysis, there are enough for the evaluation of model potential parameters. From the Thakkar \( D_e \) of the \( X \) state, the \( T_e \) from Table I, and the \( \text{Be}(2P_{1/2} - 2S) \) transition energy\(^{15} \) of 31928.8 cm\(^{-1}\), (since the \( \Sigma \Pi_{1/2} \) state correlates to the \( \text{Be}^+ 2P_{1/2} \) state) we derive a dissociation energy for the \( A \) state of 1189 cm\(^{-1}\), which in turn yields a value of \( Z_\Pi \) of 1.88.

The values of the two Z's and the relative binding energies of the two states can be rationalized in terms of the screening effect of the remaining valence electron of the beryllium ion. The \( X^2\Sigma^+ \) state corresponds to the outer Be\(^+ \) electron being in a 2s\(\sigma \) molecular orbital, placing it between the Be\(^2+ \) core and the Ar atom's electron, screening the core by 71\%. The excited state places this electron into a 2p\(\pi \) m.o., which is mostly pure 2p and placed mainly on the beryllium ion, thus providing a poorer screen between the core and the Ar electrons. The strength of polarization is thus larger, and because the outer "repulsive" valence electron is more out of the way, the ion-neutral approach is closer, and hence the well depth for the excited state is
It is also probable that $Z > 1$ atones for the sins of omission of the hyperpolarizability and higher order induction terms that are certainly important for field strengths on the order of $10^8$ Volt cm$^{-1}$. The simple model potential nevertheless provides a chemist's qualitative description of the binding and a surprisingly good quantitative description of the ground state.

In summary, the Thakkar potential augers well in this initial test of its description of a weakly bound diatomic molecule, recovering the long-range $r^{-4}$ behavior from spectroscopic data centered about the potential minimum. Moreover, it extrapolates to a limiting value that compares very well to recent, careful determinations of the dissociation energy. This latter value can be used to evaluate a simple model potential for the ground and excited states of BeAr$^+$, which in turn gives a fair quantitative description of the ground state and an interesting qualitative explanation for the bonding of both states.
C. Other Molecular Ions

Although BeKr$^+$ has also been observed under high resolution, like the $^2\Pi_e$ state of BeAr$^+$ not enough vibrational levels are observed to warrant a decent potential inversion analysis. The three parameter model potential, however, requires only the experimental quantities $\omega_e$, $B_e$ (hence $r_e$), and $D_e$. The last piece of data is not known for either state, but Hartman$^7,16$ has argued that, since the value of $Z$ is a property of the beryllium ion alone, the $Z_\Sigma$ and $Z_\Pi$ quantities should be transferable from BeAr$^+$ to BeKr$^+$, permitting an evaluation of the latter's $D_e$'s. One therefore finds $D'_e = 5511 \text{ cm}^{-1}$ for the $^2\Sigma_e^+$ state and $D'_e = 13656 \text{ cm}^{-1}$ for the $^2\Pi_{1/2}$ state of BeKr$^+$. Since

$$T_e = \Delta E + D'_e - D'_e$$

where $\Delta E = 31928.8 \text{ cm}^{-1}$ is the $^2\Pi_{1/2} - ^2S$ energy of Be$^+$, one predicts a $T_e$ of 23784 cm$^{-1}$ which compares well to the observed value of 23782.18 cm$^{-1}$. Some of this good agreement stems from the luck of rounding the $Z$'s to three significant figures, but even so only a rounding error of ±50 cm$^{-1}$, or 0.2%, is present.

Because of the success of this model Hartman$^7,8$ has applied this potential to the complex chemiluminescence of the $^2\Pi_e$ state of CaAr$^+$ with some success.

It is intriguing to consider the application of this model to BeXe$^+$, which has also been observed in emission by Coxun and co-workers$^17$. Unfortunately, because of blending of the rotational lines due to the several isotopes of xenon and the limited amount of
run time they had due to the cost of xenon (they used a flow system for their microwave discharge), a high resolution rotational analysis and a determination of \( r_e \) was not possible. We can, however, take their values of the \( \omega_e \)'s and estimate the model parameters in the following manner. The value of \( \beta \) can be estimated from the Zener approximation:

\[
\beta = \left( \frac{I_1}{R_\infty} \right)^{1/2} + \left( \frac{I_2}{R_\infty} \right)^{1/2}/a_0
\]

where \( I_1 \) and \( I_2 \) are the ionization potentials of the rare gas and the beryllium ion in either the \( ^2S \) or \( ^2P_{1/2} \) state as applicable, \( R_\infty \) is the Rydberg constant for infinite nuclear mass, and \( a_0 \) is the Bohr radius. Table V compares the Zener approximation to the model potential evaluations of \( \beta \) for BeAr\(^+\) and BeKr\(^+\), indicating an average error of 0.05 Å\(^{-1}\). By estimating the \( \beta \)'s for BeXe\(^+\) and using the curvature equation, we find

\[
r_e^6 = h a_0 R_\infty \beta (r_e - 5)/(\mu \omega_e^2 c)
\]

where \( h \) is Planck's constant, \( \omega_e \) and the Rydberg constant, \( R_\infty \), are expressed in cm\(^{-1}\), \( \alpha = 4.0444 \) Å\(^2\) for xenon, and we take \( \mu \) to be the reduced mass for the 131 isotope of xenon. We find for the X state:

\[
r_e = 2.458 \pm 0.016 \text{ Å} \text{ and } D_e = 6308 \pm 90 \text{ cm}^{-1},
\]

and for the A state:

\[
r_e = 2.348 \pm 0.020 \text{ Å} \text{ and } D_e = 14870 \pm 250 \text{ cm}^{-1},
\]

where the uncertainties are quoted only for the \( \pm 0.05 \) Å uncertainty of the \( \beta \)'s. These values follow the expected trend apparent from Table VI. The estimated \( T_e \) for
BeXe$^+$ is 23367 cm$^{-1}$, about 5.8% higher than Coxon's observed value of 22096 cm$^{-1}$, but not unreasonable considering the assumptions made.

In order to determine the range of applicability of the model potential, we list the $Z$ values of various simple ion molecules in Table VII. We assume the polarizabilities of the rare gases to be 0.2051, 0.3946, 1.6421, and 2.4794 Å for He, Ne, Ar, and Kr, respectively.

For the homonuclear rare gas ions, where exchange and chemical forces are important, the $Z$-values are obviously too large to be explained by any deshielding arguments and prove, as expected, that the model provides an inadequate description of the bonding. Similar is the case for the rare gas-proton pairs where the long-range force can only correspond to a bare proton, i.e. $Z = 1$. Again, one expects chemical forces to be important in the region of the potential minimum. It appears that the model potential, like the Thakkar series, is useful for bound energies of less than 40 kcal mol$^{-1}$.

The mixed rare gas ion pairs, on the other hand, show fairly reasonable $Z$-values that can be rationalized. In contrast to beryllium ion-rare gas cases, the molecular orbital angular momentum is derived not from a "repulsive" electron but rather from an "attractive" electron hole. For example, the X $^2\Sigma^+$ and A $^2\Pi$ state of HeAr$^+$ both correlate to the $^2P$ state of Ar$^+$. (Since the data for this system are from an ab initio calculation, we do not concern ourselves with spin-orbic interactions.) The X state has only one electron in the argon 3σ orbital, and hence the helium atom sees an unscreened neon nucleus to the tune of $Z = 1.20$. The A state has two electrons in the 3pσ orbital,
and hence the helium is more effectively screened from the neon charge, although $Z = 0.95$ is only a rough estimate since $\omega_e$ must be evaluated from the Kratzer formula using the rotational and centrifugal distortion constants of the ground vibrational level. The value of $Z = 1.07$ for B state of HeNe$^+$, which correlates to Ne$^1S$ and He$^+(2S)$ is most reassuring, since the remaining, very tightly bound electron of helium should quite effectively shield its alpha particle from the approaching electrons of neon. The importance of the ion-induced dipole interaction has been confirmed in the study by Dabrowski and Herzberg. The Z-value for the observed HeNe$^+$ A$^2\Pi_{1/2}$ state is, again, a rough estimate due to lack of data but nevertheless compares well to the corresponding A state of HeAr$^+$. The Z for the X state of HeNe$^+$ seems unusually large for Ne$^+$ and casts a shadow of doubt on the exponential-4 model, which is especially disappointing since the binding energy is comparable to that of BeAr$^+$. There are several differences between these two molecular ions worth pointing out. First, only the top 15% of the well has been observed in Dabrowski and Herzberg's emission studies, subjecting $\omega_e$ and $D_e$ to errors of extrapolation, whereas 34% of the bottom of the vibrational well is observed for BeAr$^+$. Second, the A$^2\Pi_{1/2}$ state of BeAr$^+$, is well separated energetically from the ground state and does not interact through Hund's case (c) coupling perturbations, whereas the X and A states correlate to different spin-orbit states of Ne$^+(^2P)$, the latter being split by only 780.5 cm$^{-1}$[15]. This coupling is seen through the "borrowing of intensity" from the X state, making the B$^2\Sigma^+$ to A$^2\Pi_{1/2}$ emission
possible in contrast to the complete lack of emission to the $\text{A}^2\Pi_{3/2}$ state, which does not couple. Examination of Fig. 8 of Dabrowski and Herzberg's paper reveals that the region of closest interaction between the A and X states is the long-range portion of the X state. It is possible, then, that the A state perturbations are distorting the shape of the X state potential in the region where data are available.

We have examined the X and B states of HeNe$^+$ more closely through a potential series inversion. We list the $V_{ij}$'s and potential coefficients in Table VIII. The potential plots, shown in Figs. 3 and 4, further demonstrate that the Thakkar series is superior to the Huffaker series for qualitatively describing weakly bound systems, even more so in this case, since the values of the dissociation energies are less at issue than with BeAr$^+$. Of particular note is the successively decreasing correction coefficients for the B state, indicating that the Thakkar function is well suited for describing this potential. A more quantitative test is in Table IV: the reproduction of vibrational and rotational data. The results for the B state appear tolerable, but the Thakkar values for the X state tend to be too large. These deficiencies may be attributed to the A state interactions and possibly the extrapolation problems cited earlier. Overall, however, the Thakkar series is the best available one for both states since that of Huffaker cannot even reproduce the bound states that were initially observed.

One unique point definitely worth mentioning is the matter of $p$ for these states. In general, we have observed that for most weakly bound molecules which have an $r^{-n}$ attraction dominating their binding,
the value of $p$ is on the order of $n-1$, such as 3.16 for BeAr$^+$. This is not the case for the X and B states of HeNe$^+$, where the $p$-values are 4.65 and 4.41, respectively. Although we might try to dismiss the X state anomaly as before, we remain perplexed with the case of the B state. To illustrate further the long-range deviation we plot $[V(\infty)-V(r)]/V(\infty)$ versus $r$ in Fig. 5 as we have done in Fig. 2. For BeAr$^+$, the fact that $p$ was one integer too small was compensated for by the higher order correction coefficients, yielding a reasonable long-range behavior. This is not possible for the smaller correction terms of the HeNe$^+$ B state. It might be that the HeNe$^+$ B state is so close to a pure $r^{-4}$ molecule, having the least chemical interaction, that it is the exception that proves the rule and causes the Thakkar potential to overestimate the exponent of the long-range behavior.
D. NaNe and NaAr

The line broadening mechanisms of the sodium D lines and the interatomic interactions between ground state and excited sodium atoms is of practical interest. One application is the high pressure sodium vapor street lamp which is fast replacing the familiar mercury vapor lamp, changing the nighttime urban landscape from blue to pinkish orange. Another application is the suggested combination of alkali metal atoms and $^1S_0$ atoms to form excimer laser systems. One such set of candidates is the sodium-rare gas (Rg) pair. For these reasons the sodium-rare gas interactions have received quite a bit of theoretical and experimental attention.

The analysis of NaRg pairs was our next logical step, since they are isovalent to the BeRg$^+$ molecules we have discussed thus far. Indeed, the spectroscopic properties of BeRg$^+$ resemble those of NaRg more than the other isovalent series, BeX, where X is a halogen, since the binding is through weak long-range physical forces rather than short-range chemical ones. The interesting difference here is that the nature of the long-range attraction for NaRg is the even weaker London dispersion $r^{-6}$ reaction.

The experiments that concerned us most were the supersonic molecular beam laser induced spectroscopy studies of NaNe by Ahmad-Bitar, Lapatovich, Pritchard, and Renhorn (ALPR)$^{22}$ and of NaAr by Smalley, Auerbach, Fitch, Levy, and Wharton (SAFLW)$^{23}$. Using Campagne-type nozzle sources$^{24}$, which are capable of producing internal molecular temperatures $<1^\circ$K, they had formed, or "condensed", a reasonably high concentration of NaRg in a cold, collision-free environment. Crossing
this beam at right angles with a narrow bandwidth tunable cw dye laser permitted very high resolution, high sensitivity laser-induced fluorescence studies of the dimer. The resulting spectral constants in turn allowed us to make a potential series inversion, at least for the \( A^3\Pi_r \) state. We had, in fact, done so and reported our results for the \( A^3\Pi_3/2 \) state of NaNe and \( X^2\Sigma^+, A^2\Pi_{1/2}, \) and \( A^2\Pi_{3/2} \) states of NaAr. Since that time there have been more careful and definitive experimental studies on NaNe and on NaAr.

Rather than repeat our earlier results, which are readily attainable in the literature, we will simply summarize and critique them with respect to the more recent experimental studies.

In our original study we had found for the \( A^3\Pi_{2/3} \) state of NaNe, like the \( X \) and \( B \) states of HeNe\(^+\), the Thakkar function to be the best series representation of the potential. The Huffaker series had severely underestimated the well-depth and had again failed to reproduce the vibrational levels used to determine it. The Thakkar potential had ten bound levels with a dissociation energy of 149.70 cm\(^{-1}\), or 7\% higher than ALPR's original estimate. Since we have already reported the \( G \) 's, \( B \) 's, and the RKR turning points, we only list the deviations between the observed and calculated quantities in Table X. The consistently larger \( \Delta G(v+1/2) \) 's and larger \( B \) 's for the higher levels reaffirm our suspicion that the Thakkar potential probably overestimates \( D_e \); the fact that \( p = 4.18 \) whereas the long-range \( n = 6 \) suggests that the Thakkar potential should rise past the true dissociation limit, but probably not by the ten wave number discrepancy between our value and that of ALPR.
The initial report of ALPR was followed by Lapatovich, Ahmad-Bitar, Moskowitz, Renhorn, Gottscho, and Pritchard (LAMRGp)^26, yielding accurate values of $D_e$ and $r_e$ for the X, A, and B states. By means of a LeRoy and Bernstein near-dissociation analysis they obtained a dissociation energy of $140\pm5\text{A}$. In an even more careful analysis by Gottscho, Ahmad-Bitar, Lapatovich, Renhorn, and Pritchard (GALRP)^27, a Thakkar potential was fitted to the RKR turning points of the $A^2\Pi_{3/2}$ state, yielding a dissociation energy of $144.4\text{ cm}^{-1}$. This latter value is probably more realistic since the former was obtained by extrapolating the near-dissociation formula to $v = -1/2$, which is in a regime where the formula could not possibly be valid. We are, of course, reassured that their latter value agrees more closely (3.7%) to our original estimate. In Table XI we list the spectroscopic constants, our Thakkar coefficients and those of GALRP. The RKR turning points are also given there.

GALRP have found the $A^2\Pi_{1/2}$ state to be badly perturbed by the $B^2\Sigma^+$ state and, anticipating poor behavior due to interacting states, we therefore do not consider fitting a Thakkar function to their data. In fact, GALRP have already performed an extensive deperturbation calculation of the adiabatic A and B states, yielding results we consider instructive. In particular, they have found a shallow secondary minimum of $0.04\text{ cm}^{-1}$ at $7.1\text{ A}$ of the $A^2\Pi_{1/2}$ state, lying between the outer turning points of $v = 5$ and $v = 6$ (see Fig. 7 of ref. 27). Although an RKR analysis would not have shown this minimum, the effects appear in the values of $B_v$ and Franck-Condon factors. Any series potential function would be hard-pressed to reproduce faithfully this phenomenon.
with only a few terms. We feel this may suggest why the series potentials fail to represent an excited, interacting state which, from a casual glance at the RKR curve, appears to be "normal".

One other excited state interaction GALRP have studied more closely is the predissociation of the v = 4 and 5 rovibronic levels of the A $^2\Pi_{3/2}$ state into the A $^2\Pi_{1/2}$ continuum. It would be tempting to blame this effect on the fact that the deviation of B, in a least-squares fit of $Y_\kappa$ is exceptionally large, as we had noted earlier, but this would not explain why B, is so well-adjusted while the predissociation line broadening of v = 5 is no less than that of v = 4. Unless further evidence indicates that the broadening should be asymmetric for v = 4, yielding an incorrect B, there is no physical justification for the exclusion of B, in a least-squares fit of GALRP's newer, more accurate data.

As for the X $^2\Sigma^+$ state, there is only one bound vibrational level observed. Using the rotational data and the isotopic shift observed for Na$^{22}$Ne, GALRP have fit a function

$$V(r) = C_8/r^8 - C_6/r^6,$$

yielding a dissociation energy 8.0±0.3 cm$^{-1}$ and an internuclear equilibrium separation 5.3±0.1 Å. Although their fitted value of $C_6 = 7.092 \times 10^5$ cm$^{-1}$ Å$^6$ is considerably larger than Dalgarno and Davidson's estimate of 2.3$ \times 10^5$ cm$^{-1}$ Å$^6$, the overall physical description of the potential is probably well within the uncertainties cited.

The same is true for the B $^2\Sigma^+$ state. Only two vibrational levels
are observed. Since this state is also strongly perturbed by the A state, a reliable Thakkar fit would be as unlikely as for the X state. GALRP's values for $r_e$ and $D_e$ are $7.9\pm0.5\ \text{Å}$ and $4.5\pm0.5\ \text{cm}^{-1}$.

In SALTF's original analysis of NaAr laser-induced fluorescence, there was an uncertainty of the vibrational level assignment of the $^2\Pi_r$ states, the lowest for the $^2\Pi_{1/2}$ being either 6, 7, or 8, so we considered all three possibilities in our Dunham constants/series potential analysis. Since that time Tellinghuisen, Ragone, Kim, Auerbach, Smalley, Wharton, and Levy (TRKASWL)\textsuperscript{29} have dispersed the laser-induced fluorescence of the A state to the X $^2\Sigma^+$ state and have established that the lowest observable level is $v = 7$ by analyzing the bound-free fluorescence (which, incidentally, showed that the vibrational assignment of the excited state could be established by counting the number of nodes in the bound-free fluorescence and assigning them to the nodes of the excited state's vibrational wave function). We will therefore restrict ourselves to recording only the "$x = 7$" results of our paper.

The mechanical constants for the $^2\Pi_{1/2}$ and $^2\Pi_{3/2}$ state are listed in Table XII and the Thakkar potential coefficients in Table XIII. Since there are not enough data to perform a nominal least-squares fit (i.e., no degrees of freedom), it is impossible to establish an error bound on the reliability of the individual constants, as was the case for NaNe. Moreover, we question whether the coefficients for the $^2\Pi_{1/2}$ state are very reliable at all due to 1) the possible interaction with the (unobserved) $^2\Sigma$ state and 2) the fact that the values for $V_{21}$ and $V_{31}$ were set to zero in order to calculate a coefficient
set up to $e_6$. The equal and opposite values of the $e_3/e_4$ and $e_5/e_6$
pairs hint that the higher order $e_n$'s may be nonphysical. Despite these
problems, the Thakkar dissociation energy of $572.2 \text{ cm}^{-1}$ compares well with
TPKASW's latest evaluation of $568.2 \text{ cm}^{-1}$, indicating that the Thakkar po­
tential's gross description of the state remains satisfactory. The
Thakkar $D_e$ is also within the limits of the value of $550 \pm 30 \text{ cm}^{-1}$ from the
argon pressure-broadening studies of York, Scheps, and Gallagher$^{30}$. All
these results confirm our earlier suspicion that the theoretical SCF-CI
calculations of Saxon, Olsen, and Liu$^{31}$ had determined a dissociation
energy -15% too small, which is not a terrible indictment considering their
project.

The $^2 \Pi_{3/2}$ state enjoyed a more quantitative success in reproducing
the experimental values of SAFLW despite the fact that there was one
fewer vibrational level observed. Part of the success may be attributed
to the fact that, with one fewer observed level, we had not been tempted
to overextend the degree of the Thakkar polynomial, but surely the lack of
$B^2 \Gamma_{1/2}$ interaction made a series description of this potential more appro­
priate$^{32}$. The agreement between this potential and experimental results
is better than that of the $^2 \Pi_{1/2}$ state as is apparent in Tables XIV and
XV. The $Y_{ij}$'s used to compute the $^2 \Pi_{2/3}$ Thakkar function also determine an
RKR potential which shows remarkable agreement$^{-1}$ is illustrated in Figure 6.
Also shown is the Huffaker series and its repeated failure to reproduce
the overall potential form.

Some of this agreement may be due to a fortuitously good set of
$G_v Y_{ij}$'s; the derivative of $G_v$ with respect to $v$ is zero in the neigh­
borhood of the dissociation level, which is equivalent to saying that
the Birge-Sponer plot crosses the $\Delta G_v = 0$ axis near dissociation. The RKR extrapolation therefore shows "dissociative" behavior at and above $v = 17$. (By comparison, the $G_v$ expansion for the $^2\Pi_{1/2}$ state increases monotonically for positive $v$, indicating no dissociation.) However, when we compare our value with the $D_e$'s obtained by others, we are encouraged. For the $^2\Pi_{2/3}$ state, TRKASWL determine $D_e$ to be 558.6 cm$^{-1}$. Düren, Gröger, Hasselbrink, and Liedtke, studying elastic scattering of argon with laser-excited sodium in the $^2P_{3/2}$ state, have recently derived 562 cm$^{-1}$ for their pseudopotential and 551 cm$^{-1}$ for the Lennard-Jones (8,6) model.

The most significant development in NaAr since our original publication is a better spectroscopic determination of the ground state. TRKASWL had observed fluorescence bands past $v'' = 4$ into the continuum of the ground state, whereas only $v'' = 0$ and 1 were observed in SAFLW's work. Although the resolution of the dispersed fluorescence was not good enough to permit a rotational analysis of the vibrational levels, the accuracy of the determined vibrational energies permitted a near-dissociation analysis evaluation of the dissociation energy, which was found to be 40.4$\pm$1 cm$^{-1}$. Using this value, TRKASWL derived a potential for describing the bound-free Franck-Condon intensities. Since they were primarily interested in the repulsive part of the potential, they found a modified Morse to be an adequate description.

The new vibrational data also made a determination of $\omega_e$ and $\omega_ex_e$ possible. We have used these values to determine a new Thakkar function, yielding $p = 4.0517$, $e_2 = -0.07770$ and $D_e = 55.668$ cm$^{-1}$. Using $p = 6$,
we have found $e_2 = 0.13431$, $e_1 = 0.32472$, and $D_e = 40.158 \text{ cm}^{-1}$. We have examined this latter function more closely. The appropriate vibrational and rotational constants are reported in Table XVI and the $p = 6$ Thakkar function is plotted along with TRKASWL's modified Morse function and Duren and Groger's (DG) modified Lennard-Jones potential in Fig. 7.

Examining the plot, one can see that in the bound region of the potential the Thakkar function follows the TRKASWL potential faithfully up to 6.5 Å, where it switches over and coincides with the long-range portion of the DG potential. (Our $C_6$ coefficient is $1.5 \text{ cm}^{-1} \text{ Å}^6$ compared to $1.4 \text{ cm}^{-1} \text{ Å}^6$ for the DG potential, both of which are ca. 50% larger than the theoretical one.) Above dissociation the slowly ascending TRKASWL potential is to be preferred since it was fitted to continuum fluorescence up to 2500 cm$^{-1}$ above dissociation, where DG's scattering data employs collision energies of only 625 cm$^{-1}$. Not apparent in Fig. 7 is the crossing between the Thakkar and DG functions above 100 cm$^{-1}$. The steepness of the Thakkar function is a tragic flaw which is not easily remedied.

The RKR turning points using TRKASWL's $Y_{ij}$'s are also illustrated. The poor behavior of the inner turning points can probably be blamed on an inadequate description of $B_v$ for high vibrational levels, casting doubt on $B_e$ and $a_e$. This in turn casts an aspersion on the Thakkar constants derived from these values.

A closer, quantitative examination of the vibrational energies and rotational constants in Table XVII in fact reveals that the $p = 6$ Thakkar potential to be, rather than the best of both worlds (i.e. TRKASWL and DG potentials), a weak compromise. We have calculated experimental
$G_0(v)'s$ from the band measurements of TRKASWL's Table I. The uncertainties are the standard deviations of the average $G_0(v)'s$ listed. The experimental $B_v'$s are those of SAFLW. It is apparent that the TRKASWL and DG potentials show considerable difference in Fig. 7, yet their vibrational energies are within experimental error. Although the $p=6$ function is fairly close, the fact that its vibrational energies are still outside the error limits is a direct result of the compromise; as the Thakkar function follows TRKASWL's repulsive wall and switches over to DG's potential for $r > r_e$, the Thakkar function is wider than the other two potentials. Since the vibrational energies are determined solely by the potential width (cf. the RKR $f(v)$ expression), the Thakkar $G_0(v)$ values will lie lower than those of DG and TRKASWL. The $B_v$ data, more dependent upon the centering of the potential at the correct $r_e$, shows the Thakkar potential to be a little better than that of DG, but still outside SAFLW's error estimates.

It is worthwhile revisiting our original technique of fitting the Thakkar potentials to the data of SAFLW. We had taken the band shift measurements from the $2P_{1/2}$ line of Na for the rotationless vibrational levels of the $v' = 7$ level of the $2\Pi_{3/2}$ state and the $v'' = 0$ and $1$ levels of the $2\Sigma^+$ state. Using our values from the integrated Thakkar potential for the upper state, we computed $D_v' = D_e' - G_v'$ and determined the constants $D''_0$ and $D''_1$ from the formula

$$D''_v = D'_v + \Delta(v'',7)$$

where $\Delta(v'',7)$ is the (negative) band shift from the $2P_{3/2}$ line of sodium.
at 16973.379. By constraining $\omega_e x_e$ such that for any $\omega_e$ SAFLW's $\Delta G$ was reproduced, $\omega_e$ was iteratively varied so that resulting Thakker $D''_e$, $\omega_e''$, and $\omega_e x_e''$ yielded our computed values for $D''_0$ and $D''_1$. This was done for Thakkar functions of variable $p(TI)$ and $p = 6$ (TIII), as well as several other model potentials.

The reported $D_e$'s for the Thakkar functions are, in light of TRKASWL's results, about one wave number high. Closer examination shows that our calculated values of $D''_0$ and $D''_1$ of 34.91 and 23.65 cm$^{-1}$, respectively, are 0.96 cm$^{-1}$ higher than those calculated from TRKASWL's derived values. This can be further traced to an error in our extrapolated $D'_7$ and, in fact, our $D'_7$ of 143.625 cm$^{-1}$ is 0.95 cm$^{-1}$ higher than that predicted by Table II of TRKASWL's work.

Repeating our iterative algorithm on the $D''_0$ and $D''_1$ of Tellinghuisen et al., we find the $\omega''_e$, $\omega_e x''_e$, and $D''_e$ of the standard, variable $p$ Thakkar (TIII) and $p = 6$ Thakkar (TIV) to be identical! This is in marked contrast to the preceding results using the "standard" $\gamma_{ij}$ potential determination. The spectroscopic quantities derived from these potentials and the Thakkar constants for TI - TIV are listed in Tables XVII and XIX, respectively. Most notable is that the adjustment of $D''_0$ and $D''_1$ does bring the $D''_e$ of the Thakkar potentials into agreement with Tellinghuisen's value.

This exercise illustrates more than just internal consistency. First, it reiterates the success of representing the $A^2\Pi_{3/2}$ state with a Thakkar function since our original, relative accuracy of better than 3% for the $X$ state hinged upon the 1 cm$^{-1}$ absolute accuracy of $D'_7$. 
It shows that, given the right data and fitting procedure, the Thakkar function is also an appropriate one for the ground state as well, yielding fairly good quantitative results. The agreement between TIII and TIV when compared to the disagreement between Thakkar functions using our traditional fitting procedure indicates that, when dealing with limited data, newer means of potential fitting incorporating all data available should be invoked. This point will be considered in more detail towards the end of this chapter.

We also find a certain paradox in Table XIX. Although TI and TII overestimate $D_e$ by 1 cm$^{-1}$, their $G$'s are better than those of the corresponding TIII and TIV. While this may warrant further study, we suspect that the expansion to $e_2$ is too limited to accommodate all the data.

A final point to be made is the apparent ambiguity of choice of variable-p over $p = 5$ Thakkar functions. Our earlier experience with BeAr$^+$ lead us to conclude that the variable-p was to be preferred. In light of NaAr $X^2\Sigma^+$ and the results of Gottscho et al. for $A^2\Pi_{3/2}$ of NaNe, it may be that the two kinds of Thakkar functions should be examined on a case-by-case basis. As a matter of consistency, however, we will stay with our choice of variable-p for the remainder of this chapter.
We consider now the dimer of argon. The interaction and binding of this noble gas, 0.3 kcal mol\(^{-1}\) at 3.8 Å, should be considered the model system for studying van der Waals attraction. Argon, obtained by liquefaction of air, is readily available and has been the subject of extensive study in the past, and the thermodynamic and transport properties are well documented. Still another of its properties in nature that lends itself for microscopic study is the fact that it occurs almost exclusively (99.6%) as the 40-isotope: a boson. The Pauli Exclusion Principle requires that only even angular momentum quantum numbers can occur for the ground state of the dimer, permitting a unique and detailed study of the differential elastic scattering cross section and the resolution of the rotational structure by vacuum ultraviolet absorption spectroscopy.

As a result, a great number of potential functions have been derived of varying degrees of complexity. Recent examples are the numerical functions of Dymond and Alder and of Colbourn and Douglas, the piecewise continuous functions of Parsons, Siska, and Lee, of Aziz and Chen, and of Koida and co-workers, and the function of Barker, Fisher, and Watts which is analytic for all \(r\), if somewhat unwieldy. Results of earlier and simpler potential functions are reviewed by Smith. Probably the best functions for describing the combined spectroscopic and thermodynamic data are the HC-D potential of Aziz and Chen and potential 4 of Koida et al. We might also infer that their potentials could reproduce the elastic scattering data satisfactorily, but this test is yet to be made in
the literature.

In light of this, no systematic study of potentials applicable to van der Waals molecules is complete without considering \( \text{Ar}_2 \). Our purpose is not to propose a potential superior to any in print but rather to determine whether the Thakkar potential is suitable for this system. We find, in fact, that our standard procedure produces a potential function that does not describe the argon-argon interaction to the accuracy that the true potential is known. This is not an indictment of the potential form so much as it is for the method of determining the potential; Colbourn and Douglas (CD)\(^{38}\) found that the RKR method failed to produce a potential adequate for predicting the higher vibrational and highly excited rotational levels. In order to improve the Thakkar function we incorporate into the fit the elastic scattering data of Parsons, Siska, and Lee (PSL)\(^{39}\), from which we derive a potential that is suitable for describing the spectroscopic, scattering and thermodynamic data available. Towards the end of this chapter we will describe a method for systematically varying a Thakkar or any other function using spectroscopic data alone which is more in the spirit of how CD derived their numerical potential from their initial RKR estimate.

We find our initial, or nominal, Thakkar by first fitting a set of \( Y_{ij} \)'s to the \( G_0(v) \) and \( B_v \) values reported by Colbourn and Douglas. Since data are available for \( v = 0 \) to \( v = 5 \), we have enough values to perform a least-squares \( Y_{ij} \) fit. This proves helpful since we can estimate the standard deviations of the \( Y_{ij} \)'s and hence the standard deviations of the Thakkar constants, which are reported in Table XX. Because of the relative uncertainties in the data, discussed in ref. 38,
and the low number of degrees of freedom (i.e., the differences between number of data and number of fitted parameters) in the least-squares fit, even a minimal set of $y_{ij}$'s had fairly high standard deviations. In turn, the nominal Thakkar constants inherit large uncertainties; the well depth, $D_e$, is uncertain by 18% and in fact is 10% higher than the best determinations of the $A_r^2$ bond energy. Because of these uncertainties, the nominal Thakkar cannot reproduce the dimer's potential to the known degree of accuracy or even accurately reproduce the spectroscopic data from which the potential is derived.

There are three reasons why our standard procedure failed to produce an agreeable potential. One, as mentioned before, is the uncertainty in the measured spectroscopic constants. Although listing their $G_0(v)$'s to 0.001 cm$^{-1}$, CD expressed an actual confidence of 0.1 cm$^{-1}$ up to 0.25 cm$^{-1}$ for $v = 5$. Relative to the dissociation energy, this means an uncertainty of 1 to 2.5 parts per thousand. This is slightly less than the 2.5 parts per thousand from TRKASWIL's measurements of the X state of NaAr, where our standard Thakkar procedure produced a potential whose dissociation energy was in error by 38%. By comparison, our more presentable results for BeAr$^+$, HeNe$^+$, NaNe, and NaAr involved relative errors in the range of 20 to 77 parts per million.

A second reason for the $A_r^2$ failure is the fact that we could only employ an expansion up to $y_{30}$ and $y_{21}$ with any confidence, although the data encompassed almost the entire potential well. While a low order expansion may be appropriate for extracting the "true" $y_{ij}$'s when only a fraction of the potential is sampled (such as with BeAr$^+$ and the
A $^{2}\Pi_{3/2}$ state of NaAr, the need of describing the entire potential will require a higher order expansion in $Y_{ij}$'s. This is the same problem we cited for HF in Chapter II, and is endemic to the molecular system being considered. In all fairness, we should report that we have, in fact, examined higher order $Y_{ij}$ and hence Thakkar expansions (at the price of even higher standard deviations due to fewer degrees of freedom) and found no improvement in the nominal Thakkar function. We nevertheless feel that lack of available molecular information remains a source of error.

To substantiate further this point, we come to the third reason. There is, in fact, "extra" information available which we do not employ: the $D_v$'s. As discussed in Chapter II, our procedure does not employ the information available from the highly excited rotational states, except to derive more accurate $B_v$'s and hence $Y_{il}$'s. This point is equally true of the RKR procedure and, point of fact, is the reason that CD had scrapped the RKR method. Citing the lack of $G_0(v)$'s and $B_v$'s as well as the semiclassical approximation as the reasons their RKR potential could not satisfactorily reproduce their observed levels, CD manually adjusted their initial RKR potential in order to reproduce the energies of the high J levels, thus arriving at their final numerical function. As mentioned before, we will discuss how to use this "extra" information later in this chapter.

We have taken another tack for increasing our data set. Using the nominal potential to generate the differential elastic scattering cross section for Ar for comparison with the high resolution data of
PSL, we have systematically varied the nominal constants throughout their calculated uncertainties in an attempt to improve the differential cross section. This adjustment was not done in a least-squares fitting sense; rather a set of calculations was made for various parameter values, and the RMS deviation of the calculation from the experimental data was iteratively lowered until the agreement was significantly improved. Thus, it is possible that these refined constants could be more highly refined by methods such as suggested by Bickes and Bernstein, but the rapid convergence of our iterative method made further refinement unwarranted.

We give the refined potential constants in Table XXI, and plot the differential cross sections computed from the nominal and refined Thakkar potentials as well as the Morse-Spline-van der Waals (MSV III) potential of PSL in Fig. 8. All calculations shown were done with the same degree of angular and velocity averaging to allow easy visual comparison among the fits. As a result, the symmetry oscillations at large angles (due to the even J parity property of Ar₂) are somewhat enhanced by incomplete averaging.

A qualitative glance at this figure shows that the nominal Thakkar provides an unsatisfactory description; the calculated rainbow scattering appears too large an angle, indicative of too deep a potential well. Although the constants of the refined Thakkar are remarkably similar to those of the nominal, the improvement in the calculated cross section is dramatically evident. While the MSV III potential gives better agreement at scattering angles slightly less than the primary rainbow, the overall fits of the refined Thakkar potential and the
MSV III potential are comparable.

As a final check of the validity of the refined Thakkar potential, we have calculated the second virial coefficient using the standard expression including the first quantum correction. The results of these calculations for the nominal Thakkar, the refined Thakkar, the MSV III and the Colbourn and Douglas potentials are shown in Fig. 9, as a plot of differences from the experimental data of Levalt Sengers et al. For this calculation we have connected the table of points given by Colbourn and Douglas with spline functions and extended the potential in regions outside of their table with a Morse function and with the expression

\[ V(R) = -\frac{C_6}{R^6} - \frac{C_8}{R^8} \]

at short and long ranges, respectively. The average RMS deviations, evaluated every 100K, of the refined Thakkar, MSV III, and Colbourn and Douglas potentials are 2.06, 2.34, and 1.17, respectively. When calculated every 2K from 80K to 120K the average RMS deviations are 3.84, 8.41, and 4.46. The low deviations for the potential of Colbourn and Douglas are of no surprise, since they had adjusted their values of \( D_e \) and \( C_8 \) to improve agreement between experimental and calculated second virial coefficients.

In Fig. 10, we plot the four potentials for Ar\(_2\) of immediate concern. These are the nominal and refined Thakkar potentials, the MSV III potential, and the CD potential. We have chosen these latter two poten-
tials since the authors, who have taken the data sets we have employed, have found these potentials best represented their respective data sets. The refined Thakkar has a well depth of 100.37 cm$^{-1}$. Other Ar$_2$ potentials have well depths only slightly less than this. PSL report 97.83 cm$^{-1}$ for MSV III, CD as well as Aziz and Chen employ 99.55 cm$^{-1}$, and Koida et al. find 99.58 cm$^{-1}$ as their optimum. While both Thakkars employ an $r_e$ value of 3.758 Å, the other values are MSV III: 3.760 Å, Koida et al.: 3.7545 Å, and CD and Aziz and Chen: 3.759±.005 Å.

Therefore, these most recent and elaborate functions, including the refined Thakkar potential, are in excellent agreement regarding these two main parameters of the interatomic potential. They disagree mainly in the shape of the repulsive wall at energies several times the well depth. The Thakkar potential rises much more steeply than a Morse function, while both the MSV and the Colbourn and Douglas potentials have single Morse function repulsive walls. The repulsive portion of Aziz and Chen’s potential, adjusted to fit the Hartree-Fock potential calculated by Wahl and co-workers, may be equally good, but we have not examined this.

It is noteworthy that the MSV and Thakkar functions begin to deviate only at energies of ~300 cm$^{-1}$. The collision energy used in the scattering measurements of Ref. 39 was only 500 cm$^{-1}$. Colgate, et al. reported high energy Ar-Ar scattering results which are in much better agreement with the exponential (Morse-like) repulsion of the MSV potential than with the Thakkar potential. We conclude that the repulsive
wall of the Thakkar function is in serious error, but only at energies of several times the well depth.

While the repulsive wall is not well determined above some energy (and probably so for all the potentials discussed here), it is interesting that the refined Thakkar function gives the best calculated second virial coefficient at high temperatures (Fig. 9). The repulsive wall tends to dominate \( B(T) \) more at these temperatures, which are well above the Boyle temperature of ca. 400K. This indicates that the repulsive wall misbehavior of the Thakkar is not serious enough to prevent prediction of high temperature thermodynamic properties.

Finally, we list in Table XXII the energies of the bound vibrational levels, \( G_v \), and the corresponding rotational constants, \( B_v \), for the potentials. The \( G_v \)'s were computed by numerical solution of the radial Schroedinger equation. Using the resulting wave functions for each vibrational level, the \( B_v \)'s were calculated by the expression

\[
B_v = B_e r_e^2 \langle \psi | \frac{1}{r^2} | \psi \rangle
\]

The MSV III potential has been similarly analyzed by Docken and Schafer. We have repeated their calculation in order to have a consistent evaluation of the \( B_v \)'s and to extend their precision.

The experimental quantities are for the Colbourn and Douglas (CD) potential for \( v = 0-5 \). The refined Thakkar and MSV III \( B_v \) values agree with the CD values to better than 0.001 cm\(^{-1}\), well within the spectroscopic uncertainty. The \( G_v \) values, or more correctly, the
level spacings ($\Delta G_{v+1/2}$) are in similarly good agreement. The MSV III $\Delta G_{v+1/2}$'s are uniformly smaller than the CD values by, on average, -0.29 cm$^{-1}$. The refined Thakkar $\Delta G_{v+1/2}$'s are both greater and smaller than the CD values. The average error is only -0.01 cm$^{-1}$. More comprehensive examinations of the spectroscopic constants of other potentials are available in references 40 and 41.

One point well worth noting is that, in Table XXII, $B_5$ for the CD potential (0.0289 cm$^{-1}$) differs from the one listed in Table I of their paper (0.0298 cm$^{-1}$). This is not a typographical error; we have found that CD's reported $B_5$ and $D_5$ fit the eight observed rotational lines in the least-squares sense. This does not mean that their $B_5$ is the true mechanical constant and reiterates the problem we cited earlier concerning one's ability to extract good spectroscopic constants from a limited set of data.

An important question is whether $B_v$ is a reliable parameter for measuring rotational energies at these higher vibrational levels. Our definition of $B_v$, as a quantum mechanical average of $r^{-2}$, is correct if the centrifugal potential is a perturbation on the vibrational Hamiltonian. For $J = 10$, $v = 5$, the rotational energy becomes comparable to the splitting between the rotationless $v = 5$ and $v = 6$ levels. Under these conditions perturbation theory becomes a poor approximation, and hence $B_v$ alone provides an inadequate description of the potential under the influence of angular momentum. We thus report the higher $B_v$'s merely as a stylized comparison of potentials. A more rigorous comparison should report the rotational energies themselves.

Returning to our discussion of the $Ar_2$ potential, we feel it is
important to note that this potential does not behave solely as $r^{-6}$ in the region where the spectroscopic data are pertinent. Indeed, the $r^{-8}$ contributions to the binding at the outer turning points of $v = 4$ and 5 are 18% and 15%, respectively. We are therefore not particularly troubled that the refined Thakkar potential approaches its asymptotic value as $r^{-5.6}$ instead of $r^{-6}$ as long as the potential shows the correct behavior in the region of interest. In this region the higher order terms correct for any deficiency in the true asymptotic behavior in the same manner that the $r^{-8}$ and higher terms correct for the erroneous assumption that the potential is purely $r^{-6}$.

It is clear, then, that the Thakkar function is a suitable functional form for describing the dimer of argon $\cdot \cdot \cdot$, by implication, most van der Waals' molecules. Although there are some inherent weaknesses in the potential, such as "impure" $r^{-6}$ behavior and a repulsive wall that ultimately rises too sharply, such weaknesses do not prevent the potential from predicting available experimental quantities. The derived vibrational and rotational energy levels, differential elastic scattering cross sections, and second virial coefficients are reliable at temperatures from 0°K to 500°K. What is apparent is that one may have to use potential-determining algorithms other than the Dunham method, which in this case has a tendency to amplify experimental uncertainties. Further improvement of the $\text{Ar}_2$ Thakkar potential may be possible in order to improve further agreement with spectroscopic and scattering data, but at this point our goal has been achieved.
F. Alkaline Earth Dimers

Up to this point we have only considered weakly bound diatomic molecules where one or both partners are rare gas atoms. With all its valence orbitals filled, the rare gas atom should see no "chemical" forces in effect and only simple polarization, long-range forces should contribute to the binding. A similar situation exists for the dimers of the alkaline earths, where the outer ns valence orbitals have been filled and mimic the helium configuration. The measured dissociation energies of these homonuclear dimers (1-3 kcal per mole) are characteristically smaller than those of the neighboring alkali dimers (9-24 kcal per mole) or those of the transition element dimers (10-120 kcal per mole). Most workers therefore consider the alkaline earth, or Group II A, dimers to be bound only by van der Waals forces. This claim is further substantiated by the similar binding energies of the Group II B dimers Zn₂, Cd₂, and Hg₂ (4, 2, and 1.8 kcal per mole, respectively), indicating that the filled ns²(n-1)d¹⁰ configuration leads to no chemical binding, either.

Despite these trends, we expect the nature of the bonding in the bulk solid to be due to more than dispersion forces. The solids have cohesive energies twenty times that of argon, are metallic, and melt above 650°C. Some of these properties must ultimately be derived from the vacant, nearby np orbitals and, for calcium and higher, (n-1)d orbitals that participate in the covalent and metallic bonding. We will show that there are subtle indications that there is mixing of these vacant orbitals in the ground state of even the dimers, a quality not readily apparent from dissociation energies.
The spectroscopy and diatomic potentials for the ground states of Mg$_2$ and Ca$_2$ are now well-determined quantities. The original high resolution Mg$_2$ absorption data of Balfour and Douglas$^{55}$ has been augmented by the analysis of Li and Stwalley$^{56}$ and the dispersed fluorescence of the argon ion laser excitation data of Scheingraber and Vidal$^{57}$. The ensuing analysis by Vidal and Scheingraber$^{58}$ establishes the dissociation energy, 430 cm$^{-1}$, to within one wave number and provides an accurate set of Dunham $Y_{ij}$ constants. Similar laser excitation-dispersed fluorescence experiments by Wyss$^{59}$ and by Vidal$^{60}$ have extended Balfour and Whitlock's (BW)$^{61}$ absorption work on Ca$_2$. Vidal's data analysis for Ca$_2$ is as careful and thorough as that for Mg$_2$, yielding a very good set of $Y_{ij}$ constants and a value for $D_e$ of 1095.0±0.5 cm$^{-1}$.

In recent years a small controversy has erupted concerning the ground state of Ca$_2$. Sakurai and Broida$^{61}$ observed an anti-Stokes continuum in their laser-excited fluorescence of Ca$_2$ and Wyss$^{59}$ observed molecular fluorescence far to the red of BW's band system. These workers concluded that the green band of BW was originating from an excited state, with the true ground state being the source of the red band. Failing to reproduce Wyss' band system, Vidal$^{60}$ has since concluded that the red band was an experimental artifact. Liao$^{62}$ and Scheingraber and Vidal$^{57}$ have also explained the blue continuum as free-bound-free excitation/fluorescence. It appears, then, that the original assignment of BW has been confirmed and the argument laid to rest$^{63}$. 
Returning to our own studies of these systems, we have taken the \( Y_{ij} \) constants of Vidal and Scheingraber and of Vidal for \( \text{Mg}_2 \) and \( \text{Ca}_2 \), respectively, and have performed our usual series-inversion procedure. The constants are listed in Tables XXIII and XXIV. These functions, along with the smoothly connected turning points of Vidal's IPA potentials, are plotted in Figs. 11 and 12, illustrating the success of the Huffaker series over those of Thakkar in the region of \( r > r_e \) (the artificial maxima at small \( r \) is of less concern here). As we have noted in Chapter II, the Huffaker series potential provides a better description for those molecules bound by chemical forces. Although it does not seem that such forces could be responsible for the small binding energies, we suggest that they still may be influential enough to shape the potential in the region of the equilibrium internuclear separation. We reiterate that it is this region which is the most strongly weighted in our series-determination routine.

Further examination of Tables XXIII and XIV indicates the reason for the Thakkar deficiencies. For both dimers \( p = 3.58 \). This is much smaller than the anticipated exponent of 6 for van der Waals attraction and smaller than any of the \( p \)'s encountered for neutral molecules in this chapter. This explains the Thakkar tendency to "overshoot" the dissociation energy by so much. The relatively large correction constants with oscillatory signs for both \( \text{Ca}_2 \) potentials also indicate some convergence problems and are probably responsible for the artificial maxima at small \( r \).

The low value of \( p \) is also further evidence of incipient covalency. A. Thakkar\(^{64} \) and J. S. Winn\(^{65} \) have listed a variety of
p-values for chemically bound diatomics, ranging from 1.0 - 2.5. For our van der Waals systems, we have observed values from 4.2 - 5.6. The magnesium and calcium dimers thus have p-values that show more favor toward a chemically bound system.

The level of analysis of the spectroscopy of Sr$_2$ is not as detailed as that of the preceding dimers. No high resolution absorption data of the quality of Balfour and co-workers have been taken, and the situation is further complicated by the fact that the rotational constant is less than half that of Ca$_2$ due to the mass alone. Working with half the dispersion of Vidal and colleagues, Bergeman and Liao$^{66}$ could only resolve the vibrational progressions and bound-free undulations from their laser-excitation/dispersed fluorescence spectra of strontium dimer.

Despite these limitations, they have carefully adjusted two Morse potentials for the ground and excited states in order to duplicate the observed vibrational progressions and Franck-Condon intensities. They derived the quantities $\omega_e = 36.9 \pm 1 \text{ cm}^{-1}$ and $D_e = 1100 \pm 100 \text{ cm}^{-1}$ for the ground state. If we accept their extrapolated $r_e$ of 4.5$\pm$0.2, we can derive an effective $p$ of 3.4$\pm$0.30 through second derivative relations between simple Morse and Thakkar functions. Considering the suitability of the Huffaker series for Mg$_2$ and Ca$_2$, Bergeman and Liao's Morse potential and hence our derived value of $p$ are not far from reality, and we therefore see that Sr$_2$ follows the same trend in p-values set by Mg$_2$ and Ca$_2$.

It is unfortunate that no data at present exist for the barium dimer. There have been suggestions$^{52b,67,68}$ that Ba$_2$ should be
bound more strongly than the other Group II A dimers due to interactions other than van der Waals forces; the participation of the nearby 6s5d and 6s5p configurations in a more covalent bond. Because of the still larger mass and the multiplicity of natural isotopes, we should not impatiently await a forthcoming analysis.

We save our analysis of the beryllium dimer for last. It is unique among the alkaline earths, possessing nearly double the cohesive energy in the solid and hence a very high melting point with a correspondingly low vapor pressure at high temperatures. Couple these properties with its known toxicity and one has a dearth of experimental information on this element. On the other hand, the small number of electrons makes the dimer amenable to accurate theoretical calculations.

The state-of-the-art calculations for Be₂, are unfortunately, contradictory. Chiles and Dykstra have recently considered a number of configuration interaction (CI) approaches to the problem, comparing their results to previous work in the literature. Their results span the array of reported values, which can be broken into two groups: those with a minimum of ca. 0.15 kcal/mole at 4.5 Å and those binding Be₂ by 2-8 kcal/mole at 2.5 Å. Of these references we carefully choose the interacting correlated fragments (ICF) results of Liu and McLean. Their companion results for He₂ and Mg₂ predict values for Dₑ and rₑ that agree with experimental results within 2%. Chiles and Dykstra also point out that the 7s5p4d2f Slater type atomic orbital set used in the Be₂ ICF calculation is the largest set used to date. The well depth of the ICF potential is 0.23 ± 0.02 kcal/mole (807 cm⁻¹) and rₑ = 2.49 ± 0.02 Å, making this one of the more
strongly bound of the theoretical potentials.

We begin our analysis by smoothly connecting Liu and McLean's reported potential points with a spline fit and solving Schrodinger's equation for the vibrational levels and rotational constants, which we report in Table XXV. For this potential, we extrapolate 813.825 cm\(^{-1}\) for \(D_e\) and 2.49114 Å for \(r_e\). We plot the interpolated potential in Figure 13 along with the determined Huffaker and Thakkar potentials. The results are, besides disappointing, unusual. Both the Thakkar and Huffaker potentials recover only 50% of the potential before reaching their asymptotic limit. The exceptionally high Thakkar \(p\) of 8.76 indicates a very high reduced curvature.

To ascertain that this phenomenon is not due to the lack-of-information problem with Ar\(_2\), i.e. too few levels to get the true \(V_{ij}\)’s, we increase the nuclear isotopic mass of Be to values of 543 and 5433 amu, which conveniently correspond to a \(B_e\) of 0.01 and 0.001 cm\(^{-1}\), respectively. The results show no quantitative improvement of the series potentials, although the Thakkar \(p\) seems to converge to a value of 4.7, giving a reduced curvature of 6.5. The reduced curvatures of Mg\(_2\), Ca\(_2\), and Sr\(_2\) are 33, 42, and 38, respectively. The values of the various Be\(_2\) potential coefficients and their plots can be found on the attached microfiche.

To be sure that our procedure is not in error, we have repeated the same calculations on Liu and McLean's potential for Mg\(_2\). Even though the number of theoretical points is fewer, we obtain results that are substantially in agreement with the experimental values.
We conclude that the problem lies with the \( \text{Be}_2 \) potential itself.

The probable cause of this ill series-potential behavior can be attributed to the near-zero convexity of the potential between 3.3 and 5 Å apparent in Figure 13. As we have shown in Chapter II, any "true" Born-Oppenheimer potential that shows some discontinuous change in shape due to interaction with other states, such as curve-crossing, will cause the fitted series potentials to behave erratically.

To investigate further the "kinks" at 3.3 and 5 Å, we least-squares fit simple Thakkar functions to the inner and outer regions of the Liu and McLean points. For the equilibrium region of \( r<3.4 \) Å, with \( r_e \) and \( D_e \) constrained to Liu and McLean's values, we obtain the constants \( p = 4.939, e_0 = 993.400 \text{ cm}^{-1}, \) and \( e_2 = -0.18. \) For the outer tail region, a very simple Thakkar function with \( p = 5.69, e_0 = D_e = 230 \text{ cm}^{-1} \) and \( r_e = 3.7 \) Å proved sufficient. These two functions, along with the \textit{ab initio} points employed, are illustrated in Figure 14.

The fact that the \( p \) of the "tail" fit Thakkar function is close to 6 indicates that Liu and McLean points follow the correct long-range behavior. Moreover, the \( C_6 \) of \( 0.975 \times 10^6 \text{ cm}^{-1} \text{ Å}^6 \) we find by fitting the outer two \textit{ab initio} points to a \( C_6/C_8 \) expansion compares well with the semi-empirical value of \( 1.06 \times 10^6 \text{ cm}^{-1} \text{ Å}^6 \) calculated from oscillator strengths, further reinforcing this point.

It is the inner portion of this potential that makes Liu and McLean's work unique among all other calculations and, if correct, \( \text{Be}_2 \) unique among alkaline earth dimers. Although the \( \text{Be}_2 \) binding energy is nearly twice that of \( \text{Mg}_2 \) and is hence out of step with the
trend of increasing $D_e$ of the dimers with increasing atomic number and polarizability, so is the cohesive energy of bulk beryllium as well. The enhanced bonding of $\text{Be}_2$ is no doubt due to admixture of the 2p orbital to the (bonding) $2\sigma$ molecular orbital. It would be tempting to invoke curve-crossing by the $\Lambda^1_{\Sigma^+}$ state, analogous to the case of $\text{BeH}^+$, to explain the radical change in shape of the ab initio curve, but the very high energy of the $1\pi^0$ state discourages this.

Another point that also contributes to the increased bonding is the "late" occurrence of the repulsive wall. The $r_e$ of 2.49 Å of $\text{Be}_2$ is remarkably smaller than the 3.9 - 4.5 Å distances that characterize the other dimers. This anomaly is similar to the unusually small nearest-neighbor distance $^{53}$ of 2.20 Å in crystalline beryllium compared to the 3.2 - 4.4 Å values of the other alkaline earths. The smaller hard-sphere diameter permits the two Be atoms to approach each other close enough for the covalent forces to take effect, a feature that also distinguishes the chemistry of the $\text{Be}^{2+}$ ion from that of the Group IIA ions $^{74}$. The rapid rise of this hard, compact wall is the major source of the large reduced curvature. This in turn gives rise to the relatively large $p$ of 4.94 (which incidentally agrees with our "converged" value for large isotopes) and not the usual long-range effects.

The preceding discussion is based upon the assumed accuracy of the ab initio potential. Chiles and Dykstra feel that the system is not yet a closed book. Since Liu and McLean's value of $-29.23$ Hartrees for the asymptotic energy has a correlation energy of 1.4 eV from the
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known ionization energies of two Be atoms $^{15}$, there is some room for
doubt. To date, the only observation of Be$_2$ in absorption is in rare
gas matrices, as reported by Brom, Hewett, and Weltner $^{75}$. They
observe a vibrational progression at 350 nm which is much narrower than
that of Mg$_2$, indicating a smaller difference between the $r'_e$ and $r''_e$ for
Be$_2$. If similarities in $r_e$ imply similarities in potential curves,
then the fact that they estimate $D'_e > 14360 \text{ cm}^{-1}$ ($D'_e = 9412.5 \text{ cm}^{-1}$ for
Mg$_2$) augers well for a more strongly bound ground state.
G. Direct Fit

As we have mentioned several times in this chapter, our standard procedure for finding series potential parameters for weakly-bound molecules leaves something to be desired, especially when the available data are limited. Three steps are involved in going from the raw spectroscopic data to the final potential function. First, the basic constants $G_v$, $B_v$, $D_v$, etc., must be calculated for the ground and excited states from the observed spectral lines. This compounds the initial uncertainty in the line frequency with the inherent uncertainties of the fitting procedure. The next step is to fit a set of $Y_{ij}$'s to the $G_v$'s and $B_v$'s, further compounding the error. By the time we determine the final potential, the honest uncertainty of the derived parameters makes the potential a poor predictor of the original data. This is best illustrated by $\text{Ar}_2$, where the $\pm 11 \text{ cm}^{-1}$ error of $e_0$ is a far cry from the $0.1 \text{ cm}^{-1}$ precision of the vibrational-rotational levels reported by Colbourn and Douglas. 38

Besides the multi-stage amplification of error, there is the problem of limited amounts of data. In the cases of the ground states of NaNe and NaAr, the problem is one of technology; only one excited vibrational state at most is populated in a supersonic nozzle expansion/condensation. The other problem is endemic to the molecular system itself, where there are simply too few vibrational levels to "interrogate" the shape of the potential. This problem has been discussed for $\text{Ar}_2$, demonstrated for $\text{Be}_2$, and is best illustrated by NaNe, which has only two vibrational levels. When there is a deficiency of vibra-
tional data, one must examine the rotational data for high J more closely. As we have pointed out, the Dunham equations do not lend themselves as easily to a $B_v/D_v$ fit as for a $G_v/B_v$ fit. There is the strong correlation between $B_v$ and $D_v$ such as for $v = 5$ of $Ar_2$ that also makes the Dunham approach less attractive.

What we propose is a means of fitting the potential function directly to the vibrational-rotational energy levels of the molecule. This eliminates at least one step, the $Y_{ij}$ determination, and the uncertainties that go with it. The $G_v/B_v/D_v$ set can simply be treated as a set of numerical fitting constants, and one need not worry about whether they are the "true" mechanical constants. In many cases the relative energy levels of each of the electronic states can be determined directly from the spectral line positions through the combination relations $76, 77$, thus eliminating the $G_v/B_v/D_v$ determination step.

The fitting method is simply a nonlinear least-squares refinement $78$ of a set of potential parameters, $\{\theta_k\}$. The observed relative energy levels are denoted by $y_i$ and the energy levels calculated from the potential by $f_i(\theta_k^0)$, where subscript $i$ refers to the vibrational and rotational quantum numbers involved. We take an approximate set of potential parameters, $\{\theta_k^0\}$, and the approximate energies and parameter derivatives to be $f_i^0$ and $(f_i/\theta_k^0)$, respectively. We can show that a refined set of parameters, $\{\theta_k\} = \{\theta_k^0\} + \{\Delta \theta_k\}$, can be found by solution of the matrix equation:

$$ \sum_k \left[ \sum_i \left( \frac{\partial f_i}{\partial \theta_k^0} \right) \left( \frac{\partial f_i}{\partial \theta_k^0} \right) \right] \Delta \theta_k = \left[ \sum_i \left( \frac{\partial f_i}{\partial \theta_k^0} \right) \frac{\partial \theta_i}{\partial \theta_k^0} \right] (y_i^0 - f_i^0) $$
The refinement is iterated until one has a convergent \( \{ \theta_k \} \) set or the \( y_{i-1} - y_i \) differences are less than the experimental error.

In order to find the coefficients of \( \{ \Delta \theta_k \} \), we must evaluate the derivatives \( \left( \frac{\partial E(v,J)}{\partial \theta_k} \right)^0 \). This can be done by employing the Hellmann-Feynman Theorem:

\[
\frac{\partial E}{\partial \theta_k} = \langle \psi_1^0 | \frac{\partial H}{\partial \theta_k} \psi_1^0 \rangle
\]

where \( H \) is the radial Hamiltonian for internuclear motion. If the kinetic energy is independent of potential parameters, then we can further simplify by:

\[
\frac{\partial H}{\partial \theta_k} = \frac{\partial V}{\partial \theta_k}
\]

The Hellmann-Feynman Theorem is very important in reducing the amount of computer time needed; the alternative is to evaluate the derivatives numerically. For \( N \) parameters, we can replace \( N \) energy evaluations with \( N \) integral summations. This is an important savings since the integrals are a one-shot evaluation, whereas the Numerov-Cooley solution of the radial equation (Appendix II) is an iterative one. Also, the energies need not be evaluated as precisely in order to produce a reliable numerical derivative, so the number of Numerov-Cooley iterations might be reduced. We say "might be" since we have not examined the relationship between the tolerances of the wave function necessary for the integral and the tolerances of the energy.
There are several advantages to this method. The first is that one obtains an analytical potential function that can reproduce the experimental energy levels. This method is applicable to any analytical potential function, although the desirability of a flexible series potential is apparent. All rotational information is employed directly rather than through derived parameters. The ground state dissociation energy can be employed more directly, as could have been done with NaAr. Moreover, the Dunham method tends to prejudice the potential toward the bottom of the well, whereas here the energy levels near the top are put on a more equal footing. Finally, one need not worry about the "second order WKB effects" since the Numerov-Cooley solution is a quantum mechanical, not semi-classical, one.

Certain disadvantages are obvious, too. Since the procedure is iterative and all the rotational energy levels must be evaluated, a lot of computer time is required. This clearly restricts the method to systems of limited amount of data such as the van der Waals molecules we have studied. It may also be possible to evaluate only a few of the rotational levels at well-selected intervals. If the potential function has a tendency to misbehave, as we have seen for the Thakkar and Huffaker functions, then the iterative improvement must be monitored to assure that nonphysical singularities do not interfere with the energy and wave function evaluation. A reasonable starting set of potential parameters is necessary for rapid convergence, but our Dunham procedure can probably provide that for the series potentials.

Perhaps the biggest disadvantage is that the method is untested, and hence we have no knowledge of the convergence properties. We feel
that this merits study and hope to do so in the future. If it can be shown that this algorithm converges for a model system, then we can perhaps have the final word on the suitability of the Thakkar function for certain weakly-bound molecules. If it is not, then we still have a direct method for testing other, possibly more suitable, forms without repeating the algebraic drudgery of relating their coefficients to those of the Dunham potential.

We close noting that the Thakkar function has an edge over the Huffaker function using this algorithm. Since the initial Thakkar from our routine procedure tends to overestimate the true dissociation energy some, it possesses all the observed bound levels and then some. Thus the initial $Y_{ij}$ estimate can be used as the initial guess. Not all of the observed levels are bound in the Huffaker estimate as we have seen in this chapter, so the algorithm would have to be tailored to add experimental data after consecutive iterative improvements.
H. Conclusion

We have investigated the suitability of the Thakkar and Huffaker series functions towards describing the potentials of weakly bound diatomic molecules. We have found the Huffaker series to be a rather poor function for modelling these potentials as it badly underestimates the dissociation energy. We ascribe this deficiency to the Morse potential nature of the Huffaker series, which approaches its asymptotic form much too rapidly to accommodate the long-range $r^{-n}$ attraction which influences a large percentage of the potential well.

Thus it is the $r^{-p}$ nature of the Thakkar series that is responsible for its success in describing the molecular ions and rare gas containing dimers discussed in this chapter. When spectroscopic data are sufficient in quantity and accuracy, the Thakkar function can give results as reliable as an RKR curve. When accuracy or quantity of the spectroscopic data is not available, as with $\text{Ar}_2$ and the $\text{X}^2\Sigma^+$ state of NaAr, other sources of experimental information can be employed to bring the Thakkar function into line.

The advantages of the Thakkar series are many. Since it is analytic throughout the region of interest, it is suitable for use in studies involving first or higher derivatives, such as the Virial Theorem. This property has been realized and put to good use in describing the nature of van der Waals bonding in comparison to the chemical forces. The potential parameters can provide a means of comparing bonding trends, sometimes subtle as with the alkaline earth dimers, among diatomic molecules of disparate bond energies and bond lengths. From the form of the Thakkar function, the trends concerning the value of $r$,
and the Thakkar tendency to overestimate the dissociation energy as we have seen in this chapter can suggest methods of approximating molecular properties, as we have done elsewhere for the dissociation energy $E_d$.

Finally, we have presented a method other than our usual Dunham fitting procedure for determining potential parameters directly from the spectroscopic data. Although the algorithm is useful for any analytical potential in general, the Thakkar series enjoys certain initial advantages. This procedure certainly merits study in the near future.

One question we have not resolved here is final choice between integral and nonintegral $p$. Although we have employed the nonintegral $p$ result in examining the bonding nature in the alkaline earths, the $p = n$ restriction for an $r^{-n}$ attraction enjoys some advantages, such as a somewhat better representation of the $A^2\Pi_{3/2}$ state of NaNe and the $Y_{ij}^-$-fit $X^2\Sigma^+$ state of NaAr. It also apparently lacks the annoying tendency of turning over at $r < r_e$. One other advantage is that it will probably appeal to the Chemistry Community in general since it has the $r^{-n}$ behavior built in, even if the pure long-range attraction is not in effect in the region of experimental interest.
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We have investigated the error of the energy in terms of the theoretical Numerov error at the "matchpoint" (see Appendix II) and found that the iteration uncertainty in the energy is due to the accumulation of the error in the computed wave function. Since the signs of the error change at different points along the potential, the accumulated error may cancel. Generally, we find the actual error of integrated quantities such as $B_v$ to depend more on the number of grid points.


Table I. Molecular constants\textsuperscript{a} for BeAr\textsuperscript{+}

<table>
<thead>
<tr>
<th></th>
<th>X\textsuperscript{2}‡ \textsuperscript{a}</th>
<th>A\textsuperscript{2}Π \textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Te</td>
<td>0</td>
<td>24576.5</td>
</tr>
<tr>
<td>ω\textsubscript{e}</td>
<td>362.7</td>
<td>583.2\textsuperscript{b}</td>
</tr>
<tr>
<td>ω\textsubscript{e}x\textsubscript{e}</td>
<td>8.92</td>
<td>6.70\textsuperscript{b}</td>
</tr>
<tr>
<td>ω\textsubscript{e}y\textsubscript{e}</td>
<td>0.033</td>
<td>-</td>
</tr>
<tr>
<td>A\textsubscript{e}</td>
<td>-</td>
<td>42.68</td>
</tr>
<tr>
<td>B\textsubscript{e}</td>
<td>0.5271</td>
<td>0.6124</td>
</tr>
<tr>
<td>α\textsubscript{e}</td>
<td>0.0145</td>
<td>0.0089</td>
</tr>
<tr>
<td>10\textsuperscript{5}γ\textsubscript{e}</td>
<td>6.5</td>
<td>-</td>
</tr>
<tr>
<td>r\textsubscript{e}(\text{Å})</td>
<td>2.0855</td>
<td>1.9348</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Values in wave numbers (cm\textsuperscript{-1}), Ref. 10.

\textsuperscript{b}Value corrected from a calculation error in Ref. 10.
Table II. Dunham coefficients\textsuperscript{a} for $^X_2\Sigma^+$ BeAr\textsuperscript{+}.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>62445. cm(^{-1})(18)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>-4.156 (22)</td>
</tr>
<tr>
<td>$a_2$</td>
<td>10.31 (22)</td>
</tr>
<tr>
<td>$a_3$</td>
<td>-14.2 (16)</td>
</tr>
<tr>
<td>$a_4$</td>
<td>-39. (18)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Numbers in parenthesis are one standard deviation corresponding to the last digits of each coefficient.

Table III. Huffaker, SPF, Thakkar, and PA coefficients\textsuperscript{a} for $^X_2\Sigma^+$ BeAr\textsuperscript{+}.

<table>
<thead>
<tr>
<th></th>
<th>Huffaker</th>
<th>SPF</th>
<th>Thakkar</th>
<th>PA [3,3]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_0$</td>
<td>3.156 (22)</td>
<td>62445.(18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_1$</td>
<td>-2.156 (22)</td>
<td>0.843(162)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$c_2$</td>
<td>19.92 (15)</td>
<td>6.11(92)</td>
<td>0.115(13)</td>
<td></td>
</tr>
<tr>
<td>$c_3$</td>
<td>-0.079(9)</td>
<td>-43.4(6.5)</td>
<td>0.0661(215)</td>
<td>-680.</td>
</tr>
<tr>
<td>$c_4$</td>
<td>-0.047(10)</td>
<td></td>
<td></td>
<td>-0.227(29)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Numbers in parenthesis are one standard deviation corresponding to the last digits of each coefficient. $c_0$, $b_0$, $e_0$, and $f_1$ are in wave numbers.
Table IV. Potential function eigenvalues (cm\(^{-1}\)) as \(E_{\text{calc}} - E_{\text{obs}}\) for the lowest vibrational states of \(X^2\pi^+ \text{BeAr}^+\)

<table>
<thead>
<tr>
<th>(v)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{\text{obs}})</td>
<td>179.19</td>
<td>524.17</td>
<td>851.61</td>
<td>1161.67</td>
<td>1454.58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Thakkar</th>
<th>nuffaker</th>
<th>Exp(^{-4})</th>
<th>SPF(4,0)(^a)</th>
<th>SPF(3,1)</th>
<th>SPF(4,1)</th>
<th>SPF(3,2)</th>
<th>SPF(4,2)</th>
<th>SPF(3,3)</th>
<th>SPF(r,e)</th>
<th>SPF(3,4)</th>
<th>SPF(4,4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.08</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.10</td>
<td>-0.29</td>
<td>-0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.22</td>
<td>-1.94</td>
<td>-5.31</td>
<td>-10.22</td>
<td>-16.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.03</td>
<td>-0.26</td>
<td>-1.65</td>
<td>-6.44</td>
<td>-18.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.78</td>
<td>2.97</td>
<td>7.89</td>
<td>16.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.03</td>
<td>-0.19</td>
<td>-1.18</td>
<td>-4.50</td>
<td>-13.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.67</td>
<td>2.52</td>
<td>6.58</td>
<td>13.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.03</td>
<td>-0.14</td>
<td>-0.82</td>
<td>-3.07</td>
<td>-8.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>0.58</td>
<td>2.17</td>
<td>5.60</td>
<td>11.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.10</td>
<td>-0.56</td>
<td>-2.04</td>
<td>-5.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.51</td>
<td>1.89</td>
<td>4.83</td>
<td>9.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.07</td>
<td>-0.37</td>
<td>-1.29</td>
<td>-3.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)SPF(n,m) means terms through \(b_n\) (Table III) plus \(m\) constraints were used.
Table V. Theoretical and fitted θ parameters for BeAr\(^+\) and BeKr\(^+\).

<table>
<thead>
<tr>
<th></th>
<th>Zener Formula(^a)</th>
<th>Fitted from Spectroscopic Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>BeAr(^+) X (2\underline{\Sigma})^+</td>
<td>4.220</td>
<td>4.186</td>
</tr>
<tr>
<td></td>
<td>(\text{A}^2\Pi)</td>
<td>3.968</td>
</tr>
<tr>
<td>BeKr(^+) X (2\underline{\Sigma})^+</td>
<td>4.103</td>
<td>4.083</td>
</tr>
<tr>
<td></td>
<td>(\text{A}^2\Pi)</td>
<td>3.851</td>
</tr>
</tbody>
</table>

Table VI. Fundamental potential constants of BeRg$^+$
(Rg = Rare gas).$^a$

<table>
<thead>
<tr>
<th>State</th>
<th>Molecule</th>
<th>$r_e$</th>
<th>$D_e$</th>
<th>$\omega_e$</th>
<th>$T_e$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X \ ^2\Sigma^+$</td>
<td>BeAr$^+$</td>
<td>2.0855</td>
<td>4537</td>
<td>362.7</td>
<td>0</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>BeKr$^+$</td>
<td>2.2201</td>
<td>(5511)</td>
<td>367.14</td>
<td>0</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td>BeXe$^+$</td>
<td>(2.4578)</td>
<td>(6308)</td>
<td>367</td>
<td>0</td>
<td>d</td>
</tr>
<tr>
<td>$A \ ^2\Pi$</td>
<td>BeAr$^+$</td>
<td>1.9348</td>
<td>11888</td>
<td>583.27</td>
<td>24576.5</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>BeKr$^+$</td>
<td>2.0674</td>
<td>(13656)</td>
<td>554.47</td>
<td>23782.14</td>
<td>c</td>
</tr>
<tr>
<td></td>
<td>BeXe$^+$</td>
<td>(2.3478)</td>
<td>(14870)</td>
<td>545</td>
<td>22096</td>
<td>d</td>
</tr>
</tbody>
</table>

$^a$Quantities in parenthesis calculated from model potential.


Table VII. Z-values of the model potential for ion molecules involving rare gases.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>State</th>
<th>r_e</th>
<th>D_e</th>
<th>w_e</th>
<th>Z</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BeAr^+</td>
<td>X 2Σ^+</td>
<td>2.086</td>
<td>4537</td>
<td>363</td>
<td>1.289</td>
<td>1</td>
</tr>
<tr>
<td>BeAr^+</td>
<td>A 2Π_r</td>
<td>1.935</td>
<td>11889</td>
<td>583</td>
<td>1.884</td>
<td>1</td>
</tr>
<tr>
<td>HeAr^+</td>
<td>X 2Σ^+</td>
<td>2.492</td>
<td>443</td>
<td>1546</td>
<td>1.201</td>
<td>2</td>
</tr>
<tr>
<td>HeAr^+</td>
<td>A 2Π</td>
<td>2.990</td>
<td>106</td>
<td>~83^a</td>
<td>0.952</td>
<td>2</td>
</tr>
<tr>
<td>HeNe^+</td>
<td>X 2Σ^+</td>
<td>1.300</td>
<td>6216</td>
<td>1308</td>
<td>1.469</td>
<td>3</td>
</tr>
<tr>
<td>HeNe^+</td>
<td>A 2Π</td>
<td>2.319</td>
<td>347</td>
<td>~184^b</td>
<td>1.081</td>
<td>3</td>
</tr>
<tr>
<td>HeNe^+</td>
<td>B 2Σ^+</td>
<td>2.648</td>
<td>364</td>
<td>153</td>
<td>1.069</td>
<td>3</td>
</tr>
<tr>
<td>HHe^+</td>
<td>X 2Σ^+</td>
<td>0.774</td>
<td>16455</td>
<td>3228</td>
<td>1.299</td>
<td>4</td>
</tr>
<tr>
<td>HNe^+</td>
<td>X 2Σ^+</td>
<td>0.996</td>
<td>18390</td>
<td>2896</td>
<td>1.512</td>
<td>5</td>
</tr>
<tr>
<td>HAr^+</td>
<td>X 2Σ^+</td>
<td>1.286</td>
<td>32720</td>
<td>2723</td>
<td>1.716</td>
<td>6</td>
</tr>
<tr>
<td>HKr^+</td>
<td>X 2Σ^+</td>
<td>1.419</td>
<td>38770</td>
<td>2561</td>
<td>1.886</td>
<td>5</td>
</tr>
<tr>
<td>He_2^+</td>
<td>X 2Σ^+_u</td>
<td>1.081</td>
<td>19914</td>
<td>1699</td>
<td>2.727</td>
<td>7</td>
</tr>
<tr>
<td>Ne_2^+</td>
<td>X 2Σ^+_u</td>
<td>1.75</td>
<td>10740</td>
<td>510</td>
<td>3.051</td>
<td>8</td>
</tr>
</tbody>
</table>

^a Estimated from the Kratzer formula, \( \omega_e^2 = 4B e^3 / D_e \), using the centrifugal distortion constant, \( D_0 \), of reference 2.

^b Estimated from \( AG(1/2) \) for \(^3\)HeNe^+ of reference 3 and employing isotopic relations for \( AG(1/2) = \omega_e - 2\omega_e x_e \).

References:

1. This work.
Table VII. (continued)


Table VIII. Dunham and Thakkar expansion coefficients for the X and B states of $^4$HeNe$^{+a}$

<table>
<thead>
<tr>
<th></th>
<th>Dunham</th>
<th>Thakkar</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_i$</td>
<td>$e_i$</td>
</tr>
<tr>
<td><strong>X State</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>14262.05 cm$^{-1}$</td>
<td>6608.82 cm$^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>-5.645</td>
<td>p = 4.6455</td>
</tr>
<tr>
<td>2</td>
<td>20.945</td>
<td>0.0219</td>
</tr>
<tr>
<td>3</td>
<td>-70.565</td>
<td>-0.0602</td>
</tr>
<tr>
<td>4</td>
<td>293.907</td>
<td>0.0568</td>
</tr>
<tr>
<td><strong>B State</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>8101.96 cm$^{-1}$</td>
<td>417.36 cm$^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>-5.406</td>
<td>p = 4.4060</td>
</tr>
<tr>
<td>2</td>
<td>16.431</td>
<td>-0.1246</td>
</tr>
<tr>
<td>3</td>
<td>-25.378</td>
<td>0.0122</td>
</tr>
<tr>
<td>4</td>
<td>-50.600</td>
<td>-0.0042</td>
</tr>
</tbody>
</table>

*aVibrational and rotational $Y_{ij}$'s from Dabrowski and Herzberg, Ref. 20.*
Table IX. Vibrational intervals and rotational constants\(^a\) of \(^4\)HeNe\(^+\) and differences calculated from the Thakkar potential

<table>
<thead>
<tr>
<th>(v)</th>
<th>(\Delta G(v+1/2))</th>
<th>(\delta(\text{Thakkar}))</th>
<th>(B_v)</th>
<th>(\delta(\text{Thakkar}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(cm(^{-1}))</td>
<td>(cm(^{-1}))</td>
<td>(cm(^{-1}))</td>
<td>(cm(^{-1}))</td>
</tr>
<tr>
<td>X State</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>341.59</td>
<td>43.79</td>
<td>1.58983</td>
<td>0.10341</td>
</tr>
<tr>
<td>7</td>
<td>233.42</td>
<td>66.95</td>
<td>1.35755</td>
<td>0.13629</td>
</tr>
<tr>
<td>8</td>
<td>146.27</td>
<td>80.62</td>
<td>1.09037</td>
<td>0.20589</td>
</tr>
<tr>
<td>9</td>
<td>0.8431</td>
<td>0.2584</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| B State |                  |                 |         |                 |
| 0      | 112.46           | 2.08            | 0.67529 | 0.08183         |
| 1      | 78.09            | 0.65            | 0.57898 | 0.00182         |
| 2      | 49.72            | 1.47            | 0.47463 | 0.00360         |
| 3      | 28.64            | 1.93            | 0.3644  | 0.0107          |

\(^a\)Observed values from I. Dabrowski and G. Herzberg, Ref. 20.
### Table X

<table>
<thead>
<tr>
<th>v</th>
<th>( \Delta G(v+1/2)^a ) (cm(^{-1}))</th>
<th>( \delta(\text{Thakkar})^b )</th>
<th>( B_v^a ) (cm(^{-1}))</th>
<th>( \delta(\text{Thakkar}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>15.33</td>
<td>0.11</td>
<td>0.13068</td>
<td>-0.00032</td>
</tr>
<tr>
<td>4</td>
<td>10.25</td>
<td>0.13</td>
<td>0.10480</td>
<td>0.00144</td>
</tr>
<tr>
<td>5</td>
<td>6.37</td>
<td>0.10</td>
<td>0.08230</td>
<td>0.00065</td>
</tr>
</tbody>
</table>

\( ^a \)Observed values from ALPR, Ref. 22.

\( ^b \)\( \delta(\text{Thakkar}) \) same as defined in Chapter II.
Table XI. NaNe $^2\Pi_1/2$ mechanical constants, Thakkar potential parameters, and RKR potential. Energies are in cm$^{-1}$; distances are in Å.

<table>
<thead>
<tr>
<th>This work</th>
<th>Ref. 27</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_e = 0.216308$</td>
<td>$e_0 = 150.07$</td>
</tr>
<tr>
<td>$\alpha_e = 0.02464$</td>
<td>$p = 4.184$</td>
</tr>
<tr>
<td>$\gamma_e = 5\times10^{-5}$</td>
<td>$e_1 = 0$</td>
</tr>
<tr>
<td>$\omega_e = 47.6$</td>
<td>$e_2 = 2.1314\times10^{-3}$</td>
</tr>
<tr>
<td>$\omega_\lambda e = 5.24$</td>
<td>$e_3 = 1.442\times10^{-2}$</td>
</tr>
<tr>
<td>$\omega_\nu e = 0.2$</td>
<td>$e_4 = -1.904\times10^{-2}$</td>
</tr>
<tr>
<td>$R_e = 2.6955$</td>
<td>$D_e = 149.70$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$v$</th>
<th>$R_-$</th>
<th>$R_+$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.49517</td>
<td>3.03620</td>
<td>22.655</td>
</tr>
<tr>
<td>1</td>
<td>2.39854</td>
<td>3.43327</td>
<td>60.425</td>
</tr>
<tr>
<td>2</td>
<td>2.35025</td>
<td>3.84439</td>
<td>89.515</td>
</tr>
<tr>
<td>3</td>
<td>2.31986</td>
<td>4.32583</td>
<td>111.125</td>
</tr>
<tr>
<td>4</td>
<td>2.29981</td>
<td>4.92757</td>
<td>126.455</td>
</tr>
<tr>
<td>5</td>
<td>2.28938</td>
<td>5.72353</td>
<td>136.705</td>
</tr>
<tr>
<td>6</td>
<td>2.29623</td>
<td>6.83467</td>
<td>143.075</td>
</tr>
</tbody>
</table>
Table XII. Mechanical constants of the NaAr $^2\Pi$ states.$^a$

Energies are in cm$^{-1}$; distances are in Å.

<table>
<thead>
<tr>
<th></th>
<th>$^2\Pi_{1/2}$</th>
<th>$^2\Pi_{3/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_e$</td>
<td>0.136656</td>
<td>0.136656</td>
</tr>
<tr>
<td>$\alpha_e$</td>
<td>0.006721</td>
<td>0.006721</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>80.897</td>
<td>80.720</td>
</tr>
<tr>
<td>$\omega_x$</td>
<td>3.661</td>
<td>3.859</td>
</tr>
<tr>
<td>$\omega_y$</td>
<td>0.0365</td>
<td>0.0606</td>
</tr>
<tr>
<td>$\omega_z$</td>
<td>8.75×10$^{-4}$</td>
<td>-</td>
</tr>
<tr>
<td>$R_e$</td>
<td>2.9074</td>
<td>2.9074</td>
</tr>
</tbody>
</table>

$^a$Ref. 29.

Table XIII. Thakkar potential constants for the NaAr $^2\Pi$ states.

<table>
<thead>
<tr>
<th></th>
<th>$^2\Pi_{1/2}$</th>
<th>$^2\Pi_{3/2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_0$ (cm$^{-1}$)</td>
<td>510.481</td>
<td>508.794</td>
</tr>
<tr>
<td>$p$</td>
<td>4.841</td>
<td>4.839</td>
</tr>
<tr>
<td>$e_2$</td>
<td>0.12587</td>
<td>8.3948×10$^{-2}$</td>
</tr>
<tr>
<td>$e_3$</td>
<td>-3.380×10$^{-2}$</td>
<td>-8.7053×10$^{-2}$</td>
</tr>
<tr>
<td>$e_4$</td>
<td>3.500×10$^{-2}$</td>
<td>2.3971×10$^{-2}$</td>
</tr>
<tr>
<td>$e_5$</td>
<td>-1.797×10$^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>$e_6$</td>
<td>1.175×10$^{-2}$</td>
<td>-</td>
</tr>
</tbody>
</table>
Table XIV. Experimental $^a\Delta G(v+1/2)$'s for the NaAr $^2\Pi$ states and calculation differences. $\delta = \text{calculated-experimental}$. Values in cm$^{-1}$.

<table>
<thead>
<tr>
<th>$\Delta G_{1/2}$</th>
<th>$\Delta G_{3/2}$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>$\Delta G(v+1/2)$</td>
<td>$\delta$</td>
</tr>
<tr>
<td>7</td>
<td>31.130(19)$^b$</td>
<td>0.204</td>
</tr>
<tr>
<td>8</td>
<td>26.429(19)</td>
<td>0.231</td>
</tr>
<tr>
<td>9</td>
<td>22.136(12)</td>
<td>0.227</td>
</tr>
<tr>
<td>10</td>
<td>18.272(16)</td>
<td>0.178</td>
</tr>
</tbody>
</table>

$^a$Values from Ref. 23
$^b$Numbers in parenthesis refer to experimental uncertainty in last two digits.

Table XV. Experimental $^aB_v$'s for the NaAr $^2\Pi$ states and calculated differences. Values in cm$^{-1}$.

<table>
<thead>
<tr>
<th>$B_v$</th>
<th>$\delta\times10^4$</th>
<th>$B_v$</th>
<th>$\delta\times10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>$\Delta G_{1/2}$</td>
<td>$\Delta G_{3/2}$</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.086019(39)</td>
<td>3.0</td>
<td>0.086511(45)</td>
</tr>
<tr>
<td>8</td>
<td>0.079287(35)</td>
<td>2.2</td>
<td>0.079759(30)</td>
</tr>
<tr>
<td>9</td>
<td>0.072579(23)</td>
<td>c</td>
<td>0.072921(26)</td>
</tr>
<tr>
<td>10</td>
<td>0.065942(24)</td>
<td>c</td>
<td>0.06630(37)</td>
</tr>
<tr>
<td>11</td>
<td>0.059253(83)</td>
<td>c</td>
<td>-</td>
</tr>
</tbody>
</table>

$^a,b$References and notes as in Table XIV.
$^c$Values not calculated.
Table XVI. Spectroscopic constants (in cm$^{-1}$) for the $X^2\Sigma^+$ state of NaAr$^a$

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_e$</td>
<td>13.557</td>
<td>$B_e$</td>
</tr>
<tr>
<td>$\omega_e\chi_e$</td>
<td>1.155</td>
<td>$\alpha_e$</td>
</tr>
</tbody>
</table>

$^a$Ref. 29.
Table XVII. Comparison of experimental \( B_v \)'s and \( G_0(v) \)'s (in cm\(^{-1}\)) with those calculated from several model potentials.

<table>
<thead>
<tr>
<th></th>
<th>Thakkar ( p=6 )</th>
<th>TRKASWL(^a)</th>
<th>DG(^b)</th>
<th>Experimental(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.044284</td>
<td>0.044522</td>
<td>0.042761</td>
<td>0.044442(18)</td>
</tr>
<tr>
<td>1</td>
<td>0.39797</td>
<td>0.040518</td>
<td>0.038473</td>
<td>0.040585(64)</td>
</tr>
<tr>
<td>2</td>
<td>0.034768</td>
<td>0.036017</td>
<td>0.034366</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.029185</td>
<td>0.030798</td>
<td>0.029326</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.023005</td>
<td>0.024374</td>
<td>0.024027</td>
<td></td>
</tr>
</tbody>
</table>

\( G_0(v) = G_v - G_0 \)

<table>
<thead>
<tr>
<th></th>
<th>( G_0(v) )</th>
<th>G(_v)</th>
<th>G(_v)</th>
<th>( G_0(v) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.189</td>
<td>11.188</td>
<td>11.013</td>
<td>11.183(147)</td>
</tr>
<tr>
<td>2</td>
<td>19.894</td>
<td>20.149</td>
<td>20.264</td>
<td>20.329(315)</td>
</tr>
<tr>
<td>4</td>
<td>30.296</td>
<td>31.404</td>
<td>32.169</td>
<td>31.400(794)</td>
</tr>
</tbody>
</table>

\(^a\)From the Morse potential of ref. 29.

\(^b\)From the potential of ref. 34.

\(^c\)Numbers in parenthesis correspond to the uncertainty of the last digits.
Table XVIII. Thakkar constants for potentials fitted to $D_0$ and $D_1$.

<table>
<thead>
<tr>
<th></th>
<th>TII</th>
<th>TIII</th>
<th>TIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_0$ ($\text{cm}^{-1}$)</td>
<td>60.358</td>
<td>28.744</td>
<td>60.358</td>
</tr>
<tr>
<td>$p$</td>
<td>4.3131</td>
<td>6</td>
<td>4.3264</td>
</tr>
<tr>
<td>$e_1$</td>
<td>0</td>
<td>0.30991</td>
<td>0</td>
</tr>
<tr>
<td>$e_2$</td>
<td>-0.30868</td>
<td>0.33424</td>
<td>-0.32445</td>
</tr>
</tbody>
</table>
Table XIX. Spectroscopic constants (in cm\(^{-1}\)) derived from the four Thakkar functions fit to \(D_0\) and \(D_1\).

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Experimental</th>
<th>TI</th>
<th>TII</th>
<th>TIII</th>
<th>TIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_0)</td>
<td>0.04444(^a)</td>
<td>0.04449</td>
<td>0.04429</td>
<td>0.04455</td>
<td>0.04442</td>
</tr>
<tr>
<td>(B_1)</td>
<td>0.04059(^a)</td>
<td>0.04082</td>
<td>0.03985</td>
<td>0.03995</td>
<td>0.04005</td>
</tr>
<tr>
<td>(\Delta G)</td>
<td>11.261(^a)</td>
<td>11.239</td>
<td>11.452</td>
<td>11.441</td>
<td>11.580</td>
</tr>
<tr>
<td></td>
<td>11.247(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D_0)</td>
<td>33.941(^b)</td>
<td>34.991</td>
<td>34.841</td>
<td>34.045</td>
<td>33.948</td>
</tr>
<tr>
<td>(D_1)</td>
<td>22.694(^b)</td>
<td>23.752</td>
<td>23.389</td>
<td>22.604</td>
<td>22.368</td>
</tr>
<tr>
<td>(D_e)</td>
<td>40.430(^b)</td>
<td>41.727</td>
<td>41.511</td>
<td>40.775</td>
<td>40.776</td>
</tr>
</tbody>
</table>

\(^a\)From SAFLW, ref. 23.
\(^b\)From TRKASWL, ref. 29.
Table XX. Nominal Thakkar potential constants for Ar$_2$. The uncertainties relate to the final digits of the respective constants.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value with Uncertainties</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_e$</td>
<td>3.7576(50) Å</td>
</tr>
<tr>
<td>$B_e$</td>
<td>0.0597676 cm$^{-1}$</td>
</tr>
<tr>
<td>$\omega_e$</td>
<td>31.22802 cm$^{-1}$</td>
</tr>
<tr>
<td>$e_0$</td>
<td>134.12(18.90) cm$^{-1}$</td>
</tr>
<tr>
<td>$\bar{p}$</td>
<td>5.515(152)</td>
</tr>
<tr>
<td>$e_2$</td>
<td>-0.2045(555)</td>
</tr>
<tr>
<td>$e_3$</td>
<td>-0.0888(156)</td>
</tr>
<tr>
<td>$e_4$</td>
<td>0.1059(303)</td>
</tr>
<tr>
<td>$D_e$</td>
<td>108.99(19.72) cm$^{-1}$</td>
</tr>
</tbody>
</table>
Table XXI. Refined Thakkar potential constants for Ar₂.

\[ \begin{align*}
R_e &= 3.758 \text{ Å} \\
e_0 &= 140.38 \text{ cm}^{-1} \\
p &= 5.62 \\
e_2 &= -0.235 \\
e_3 &= -0.07 \\
e_4 &= 0.02 \\
D_e &= 100.37 \text{ cm}^{-1}
\end{align*} \]
Table XXII. Vibrational energy levels, \( G_v \), and rotational constants, \( B_v \), for various \( \text{Ar}_2 \) potentials. All values are in cm\(^{-1}\).

<table>
<thead>
<tr>
<th>( v )</th>
<th>Nominal Thakkar</th>
<th>Refined Thakkar</th>
<th>CD(^a)</th>
<th>MSVIII(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>14.87</td>
<td>15.41</td>
<td>14.80</td>
<td>14.58</td>
</tr>
<tr>
<td>1</td>
<td>40.58</td>
<td>41.92</td>
<td>40.53</td>
<td>40.07</td>
</tr>
<tr>
<td>2</td>
<td>61.09</td>
<td>62.58</td>
<td>60.94</td>
<td>60.21</td>
</tr>
<tr>
<td>3</td>
<td>76.93</td>
<td>77.82</td>
<td>76.55</td>
<td>75.28</td>
</tr>
<tr>
<td>4</td>
<td>88.74</td>
<td>88.27</td>
<td>87.46</td>
<td>85.91</td>
</tr>
<tr>
<td>5</td>
<td>97.16</td>
<td>94.79</td>
<td>94.24</td>
<td>92.59</td>
</tr>
<tr>
<td>6</td>
<td>102.81</td>
<td>98.35</td>
<td>97.85</td>
<td>96.14</td>
</tr>
<tr>
<td>7</td>
<td>106.26</td>
<td>99.91</td>
<td>99.28</td>
<td>97.55</td>
</tr>
<tr>
<td>8</td>
<td>108.09</td>
<td>100.35</td>
<td>c</td>
<td>c</td>
</tr>
</tbody>
</table>

\( B_v \)

<table>
<thead>
<tr>
<th>( v )</th>
<th>( B_v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.057778</td>
</tr>
<tr>
<td>1</td>
<td>0.053379</td>
</tr>
<tr>
<td>2</td>
<td>0.048507</td>
</tr>
<tr>
<td>3</td>
<td>0.043279</td>
</tr>
<tr>
<td>4</td>
<td>0.037779</td>
</tr>
<tr>
<td>5</td>
<td>0.032053</td>
</tr>
<tr>
<td>6</td>
<td>0.026127</td>
</tr>
<tr>
<td>7</td>
<td>0.020025</td>
</tr>
<tr>
<td>8</td>
<td>0.013795</td>
</tr>
</tbody>
</table>

\(^a\) Colbourn and Douglas potential of Ref. 38. \(^b\) Scattering potential of Ref. 39. See also Docken and Schafer, Ref. 50. c) \( v=8 \) is bound by less than 0.001 cm\(^{-1}\).
Table XXIII. Thakkar and Huffaker potential constants for Mg$_2$ X$^{1+}$. Standard deviations in parenthesis refer to last two digits.

<table>
<thead>
<tr>
<th>Thakkar</th>
<th>Huffaker</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_0 = 545.6(2.9) \text{ cm}^{-1}$</td>
<td>$c_0 = 333.7(1.4) \text{ cm}^{-1}$</td>
</tr>
<tr>
<td>$p = 3.5897(95)$</td>
<td>$p = 4.5897(95)$</td>
</tr>
<tr>
<td>$e_2 = 0.0620(48)$</td>
<td>$c_2 = 0.1106(29)$</td>
</tr>
<tr>
<td>$e_3 = 0.0777(92)$</td>
<td>$c_3 = 0.0837(44)$</td>
</tr>
<tr>
<td>$e_4 = -0.119(13)$</td>
<td>$c_4 = -0.0039(50)$</td>
</tr>
<tr>
<td>$e_5 = -0.104(20)$</td>
<td>$c_5 = 0.0076(65)$</td>
</tr>
<tr>
<td>$e_6 = 0.052(25)$</td>
<td>$c_6 = 0.0320(59)$</td>
</tr>
</tbody>
</table>

$D_e = 528.7(42.2) \text{ cm}^{-1}$  \hspace{1cm} $D_e = 410.5(9.9) \text{ cm}^{-1}$

Experimental values\textsuperscript{a}: $D_e = 430 \pm 1 \text{ cm}^{-1}$, $r_e = 3.88941(15)\text{Å}$.

\textsuperscript{a}From ref. 58.
Table XXIV. Thakkar and Huffaker potential constants for Ca$_2$ X$^1_2^+$

Standard deviations the same as Table XXIII.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Thakkar</th>
<th>Huffaker</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_0$</td>
<td>1812.74(.52) cm$^{-1}$</td>
<td>$c_0$ = 1104.43(.25)</td>
</tr>
<tr>
<td>$p$</td>
<td>3.55688(51)</td>
<td>$\rho$ = 4.55688(51)</td>
</tr>
<tr>
<td>$e_2$</td>
<td>-0.25518(31)</td>
<td>$c_2$ = -0.0823(17)</td>
</tr>
<tr>
<td>$e_3$</td>
<td>-0.39506(33)</td>
<td>$c_3$ = -0.14104(15)</td>
</tr>
<tr>
<td>$e_4$</td>
<td>0.43595(45)</td>
<td>$c_4$ = 0.17448(15)</td>
</tr>
<tr>
<td>$e_5$</td>
<td>1.0613(75)</td>
<td>$c_5$ = 0.2864(22)</td>
</tr>
<tr>
<td>$e_6$</td>
<td>-1.14370(96)</td>
<td>$c_6$ = -0.2343(22)</td>
</tr>
</tbody>
</table>

$D_e$ = 1274.9(33.3) cm$^{-1}$

Experimental values: $D_e$ = 1095±0.5 cm$^{-1}$. $r_e$ = 4.2785227(46)Å.

*From ref. 60.
XXV. Vibrational levels and rotational constants derived from Liu and McLean's Be$_2$ potential.

<table>
<thead>
<tr>
<th>$v$</th>
<th>$G_v$ (cm$^{-1}$)</th>
<th>$B_v$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>116.690</td>
<td>0.58280</td>
</tr>
<tr>
<td>1</td>
<td>318.931</td>
<td>0.53413</td>
</tr>
<tr>
<td>2</td>
<td>471.892</td>
<td>0.46928</td>
</tr>
<tr>
<td>3</td>
<td>573.119</td>
<td>0.39008</td>
</tr>
<tr>
<td>4</td>
<td>638.876</td>
<td>0.32999</td>
</tr>
<tr>
<td>5</td>
<td>689.913</td>
<td>0.28901</td>
</tr>
<tr>
<td>6</td>
<td>732.182</td>
<td>0.25333</td>
</tr>
<tr>
<td>7</td>
<td>765.752</td>
<td>0.21453</td>
</tr>
<tr>
<td>8</td>
<td>790.312</td>
<td>0.17241</td>
</tr>
<tr>
<td>9</td>
<td>805.787</td>
<td>0.12321</td>
</tr>
<tr>
<td>10</td>
<td>812.567</td>
<td>0.06611</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Thakkar, Huffaker, SPF, and Dunham potentials for BeAr$^+$. Tie lines connect the RKR turning points of the first five vibrational levels. The heavy solid line indicates those regions where two or more potentials are superposed.

Fig. 2. Log-log plot of the long-range behavior of the Thakkar and Huffaker potentials of BeAr$^+$. The dashed lines bound the range of the Thakkar potential when varied over the experimental uncertainties of the molecular constants. The straight line labeled "ion-induced dipole" is for the "pure" $r^{-4}$ interaction discussed in the text.

Fig. 3. The $X^2\Sigma^+$ state of HeNe$^+$. Solid line is the Thakkar function, dashed is that of Huffaker. Horizontal bars are the RKR tie lines.

Fig. 4. The $\beta^2\Pi^+$ state of HeNe$^+$. Assignment of lines are the same as in Fig. 3.

Fig. 5. Log-log plot of the long-range potentials of the B state of HeNe$^+$. The upper line is the Thakkar function, the lower line is for a "pure" $r^{-4}$ potential. The heavy dots are the outer turning points of the RKR curve.
Fig. 6. Potential functions and RKR tie lines for the $A^2\Pi_{3/2}$ state of NaAr. The potentials are Thakkar(—), Huffaker(---), Dunahm (— --), and SPF (— . . —). Vibrational levels are the horizontal, RKR tie lines. Note that the Huffaker potential was constructed from data on $v' = 7-10$, but it does not have these levels bound.

Fig. 7. Some potential functions for the $X^2\Sigma^+$ state of NaAr. The potentials illustrated are the $p = 6$ Thakkar (—), the TRKASWL's Morse (•••••), and Duren and Groger's potential (— — —). The dissociation energy (long horizontal line) as well as the $Y_{ij}$'s used to calculate the RKR tie lines are from TRKASWL. Note that even the standard RKR procedure does not produce a reliable potential towards the top of the well.

Fig. 8. Calculated elastic differential cross sections for Ar compared to the measurement of Ref. 39. Curve (a) is calculated using the MSV III potential; curve (b), the nominal Thakkar potential; curve (c), the refined Thakkar potential.

Fig. 9. Deviations of calculated second virial coefficients for Ar from the measurements of Ref. 47. Curves are for the CD
potential (----), the MSV III (•••), the nominal (---) and refined (---) Thakkar potentials.

Fig. 10. Comparison of the CD potential (----), the MSV III potential (•••), the nominal Thakkar potential (---), and the refined Thakkar potential (---) for Ar$_2$. Note the change in the ordinate scale at 10 cm$^{-1}$.

Fig. 11. Potential functions for Mg$_2$. The solid line is the RKR potential from Ref. 58. The analytic functions fits are the Thakkar function (----) and the Huffaker-Morse function (----).

Fig. 12. Potential functions for Ca$_2$. The solid line is the RKR potential from Ref. 60. The analytic functions are denoted as in Fig. 11.

Fig. 13. Thakkar (----), Huffaker (----), and the spline-interpolated ab initio potential of ref. 70 (----) for Be$_2$. Note the abrupt change in convexity of the theoretical potential at 3.5 and 5 Å.

Fig. 14. Ab initio potential points(•) for Be$_2$ (from Ref. 70) compared to a Thakkar function fit to the well region (solid line) and the long-range tail (dashed line).
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Chapter IV
Laser Assisted Penning Ionization

A. Introduction

Absorption of light by colliding atomic and/or molecular species is hardly a new phenomena, as it is the source of pressure broadening of resonant absorption and emission lines and collision-induced absorption. What has generated much interest of late is the absorption of light, nonresonant with respect to the reactants, which changes the state of internal excitation of the products.

The simplest of these processes is laser-induced energy transfer as studied by Harris and co-workers for the Sr/Ca pair and by Cahuzak and Foschek for Eu/Sr. An example is the system:

\[
\text{Sr}(5p^3P) + \text{Ca} + h\nu(4977 \text{ Å}) \rightarrow \text{Sr} + \text{Ca}(4p^2^1S)
\]

where the \(4p^2^1S + 4s4p^1P\) emission is monitored at 5513 Å. The unique point here is that the photon does not correspond to a resonant absorption of Ca or Sr, but makes up for the energy deficit for the Sr \(5p^3P\) excitation and the Ca \(4p^2^1S\) level. In effect, the photon is resonant with the transient "collisional complex" of Sr* and Ca, and the absorption is fairly broad (14 cm\(^{-1}\) FWHM) due to the short lifetime of the pair as they pass by each other.

Still other related phenomena are the laser-assisted excitive charge transfer between Ca* and Sr\(^4+\), collisional fluorescence between two Ba atoms and laser-assisted intermolecular energy...
transfer between CO in the ground state and another CO in the v = 5 level of the A $^1\Pi$ state to yield one CO in the B $^1\Sigma^+$ state. We have already discussed photoassociation of Mg$^*$ and Ca$^*$ in the previous chapter and should also point out that photoassociation of Hg$^*$ has been observed.

These absorption phenomena are not strictly limited to particles that are passing in close proximity of each other; absorption and emission of light by a chemical transition state, or activated complex, have been observed. Hering and co-workers note that absorption of the complex for K + HgBr$^+$ opens up a new channel for chemiluminescence of HgBr$^*$. Arrowsmith and colleagues have studied chemiluminescence of the transition state from the F + Na$^+$ reaction. Similar effects have also been observed for Cl + Na$^+$. There have been theoretical speculations concerning the modification of other chemical reactions by radiation field effects on the transition state.

The system we will be considering is more along the lines of the atom-atom energy transfer scheme, but a bit more interesting. We refer to the effects of light absorption on a Penning ionization collision. Penning ionization (Pgl) corresponds to the transfer of electronic excitation energy from one species to another, leading to ionization of the latter:

$$A^* + B \rightarrow A + B^+ + e^-$$
A similar phenomenon is associative ionization (AI), where the colliding species "stick" to form a molecular ion:

\[ A^* + B \rightarrow AB^+ + e^- \]

Niehaus\textsuperscript{14} has recently reviewed the PgI phenomena.

To date, Weiner and co-workers\textsuperscript{15} have recently observed laser-assisted PgI and AI in collisions of two Li\textsuperscript{*} and in two Na\textsuperscript{*} atoms, where the excitation energy is in the 2p and 3p levels, respectively. The two excited atoms together do not possess enough energy to ionize one of their kind, so the energy deficit must be made up by photon absorption during collision. The processes of laser-assisted and -enhanced collisional ionization have generated much theoretical interest and speculation, ranging from the perturbation treatments of Geltman\textsuperscript{16}, of Weiner\textsuperscript{17}, and of Nayfeh and Payne\textsuperscript{18} to the full-blown second-quantization calculations of George and co-workers\textsuperscript{13,19,20}. What we find intriguing is George's prediction that the ionization collisional cross section should be enhanced by the presence of the radiation field.

These reactions may be more than just a theoretical curiosity. Energy transfer and ionization in the presence of a high intensity radiation field are of importance in laser-produced plasmas, such as in welding or annealing processes, or in plasma-produced lasers, such as excimer or ion lasers. The field-enhanced collisional cross sections can be of considerable importance with respect to the ever-increasing energy densities used in inertial confinement.
fusion experiments.

We believe we have observed just such an effect in the system we are to discuss. The field-free reaction,

\[ \text{Ar}(^3P_2) + \text{Ca} \rightarrow \text{Ar} + \text{Ca}^+(4p \ ^2P_3/2) + e^- \]

has been previously studied in this laboratory by Hartman\(^{21,22}\). Monitoring the fluorescence intensity of the \(^2P_{3/2}\) and \(^2P_{1/2}\) lines at 3934 and 3968 Å, respectively, Hartman found a 5:1 propensity for excitive Penning ionization of the \(J = 3/2\) state. This could be rationalized in terms of electronic angular momentum conservation\(^{23}\). He also determined absolute reaction rate constants of \(1.6 \times 10^{-10}\) and \(3.2 \times 10^{-11}\) cm\(^3\) molecule\(^{-1}\) sec\(^{-1}\) for the \(J = 3/2\) and \(1/2\) \(^2P\) levels, respectively, by comparing the intensities to that of the 7602 Å emission of Kr\(^+\) from the known rate of energy transfer from Ar\(^+\) to Kr. These rate constants yield thermally averaged cross sections of 28 and 5.5 Å\(^2\). Emission from the \(A \ ^2\Pi_{1\Omega}\) state of CaAr\(^+\) by excitive AI was also observed and estimates of the well depths of the ground and excited states were made.

We report here the first observation of a resonant, field-modified excitive channel in this system. The new channel described here,

\[ \text{Ar}^*(^3P_2^0) + \text{Ca} + h\nu \rightarrow \text{Ar} + \text{Ca}^+(5p \ ^2P) + e^- \]
has been discussed as a likely one for the study of field-modified collisional ionization \(^{24}\). In this process, \( h\nu \) equals (approximately) the energy difference between \( \text{Ar}^* \) and the \( 5p^2P \) state of \( \text{Ca}^+ \), as illustrated in Fig. 1.

The new channel can be viewed as the excitive photoionization of the (autoionizing) quasi molecule \( \text{CaAr}^* \) from a continuum state to an excited (and also unbound) state of \( \text{CaAr}^+ \) that correlates to \( \text{Ca}^+(5p^2P) + \text{Ar}(^1S) \). This state of \( \text{Ca}^+ \) has a radiative lifetime \(^{25}\) of 34 nsec. It decays predominantly (80\%) to the 5s level, which subsequently decays to the 4p doublet at 3737 and 3706 Å. These latter emissions determine the number of \( 5p^2P \) ions formed (see Fig. 1).

What we expect from this view of the process is laser-excited fluorescence from the photoionization of \( \text{CaAr}^* \) to yield \( \text{Ca}^+(5s^2S) \), whose energy threshold corresponds to a photon wavelength of 12003 Å. As the exciting radiation is scanned through shorter wavelengths, there should be a stepwise increase in fluorescence intensity at 5988 Å and 5960 Å as the thresholds of the \( 5p^2P_{1/2} \) and \( 2P_{3/2} \) are, respectively, attained. What is in fact observed are resonances at these thresholds. We also estimate the laser-assisted collision cross section to be 250 times that of the field-free reaction.
B. Experimental

Our experiment employs the flowing afterglow apparatus used by Hartman. Argon is passed through a CaSO₄ drying tube and then through a liquid nitrogen trap to remove H₂O. It is then passed through a 19 mm pyrex tube which encloses a hollow cathode discharge maintained at 275 V. The ions and excited states of argon recombine and decay to the \( ^3P_2; 4s[3/2]_2 \) state, which is stable with respect to radiative decay. This afterglow contains \( \text{ca. } 10^9-10^{10} \text{ cm}^{-3} \) metastables in a one torr bath of argon. The metastables flow down the remaining 35 cm of the pyrex tube and into the interaction region at a measured flow velocity of \( 7 \times 10^3 \text{ cm/sec} \).

The interaction region is a stainless steel cross, with six two inch diameter side arms, in which the target gas is introduced. In this case the target gas is atomic calcium produced in an oven beneath the cross. The calcium vapor is entrained in a second flow of argon, introduced from beneath the oven, bringing the Ca into the cross at a density of greater than \( 10^{14} \text{ atoms/cm}^3 \) and producing a red-violet, conical flame at the mouth of the pyrex tube. The visible fluorescence is predominantly due to production of neutral Ca\(^*\)(4s4p\(^1\)P and \(^3\)P) by various secondary processes such as ion-electron recombination and excitation of neutral calcium by Penning electrons. After passing through the interaction region the flow proceeds through the foreline port of the cross, in line with the afterglow tube, and on to the 1000 L/min Welch 1375 mechanical pump.

The calcium oven is a stainless steel crucible, 3/4" diameter
and 3" deep, which is radiatively heated by a surrounding foil heater. The heater is 0.010" tantalum foil about 10" long and around 3-1/2" wide, rolled lengthwise into a cylinder. About 5" of this cylinder is cut lengthwise into six strips of equal width. The strips are bent out and down to form a concentric outer cylinder. The inner and outer cylinders are connected to two water-cooled copper bus lines that carry 400 amps of current at one volt a.c. potential difference. The crucible rests inside the inner tantalum cylinder and can be heated to 800°C. The entire assembly is held in place inside a 3 liter stainless steel chamber which is bolted to the interaction cross. Further details of the apparatus are given by Hartman.21

The pulsed laser beam passes through the flame perpendicular to the axis of the pyrex tube. The laser entrance port is Brewster angle window on a six inch sidearm, epoxied to a stainless steel flange. The "aperture" in the flange (actually a 1/8" NPT hole originally drilled through for a thermocouple gauge) proved to be a little small for the laser beam, so the beam is brought to a focus at the aperture by a 50 cm focal length lens. This leads to a 6.7 mm beam diameter in the flame region. After crossing the flame, the beam exits through a similar window arrangement and the average power is monitored by a Scientech power meter.

Fluorescence from the flame is collected from the port directly above the flame and oven. The fluorescence first passes through a bandpass filter (Oriel G-774-4000) centered at 4000 Å with a width of 800 Å. The light is then passed through a 0.25 meter Jarrell-Ash
monochromator, centered at 3737 Å, with the slits removed (aperture width of 12 mm). These measures effectively eliminate background radiation of the oven, scattered laser radiation, and most of the fluorescence from neutral calcium excitation.

Since all six ports of the cross are employed, the preceding discussion may still be confusing. A block diagram of the experiment, illustrated in Fig. 2, should help.

The filtered signal is detected by a cooled RCA C31034 photomultiplier, amplified by a fast discriminator (PAR 1120, 30 nsec ECL pulse width), and counted by both a gated Ortec 770 counter and an ungated Intel 8253 counter interfaced to a computer. The gated counter is enabled for 1 μsec after a 10 nsec delay. The ungated counter monitors the background emission (Ca²⁺(4p 2P3/2) → (4s 2S) at 3934 Å) which is responsible for 30% of the gated signal. Signal at each wavelength is accumulated for 1200 laser shots (2 min).

The laser system used for this experiment was on loan from the San Francisco Laser Center. The second harmonic from a pulsed Quanta Ray DCR YAG laser (with amplifier) was used to pump Rhodamine 101 in a Quanta Ray PDL-1 dye laser. This produced tunable radiation in the region of 5975 Å at 12 mJ per pulse with a pulse duration of around 10 nsec and a repetition rate of 10 Hz. There is a 20% attenuation of the beam by reflection losses of all the optics used to channel the beam into the chamber. Including the losses and the estimated beam diameter, we find a power density of $2.8 \times 10^6$ W/cm² in the flame.

The wavelength of the dye laser grating drive was calibrated to
0.05 Å against atomic neon emission on a 1.5 meter Jobin-Yvon monochromator. For operation without an etalon, Quanta Ray specifies a bandwidth of 0.4 cm$^{-1}$ and we have found it to be less than our instrumental bandwidth of 0.7 cm$^{-1}$. 
C. Signal Treatment and Results

During the course of our two minute data collection interval, there is a very large background of $(2-5) \times 10^6$ counts. With the monochromator set at 3737 Å and an effective slit width of 12 mm, the primary source of this background is the 3734 Å line from field-free excitive ionization. This background proves to be a mixed blessing. On the one hand, it is a monitor of the flame intensity, which varies with Ca concentration due to oven temperature fluctuations. On the other hand, with a gated counter duty cycle of $1 \times 10^{-5}$, it also contributes 20-50 events recorded by the Ortec counter.

In order to obtain a corrected signal, $S$, we must subtract the product of the background, $B$, and the duty cycle, $D$, from the number of gated counts, $G$. Since the signal is proportional to the calcium concentration, we correct for fluctuations by normalizing with respect to the background. The 5975 Å region is on the blue side of the Rhodamine 101 gain curve and we found the power to fall off rapidly. For a single-photon process we expect the signal to be proportional to the intensity, so we also divide the corrected signal by the monitored laser power, $P$. We finally derive the corrected, normalized signal,

$$S = \frac{(G - DxB)}{(BxP)}$$

The uncertainty, $\sigma(S)$, is the standard counting uncertainty, $\sqrt{G}$, normalized with respect to background and laser power.
The results of this data massaging are presented in Fig. 3. The signal level for this experiment is very low; our largest signal at 5958 Å corresponds to 97 event, 1/3 of which is background. The repeated scan in Fig. 3b is an indication of the reproducibility of the signal. Attempts to improve on the red band at 5989 Å proved unsuccessful.

Table I lists the observed resonances and their bandwidths, along with anticipated frequencies based on asymptotic energy differences. Although we list two maxima for the $^2P_{1/2}$ excitation, the statistics of the data do not warrant the resolution of this band into a doublet; we note the average position (16 691±5 cm$^{-1}$) parenthetically in the Table. The maxima occur very close to the asymptotic predictions, with the $^2P_{3/2}$ signal about 7 cm$^{-1}$ to the blue of its expected location. This shift is not exceptional, compared to the observed 68 cm$^{-1}$ blue shift of laser-assisted charge transfer$^6$.

We were, of course, careful to ascertain that this signal occurred in the presence of both calcium and metastable argon. When either the discharge or the oven was off, no signal appeared on the gated counter.

Not shown in Fig. 3 is a very large signal at 6001 Å due to two-photon excitation of neutral Ca to the (4s5s $^1S$) level. Subsequent cascade to the (4s4p $^1P$) level produces a 4227 Å signal which is so strong that, even though the line is outside the monochromator bandpass, scattered light produces signal orders of magnitude larger, even with 250 μ slits in place. We are fortunate that this absorption is out of the region of interest.
One further bugbear is the two-photon absorption of argon metastables to produce argon in the $n = 15-20$ Rydberg states. If this were to happen, a collisional ionization would produce an excited calcium ion which would ultimately cascade to the $5s$ level we monitor. These Rydberg levels have not been observed to date, so we have computed the supposed resonances by quantum defect estimations (good to $\pm 1 \text{ cm}^{-1}$). We do not find these resonances in Fig. 3 and dismiss this mechanism.
D. Discussion

We have estimated a 10 nsec delay to occur following the end of the laser excitation pulse. This is based upon the conversion of the photodiode pulse to a TTL signal which controls the Ortec counter gate, which should take >20 nsec. The transit time of the photomultiplier tube and the response time of the PAR ECL discriminator should be on the order of 10-15 nsec, giving a net delay difference of 5-10 nsec. This assignment of delay is critical because it is conceivable that Ca$^+(5s^2s)$ could be formed directly, with the excess energy of the photon going into Penning electron kinetic energy. Since the lifetime of this state is 5 nsec, any formed directly would have completely decayed before gated counting began. Similar lifetime arguments hold for laser enhancement of the 4p level. Emissions from 4d$^2$D levels occur outside the bandpass of our filter-monochromator. Thus our experiment would be sensitive to the 5p$^2P$ cascade exclusively.

The most remarkable feature of Fig. 3 is the apparent resonance behavior. This feature is worth some consideration. We should first point out that our experiment is sensitive only to the probability of ionization that leads to a 5p$^2P_J$ excitation. Thus it is possible that the total laser-assisted ionization may be constant, for example, and we are only seeing a resonance in the branching ratio.

Assuming that we are, in fact, seeing all of the laser-assisted processes through fluorescence detection, we note that the bandwidths of 11-14 cm$^{-1}$ are characteristic of Harris' fly-by time$^{3c}$, or the duration of the collision. The fact that the resonances occur in very
close proximity to the expected wavelengths for the $^2P_{1/2}$ and $^2P_{3/2}$ channels supports our premise that we are observing a collision complex absorption.

Another possibility which could explain the resonance effect is laser-assisted collisional energy transfer to an autoionizing state of atomic calcium, which spontaneously ionizes to form $5p^2P^+_{Ca}$. Although autoionizing states of calcium have been studied through photoionization of ground state $^{40}Ca$, the region of interest to us (910 Å for photoionization of the ground state) is yet to be studied. Thus the presence of these hypothetical autoionization states can neither be confirmed nor denied. The wavelengths of these resonances seem very fortuitous unless the autoionizing states are of the form $5p n_l$, where $n_l$ corresponds to a Rydberg level. Cooke and Gallagher have studied the $6p^20s$ states of barium, and we note that the observed autoionizing linewidths of 3-11 cm$^{-1}$ could contribute to the broadening we see in our lines.

We can take advantage of the fact that we are monitoring the field-free ion production in order to estimate a collisional cross section. Since our background is primarily due to the 3934 Å line from field-free $Ca^+(4p^2P_{3/2})$ production, the ratio of the number of field-assisted events per laser shot to the average number of field-free events per shot is proportional to the ratio of the field-assisted cross section to the field free cross section (known to be 28 Å$^2$). The average number of field-free collisions is found by multiplying the average background count rate by the 10 nsec duration
of the laser pulse. In this ratio we are neglecting a proportionality constant that accounts for a geometrical correction of the laser beam-flame intersection fraction and the efficiency of 3934 Å transmission by the filter/monochromator arrangement. These two effects cancel one another, and we assume this factor to be close to unity. The ratio itself is 225±93, implying a field-assisted cross section of $(6.3 \pm 2.6) \times 10^3 \text{ Å}^2$ at a power density of $10^6 \text{ W/cm}^2$, where the uncertainty is the standard deviation of four separate measurements.

Although we are confident of the qualitative result that the field-assisted rate exceeds the field-free rates by a significant amount, we should be more circumspect of the exact magnitude. George and co-workers have indicated that long range radiative coupling between the two atoms should increase the PI cross section. Cross sections of $10^3 \text{ Å}^2$ have been reported for collisional energy transfer at hundreds of times higher power densities. At powers similar to ours, however, Weiner and co-workers find a PI cross section $0.1 \text{ Å}^2$. The resonance structure is most likely the key to these very large cross sections.

If the postulate for energy transfer to an autoionizing state of calcium is born out, we may have the necessary rationalization for our estimated cross section. The photon does not ionize the complex directly but rather excites it to a state that correlates to a relatively large, doubly excited calcium atom. Such a mechanism would put this system on the same footing as those studied by Harris and co-workers.
We present one other alternate interpretation which we would like to ignore, but as scientists must consider. Because of the numerous secondary processes occurring, such as ion-electron recombination, there will be a small concentration of neutral calcium atoms in excited Rydberg levels. These levels can be excited to the auto-ionization states mentioned in the previous paragraph through a two or three photon process. If this is the case, then our observations are not of a collisional photon absorption at all. This possibility can be tested by carefully monitoring our signal as a function of laser power. We have observed the 5958 Å peak at two different power levels, and there appears to be very little power dependence in the net signal. Since ion-electron recombination is second order in metastable concentration, we can determine the dependence of the signal on [Ar*] by varying the current to the hollow cathode discharge. Resolution of this question must await further experiments.
E. Theoretical Considerations

Since part of the motivation of this experiment is inspired by theoretical speculations, it behooves us to at least outline the theory behind Penning ionization and consider the effects of the radiation field. We start with Miller's classical expression for the probability of ionization, or "opacity", $P_b$:

$$P_b = 1 - \exp\left\{-2 \int_{r_0}^{\infty} \frac{dr}{\Gamma(r)} \left(\frac{\nu_b(r)}{\nu_b(0)}\right)^{-1}\right\}$$  \(1\)

In this expression $b$ is the classical impact parameter, $\Gamma(r)$ is the autoionization width, and $\nu_b$ is the classical velocity between the two approaching atoms with initial kinetic energy, $E$

$$\nu_b = \sqrt{\frac{2\mu E(1-V_a(r)/E-(b/r)^2)}}{\sqrt{2}}$$  \(2\),

where $V_a(r)$ is the potential between the two atoms before Penning ionization, and $r_0$ corresponds to the classical turning point, $\nu_b(r_0) = 0$.

The total ionization cross section, $\sigma_{\text{TOTAL}}$, can be found by integrating $P_b$ with respect to the area element, $2\pi b db$. The equivalent quantum mechanical evaluation can be made by substituting the relation

$$b = \left(t+1/2\right)/k_0$$  \(3\)

and

$$k_0 = h/(2\mu E)^{1/2}$$  \(4\)
to obtain the sum

$$
\sigma_{\text{TOTAL}} = \left( \frac{\pi}{k_0^2} \right) \sum_{q=0}^{\infty} (2q+1) \rho_q
$$

(5).

Since we are examining a system with more than one ionization channel, the above formulas must be modified. The autoionization width must be resolved into the individual channels

$$
\Gamma(r) = \sum_i \Gamma_i (r)
$$

(6).

The expression for $\Gamma_i (r)$ can be obtained from the "Golden Rule" formula:

$$
\Gamma_i (r) = 2\pi \rho_i |\langle \phi | H - \tilde{E} | x_i \rangle|^2
$$

(7),

where $x_i$ is shorthand for the product of the wave functions of the unbound Penning electron and the discrete electronic states of the ion and ground state rare gas. $H$ is the electronic Hamiltonian, and $\tilde{E}$ is the total electronic energy of the atoms in state $\varphi$ before the collision. If the wave function of the departing electron is normalized as that of a spherical Bessel function (i.e., has units of reciprocal length), then the density of states, $\rho_i = \left( 8m_e / h^2 \epsilon_i \right)^{1/2}$, where $m_e$ and $\epsilon_i$ are the mass and kinetic energy of the electron, respectively.

In order to find the probability of producing channel $i$, we must use the expression

$$
\text{use the expression} \quad 29:
$$
\[ P_d^i(r) = \left( 2 \Gamma_4(r)/\nu_b(r) \right) \exp\left\{ - \int_{r_0}^\infty \frac{dr'}{(\Gamma'(r')/\nu_b(r'))} \right\} \times \cosh \left\{ \int_{r_0}^r \frac{dr''(\Gamma''(r'')/\nu_b(r''))}{(\nu_b(r''))} \right\} \] (8).

Integration of this expression with respect to \( r \) from \( r_0 \) to infinity does not give the simple closed form of Eq. (1) since the argument of the hyperbolic cosine (the latter being called the "survival function" in the literature) is the total ionization width, whereas the factor is the width of the individual channel. Following the radial integration, the resultant \( P_d^i \) is treated as before to obtain the cross section of this individual channel, \( \sigma_i \).

Niehaus\(^{14}\) has discussed the problems of determining branching ratios, \( \Gamma_i(r)/\Gamma(r) \), from cross section ratios, concluding that doing so is not a good idea unless (1) the ratios do not vary significantly with \( r \) and (2) the opacity function is much less than one. Moreover, we measure rate constants, or velocity averaged cross sections, and these latter quantities can show very strong velocity dependences\(^{14,31}\). Because of the convolutions and assumptions involved (assumption (2) is probably not valid in our case), we hesitate to determine dynamic, microscopic branching ratios from our measurements.

Up to this point, we have only discussed field-free Penning ionization. For field-modified processes there are two elements in the Hamiltonian that couple the discrete electronic states of the colliding atoms to the ionization continuum of the products. The first is the electronic Hamiltonian itself, or the Coulombic coupling, which
is responsible for the field-free ionization as expressed in the ionization width of Eq. (7). The second interaction term is that of the atoms with the radiation field. This interaction is usually represented in the dipole approximation as \(-\vec{\mu} \cdot \vec{E}\), where \(\vec{E}\) is the oscillatory electric field and \(\vec{\mu}\) is the dipole moment of the electrons and nuclei \(\text{A}\) and \(\text{B}\): 

\[
-eF \frac{r_A^+ + Z_A e r_A^+ + Z_B e r_B^+}{r_1^+ + Z_A e r_A^+ + Z_B e r_B^+}.
\]

The treatment of this process follows two schemes. The first is perturbation theory, and we will concentrate on John Weiner's work\(^{17}\) as an example. The other is the more elegant treatment by Bellum and George\(^{13,19}\), which uses second-quantization treatment for the radiation field and a set of coupled-channel equations for the actual collision dynamics (as opposed to the classical treatment presented here earlier). Since these methods are a bit sophisticated, we will only qualitatively discuss their results.

Weiner considers laser-assisted collisional ionization relevant to his experiments (where field-free ionization does not occur) in terms of second order perturbation theory. The first order corresponds to laser excitation of the diatomic system from state 1 to state 2. It is important to note that state 2 is a discrete excited state, so that this process is a resonant transition. The second order perturbation is the coupling of state 2 to ionization continuum, i.e. Penning ionization. Using Miller's theory and the small opacity approximation, he obtains the expression for the cross section. It is:

\[
\sigma = 4\pi (\mu_{12} E/2\hbar\Delta\omega)^2 A B^3 \exp(-b_0/B)(b_0/B+1)/\hbar\nu
\]

(9),
where $\hbar \Delta \omega$ is the energy difference between state 2 and the molecular-ion potential, $v$ is an average velocity, and the autoionization width is

$$\Gamma(r) = A \exp\left(-\frac{r}{B}\right)$$ \hspace{1cm} (10),

which has been shown to be a reasonable functional form. He chooses a value of 2 Å for $b_0$, which is a minimum impact parameter. Using 3 Debye for the transition moment, $\mu_{12}$, and the $PqI$ parameters for the H/He($^3S$) system, he finds a cross section of 0.10 Å$^2$ for a laser power of $10^6$ W/cm$^2$.

Bellum and George consider field-modified processes (i.e. where the system also ionizes under field-free conditions) as well as the field-assisted processes above (although resonance excitation is not necessary). They argue that the dipole coupling element,

$$\overline{\mu}(r) = \langle \phi | \mu | x \rangle$$ \hspace{1cm} (11),

should die off more slowly with increasing $r$ than the field-free Coulombic matrix element. Their rationale is that the Coulombic term only becomes appreciable when the electron clouds of the two atoms start to overlap at close distances, whereas the above function may still be appreciable at larger separations. Although their arguments may be plausible, an ab initio calculation of Eq. (11) would be far more compelling. They report a numerical calculation of field-modified $PqI$ of Ar by He($^3S$)$^{32}$, but Eq. (11) is purposely parameterized as a
function of $r$ to support their qualitative conclusions. Moreover, the calculated field-modified cross sections are at best only comparable to the field-free processes, even for laser intensities of $10^9 \text{W/cm}^2$. The cross sections (or rather differential cross sections as a function of emitted electron energy) appear in Fig. 4 of ref. 32. We estimate from this figure field-modified cross section of $\leq 1 \text{A}^2$.

It would seem that theory does not bear out the amount of enhancement seen in our experiment. This makes our alternate proposal of laser-assisted energy transfer to a discrete, autoionizing state of calcium seem somewhat more desirable. Harris and colleagues observe$^{3,4}$ collision cross sections comparable to the one we estimate, but theirs are for power densities of $10^{11} \text{W/cm}^2$. Due to our ignorance of the autoionization states in this energy regime, this particular interpretation must remain only speculation.
F. Future Considerations

There are several experimental improvements that could enhance the signal and make more reproducible and refined measurements possible. One would be a collection lens that would focus the fluorescence onto the monochromator slit. Care should be taken in the choice of the lens so that the magnification factor places the flame image within the slit size and that the angle of divergence following the slit matches the throughput, or $f\#$, of the monochromator. This would permit better dispersion. Since the region being monitored lies in the ultraviolet, an RCA 8850 photomultiplier would be more appropriate, and less sensitive to oven background and scattered laser light, than the red-sensitive 31034. The effective lifetime of the $5p^2p$ cascade is less than 100 nsec, so that either a faster discriminator or a gated integrator would be in order. The gate trigger used in this experiment had a minimum enable time of 1 μsec. Clearly, a shorter gate time would significantly reduce the background.

Some of these modifications were employed in later attempts to reproduce the signal. These efforts were hampered by breakdown of the laser, oven, and photomultiplier tube (occurring consecutively in order to maximize frustration). To date, our best data are from our initial measurements.

There are at least two other systems which lend themselves to study. Excitation at 5634 Å of Sr in collision with Ar would lead to production of the $7s^2S$ ion state. This cascade is best observed
by monitoring the $6s^{2}S + 6p^{2}P_{3/2}$ line at 4305 Å, which is also present in the field-free flame. Absolute rate constants have not been measured for this system, but relative rate constants for the field-assisted reaction would be instructive. Another scheme involves excitation of the $3p^{2}P_{J}$ levels of Mg$^{+}$ at 5759 Å and 5729 Å during the collision of Mg with Kr($^{3}P_{2}$). Since Kr$^{*}$ produces no excitive ionization of Mg, the appearance of the resonance lines at 2796 and 2803 Å would present a clear-cut demonstration of the laser assisted process. The 3.7 nsec radiative lifetimes prohibit a counting system since a discriminator would only record one event per laser shot.

In light of the results reported here, it would also be worthwhile considering energy transfer to known autoionizing states of the alkaline earths.
G. Conclusion

We have observed the opening of a new excitive Penning ionization channel by laser excitation of the nascent ionization complex of Ca and Ar*. Cascade fluorescence from the 5p $^2P_J$ states, unexcited in the field-free case, is monitored as a function of laser excitation wavelength. The excitation signal showed resonances at wavelengths corresponding to the excitation of the $^2P_{1/2}$ and $^2P_{3/2}$ levels with a small blue-shifting of the $^2P_{3/2}$ resonance.

A laser-assisted cross section of $6.7 \times 10^3 \text{ A}^2$ has been estimated from this work. While the magnitude of this cross section should be confirmed or adjusted through further work, there can be no question that the field-assisted reaction proceeds at a faster rate than the field-free production of Ca$^+$($^4P$ $^2P_J$).
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Table I. Expected and observed transitions for laser-assisted excitative Penning ionization of calcium by metastable argon. (FWHM is full width at half maximum.)

<table>
<thead>
<tr>
<th>Ca state</th>
<th>( \gamma ) observed</th>
<th>( \nu ) observed (( \text{cm}^{-1} ))</th>
<th>( \nu ) expected (( \text{cm}^{-1} ))</th>
<th>FWHM (( \text{cm}^{-1} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 5p^2 )(_{1/2} )</td>
<td>5991.3988</td>
<td>16 687, 16 695</td>
<td>16 695.19</td>
<td>5.6, 1.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(16 691±5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 5p^2 )(_{3/2} )</td>
<td>5958</td>
<td>16 780</td>
<td>16 773.44</td>
<td>11.3</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. Energy level diagram for Ca (Ca (4s^2 1S) + Ar (1S). The dashed line locates the energy of Ar (3P^0). Wavelengths (in Å) of the transitions are: (a) 5958, 5988; (b) 11 836, 11 947; (c) 3706, 3737; (d) 3934, 3968; (e) 3159, 3179, 3181. Energy level values are from Ref. 28.

Fig. 2. Block diagram of flowing afterglow/laser excitation apparatus. A-argon flow, B-hollow cathode D.C. discharge, C-calcium crucible (tantalum oven assembly not shown), D-exhaust to 1000 ℓ/min pump, E-dye laser beam, F-power meter, G-fluorescence, H-bandpass filter, I-0.25 meter monochromator, J-cooled PMT, K-to counting instruments.

Fig. 3. Laser excitation spectrum of Ca (5p 2P) fluorescence resulting from Ca + Ar + hν collisions. (a) Complete excitation spectrum. (b) Second scan of blue portion of spectrum to illustrate the degree of reproducibility. Error bars represent ± one standard deviation due to counting statistics.
Figure 3
APPENDIX I.

This appendix provides "black box" directions for using the program DUNPOT to calculate the series potential coefficients. A sample set of control cards for use on the Lawrence Berkeley Laboratory's CDC 7600 computer is given, as well as a sample input deck. A listing of the program is also provided.

Since the program was never annotated with any comment cards, the listing is pretty cryptic. The brief subroutine-by-subroutine descriptions that follow are in order.

I. Main Program:

DUNPOT (INPUT, OUTPUT, COFOUT, FILM, TAPE9, TAPE10)

This is the controlling program and reads all the input data. Except for the RKR results, it is also the source of all the data on the output and COFOUT files. COFOUT is a file of all the series potential parameters to be viewed as an abbreviated output of this program or to be used as an input file for other programs. FILM is the output file containing plotting information to be disposed to the appropriate plotting hardware. TAPE9 and TAPE10 are scratch files used by the BKY plotting software.

The ordering of the $Y_{ij}$'s in the array, YIJ(I) is in the manner outlined in Chapter II, i.e., YIJ(1) = $B_v$, YIJ(2) = $\omega_e$, YIJ(3) = $-\omega_e x_e$, etc. There are also two arrays, YNO(I) and YN1(I) containing the $G_v$ and $B_v$ expansions, respectively, that are used later by the RKR section. The arrays X(I), Y(I), and Z(I) contain Dunham's resolution of the $Y_{ij}$'s into first order terms and higher order corrections. Z(I) is not used
by the program but is included in anticipation of future expansion.
YTMP(I), XT(I), etc., are temporary arrays used in the error analysis.

The Dunham coefficients are contained in the A(I) array, where
A(1)=a_0, A(2)=r_e, A(3)=a_1, etc. B(I), E(I), and C(I) refer to the
SPF, Thakkar, and Huffaker potentials, respectively. The arrays in
common block /ERRSTUF/ contain the Jacobians, variance matrices, and
scratch arrays of differentials used in the error analysis. The min­
imum number of a_n's to be calculated is up to a_2 (there is no point
in using the program for any fewer). The maximum number of a_n's is
up to a_6. "Extra" Y_ij's, up to Y_{10,0} and Y_{9,1}, can be read in and
used by the RKR section.

The outputting of the potential coefficients is done by one of
two sections, depending upon whether an error analysis was performed.
The next two sections call the option RKR and plotting routine pack­
ages. The last section writes out the potential parameters and RKR
turning points, if calculated to the file COFOUT.

II. The a_n algorithm:

SUBROUTINE KALKAN

This is the workhorse of the program, iteratively calculating
the a_n's from the Y_ij's. The maximum number of iterations is 30,
fewer if the sum of the relative changes of all the a_n's is less than
2^{-47}. The b_n's and e_n's are calculated from a_n's. The c_n's are
determined directly from the second-order-corrected Y_ij's using
Huffaker's published relations (J. N. Huffaker, J. Chem. Phys. 64,
3175 (1976)).
III. Error Analysis:

SUBROUTINE ERRANS

This routine calculates the derivatives, $\frac{\partial y}{\partial x}$'s, in order to form the Jacobian, $A(J,J)$. The numerical differentiation is performed by adjusting the relative value of each $y_{ij}$ by $1 \times 10^{-8}$. The $a_n$ variance matrix, $A(V,V)$, is calculated from the $y_{ij}$ variance matrix by SUBROUTINE JVJ. $A(V,V)$ is then rescaled so that the $a_n$ standard deviations lie on the diagonal and off-diagonal elements correspond to the correlation coefficients (See A. A. Clifford, ref. 44 of Chapter III, for definitions of the terms used here).

IV. RKR Package:

SUBROUTINE RKMSKR

This set of routines uses the RKR algorithm suggested by M. E. Kaminsky, J. Chem. Phys. 66, 4951 (1977). The above subroutine prints out a table heading and coordinates the other routines. WMFIG determines $v$ such that $G_v = 0$. ABNK calculates some intermediate coefficients and KMNSKJ evaluates the $f_v$ and $g_v$ integrals and prints out the results. BLOCK DATA RKRQD contains the set of 50 Gaussian quadrature point pairs, in octal, used in the integral evaluation. Most likely the number of points used is a factor of 2-10 larger than necessary.
V. Plotting Package:

SUBROUTINE PLOTPOT:

The above routine calculates an array of points to be plotted for each of the series potentials and the RKR turning points. It employs FUNCTION VOFR to evaluate the potential for each value of $r$. The ordinate is scaled from $-\frac{1}{5} D_e$ to $2\frac{1}{5} D_e$ and the abscissa for 0 to 5 $r_e$, where $D_e$ is supplied from the input deck and $r_e$ is determined by the program. The appropriate increments by which the abscissa and ordinate should be labelled are determined by SUBROUTINE TICKGEN.

The actual plotting instructions are made by a series of calls to the BKY IDDS package, making this part of the program "site dependent". The program exploits one of the BKY features by determining whether the plots are being made on a Tektronix interactive terminal and, if so, requesting interactive instructions from the terminal to determine the time of viewing.
A sample control card sequence for running on the CDC 7600 and plotting on the Calcomp pen plotter would be as follows:

```
(jobcard)
$ID=password
FETCHPS(JSWB,DUNPLOT,DUNPLT7)
FETCHPS(GPACBN7,GPAC,CCBN)
FETCHPS(IDDS,ULIB,ULIBX)
LINK,X,F=DUNPLOT,F=GPAC,F=ULIB.
RETURN,DUNPLOT,GPAC,ULIB,FTN4LIB.
DISPOSE,FILM=FL.
FETCHPS(JHG,COFISH,COFISH)
COPY(COFISH,OF,NULL)
COPY(COFOUT/RB,OR,COFISH)
LIBRITE(JSW,COFISH/RB,COFISH,395,W={GOBLE})
EXIT.
DUMP(0)
FIN.
END.
(7/8/9 card)
(datadeck)
(6/7/8/9 card)
```
The following is a description of the input structure and a sample input deck.

\[ (\text{TITLE}(K), K=1,8) \]
\[ \text{FORMAT}(8\text{A10}) \]

One card, or 80 characters, giving a label for the data set.

\[ (\text{LICHTER}(K), K=1,8) \]
\[ \text{FORMAT}(8\text{A10}) \]

Another card of alphanumeric characters giving reference source for the \( Y_{ij} \) data. The form is: First Author/Journal and Volume/Pg.No./Year/\( Y_{ij} \) Status. Further details are given in Chapter II.

\[ \text{RM1, RM2, Z1, Z2, DSUBE} \]
\[ \text{(Free format)} \]

The first two values are the atomic masses (in amu's), the atomic numbers, and the estimated dissociation energy in \( \text{cm}^{-1} \) (for scaling the plot).

\[ (\text{IFL}(J), J=1,16) \]
\[ \text{FORMAT}(16\text{I5}) \]

Various integers and flags for controlling the program.

The purposes are:

\( \text{IFL}(1) \) : Number of Dunham corrections calculated. Minimum is 2, maximum is 6.

\( \text{IFL}(2) \) : Option flag for an error analysis. If IFL(2)=0, the \( Y_{ij} \)'s uncertainties are read and an error analysis performed.
.IFL(2) Also controls printing options, which are:

IFL(2) = 1: Only $a_n$'s standard deviations are printed.
  = 2: The $a_n$'s correlation matrix is also printed.
  = 3: Correlation and Jacobian matrices are printed.

IFL(3): Determines whether RKR turning points are computed or read in.

IFL(3) < 0: Read in $G_v$ and the turning points for $|IFL(3)|$ number of energies.
  = 0: No RKR turning points read in or computed.
  > 0: Calculate the RKR turning points for IFL(3) energies (maximum is 49).

IFL(4): Number of turning points calculated for each vibrational level, i.e. if IFL(4) = 3, turning points are calculated for each level and for two energies between each level. IFL(4) ignored if IFL(3) < 0.

IFL(5): If > 0, a plot is produced.

The remaining 11 integers are not used by the program at this time.

I J YIJ(K)
FORMAT(4(2I2,E16.9))

No particular ordering of the $Y_{ij}$'s is necessary. If a set of I,J, and YIJ is blank, the program skips that set and goes on to the next. When the last I,J,YIJ set is read in, the next I,J pair should be "-1-1" in order to terminate the input routine.
Data input needed to construct the $Y_{ij}$ variance matrix.

If $I=K$ and $J=L$, $YV$ should be the standard deviation of $Y_{ij}$.

Otherwise, $YV$ should be the correlation coefficient between $Y_{ij}$ and $Y_{kl}$. As with the $Y_{ij}$'s, order is not important. Data read-in is terminated by "-1-1-1-1" for I, J, K, and L.

These values are the $G_v$, inner and outer turning points to be read in. There should be $|IFL(3)|$ levels.

If a new data set is to be processed, repeat the above beginning with the title card. If no new data sets remain, add a card with "STOP" on it, with "S" in the first column.
AR2/TO A4/BEST OF NOMINAL REVISITED (ERROR WITH CORRELATION)
COLBOURN, DOUGLAS/JCP 65/1741/76/N
39.9623842 39.9623842 18.18.99.545

<table>
<thead>
<tr>
<th>4</th>
<th>3</th>
<th>6</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0 31.333584</td>
<td>2 0 -2.8994762</td>
<td>3 0 .058648148</td>
<td>0 0</td>
<td></td>
</tr>
<tr>
<td>0 1 .059773839</td>
<td>1 1 -3.785</td>
<td>E-03 2 1 -3.0535714 E-04-1-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0-0.1174310</td>
<td>2 0 2 0 .0456292</td>
<td>3 0 3 0 .0050164 1 0 2 0 -.976687</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 3 0 .937665</td>
<td>2 0 3 0 -.989455</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 2 0 1.52616E-04 1 1 1 1 1.92777E-04 2 1 2 1 1.93155E-05 0 1 1 1-.879247</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 2 1 .769924</td>
<td>1 1 2 1 -.971625 -1-1-1-1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

STOP
AR2/T0 A4/BEST OF NOMINAL REVISITED (ERROR WITH CORRELATION)

COLBOURH, DOUGLAS/JCP 65/1741/76/N
31.2280199187 .05976763028925 -.09070218154745
1 6 7
 4.07908605E+03 3.75757978E+00-6.51476496E+00 2.07110471E+01-2.17597211E+01
-1.26214542E+01 5.97676303E-02
2 6 8
 4.07908605E+03 3.75757978E+00-4.51476496E+00 4.16675228E+00 2.59958778E+01
2.55427624E+01 5.97676303E-02 2.12890060E+05
3 6 8
 1.34124727E+02 3.75757978E+00 5.51476496E+00-2.04469944E-01-8.87692408E-02
1.05850079E-01 5.97676303E-02 1.08991215E+02
4 6 9
 9.61092889E+01 3.75757978E+00 6.51476496E+00-9.53504890E-02-1.93977773E-02
6.49804578E-02 5.97676303E-02 9.13261402E+01 6.15532391E+00
10 7
 14.859 3.5660978 4.0476667
40.584 3.4676561 4.3791809
61.038 3.4194167 4.7202768
76.573 3.3915963 5.1252004
87.540 3.3718093 5.6543510
94.292 3.3394837 6.4519330
99.545 0. 18.7878989
STOP

below is written on file COFOUT:

After the preceding input deck is processed, the information
PROGRAM CUNPF0T(1,HFLT,CUTFLT,COFGUT,FILY,TAPE9,TAPE10).
1 TAFE1=HFLT, TAFE2=CUTFLT, TAFE3=COFGUT.
COMMON/OLNCOF/A(14),E(16),C(14),K(10),N(5,Y(6).
COMMON/krpj,Y(14),K(10),I(4),Y(6),Z(1,4).
COMMON/EPSTUF/A(16),B(14),E(14),C(14),D(14).
1 AV(14),AV(14),EY(14),CV(14),LY(14),SCR(14).
2 DATA (14),E(14),CE(14),CC(14).
INTEGER TITLE (81,39),LBF(4),KBF(4),IFIL(8),NNPF(18).
INTEGER LETCHER(8).
REAL X(80),RKR1(102),RKR2(102),GPKR(102).
CATA ME,GOO,579/.0.
CATA (APFHT(1, K).1=1, 61/10HOUNNAM CSE,10HEFFICIENTS.
1 4,104/).
CATA (APFHT(2, K).1=1, 61/10HSIMON-PARR,10-FINLAN CSE,10HEFFICIENTS.
1 10H AND OSE(U, 2*10H).
CATA (APFHT(3, K).1=1, 61/10HTWAKAR CSE, 10HEFFICIENTS, 10H AND OSE(U, 3*10H).
CATA (APFHT(4, K).1=1, 61/10HMUFFAKER C*10HEFFICIENTS, 10H. OSE(U, 10H).
1 10HMC SIGMA, 2*10H/.
CATA (APFHT(5, K).1=1, 61/10HOUNNAHM CSE, 10HEFFICIENTS, 10H AND OSE(U, 10H).
DATA (APFHT(6, K).1=1, 61/10HIVIATION, 2*10H).
CATA (APFHT(7, K).1=1, 61/10HSIMON-PARR, 10-FINLAN CSE, 10HEFFICIENTS.
1 10H, CSUBE 10HSC STC CEV10HATIONS/.0.
CATA (APFHT(8, K).1=1, 61/10HMUFFAKER C*10HEFFICIENTS, 10H, OSE(U, 10H)./.
1 10H/0 STC CEV10HATIONS, 10H/.
CATA (APFHT(9, K).1=1, 61/10HMUFFAKER C*10HEFFICIENTS, 10H, OSE(U, 10H).
1 10HMC SIGMA AND 10HSTC CEVI0HATIONS.
RSUBECX(1) = SORTINCNP(FNL/K).
CNVRT = 0.62, 0.17.6. E**2.22047/(1.231.141592653598)**2.2.997645).
1001 FORMAT (6.10).
1002 FORMAT (4. STOP).
1101 FORMAT (C15).
1201 FORMAT (4.12, E16.9).
1301 FORMAT (4.12, E12.5).
2001 FORMAT (1.31, 20X, 5A10).
2002 FORMAT (21X,8A10).
2003 FORMAT (5.1X,1PE13.6,7X).
2300 FORMAT (*)/2XX,THE YNGS/.
2400 FORMAT (*)/2XX,THE YNI(S)/.
2503 FORMAT (2.15, 2X,PE20.13).
2500 FORMAT (10.1X,1PE20.13).
2700 FORMAT (/*1X*ATOMIC MASES, ATOMIC NUMEKS, AND ESTIMATE DISECCIA
TION ENERGY/).
2900 FORMAT (/*1X,*1XH*, P.2, AND M. (IN AMU'S) CORRECTED FOR ELECTRONS* MAS
SES/).
2550 FORMAT (/*1X,*YOG *.F14.10/).
2600 FORMAT (13.2X,F.E6).
2701 FORMAT (/*1x,****WARNIN** MAXIMUM NUMBER OF OUNHAM PARAMETERS =
10 AT THIS TIME.****=1X,**** YOUNG SET TO 5 ** ***/).
2702 FORMAT (/*1X,**** WARNIN** MAXIMUM NUMBER OF YNG'S = 10 ** ** **/IX
1**** EXTRA YNG'S ARE INCPED ** ** **).1
2703 FORMAT (/*1X,**** WARNIND MAXIMUM NUMBER OF YNI'S = 10 ** ** **/IX
1**** EXTRA YNI'S ARE INCPED ** ** **).
3003 FORMAT (/*,25X,LATEST X AND Y=5,1).
3040 FORMAT (/*,20X,6A10//,13.1X,1PE20.13).
3010 FORMAT (/*,11X,Y** VAPATCE MATRIX*/).
1 CONTINUE
CO 10 I=1,10
X(I) = 0, 9 YIJ(I) = 0.8
10 Y(I) = 0.8
READ 1001, (TITLE(K), K = 1, 6)
IF(TITLE(K) .EQ. STOP) STOP
PRINT 2001, (TITLE(K), K = 1, 6)
READ 1001, LITCHER
PRINT 2021, LITCHER
READ* RM1, RM2, Z1, Z2, OSUBER
PRINT 2225
PRINT*, RH, RM2*Z2*OSUBER
READ 1001, (FL(1,J), J=1,16)
NDU=IFL(1)*2
IF(NDU.GT.8) NDUMD=8
IF(NDU.GT.4) PRINT 2701
IJNC = NC = NB = 0
IFNE = IFNH = 0
CO 16 KK=1,8
READ 1401, (IBF(K), JBF(K), X3F(K), X=1,4)
CO 15 K=X=16
IY = 2*IBF(K) + JBF(K)
IF(IY) 17, 15, 11
11 IF(DA<0.15-J) IJNC = IJ
IF(IY) 13, 15, 12
12 IB = IBF(K) + 1
IF(IB.GT.10) INK=1
IF(IB.GT.10) GCT2 I1
YN1(IB) = XBF(K)
IF(IB.GT.11) ND=18
G0 TO 14
13 IG = IBF(K)
IF(IB.GT.10) INK=1
IF(IB.GT.10) GCT1 E
YN0 (IG) = XBF(K)
IF(IB.GT.11) NG=1G
14 IY(IY) = XBF(K)
15 CONTINUE
16 CONTINUE
17 CONTINUE
PRINT 2300, YNN(K), K=1,ND2
PRINT 2400, YNN(K), K=1,ND2
IF(IFHG.GT.1) PRINT 2702
IF(IFHG.GT.1) PRINT 2703
CALL KALAMAR(IY, X3, X3, X3, NDUMD, L=4)
PRINT 2023
CO 33 IY=1,NDUM
IJO2 = IY/2 + 1 I = IY2
IJO22 = IY02*2
IF (IJ = IJCY2) 30, 30, 31
30 J = 0 GO TO 32
31 J = J + 1
32 CONTINUE
PRINT 2403, I, J, Y(IJ), Y(IJ)
33 CONTINUE
Y00 = .125 X(I) * (3, * A(4) - 1,754 A(3)) * A(3)
PRINT 2550, Y00
SIGMA = C(2)
BDF = 1.6 G(3) \& ECE = COE = 1
CO 39 I = 4, NOUN
ECE = BDF * E(I) \& ECE = EDF \& E(I) \& COE = COE + CF(I)
39 CONTINUE
BDF = BDF * ECE \& ECE = BDF * E(I) \& ECE = COE + CF(I) \& ECE
A(2) = BDF + E(I) \& E(I) = RSUE(I)
IF (IP(I) = 40, 40, 50)
40 PRINT 3004, INHFMT(1, K(I), I = 1, NOUN)
PRINT 3004, INHFMT(2, K(I), I = 1, NOUN), ECE
PRINT 3004, INHFMT(3, K(I), I = 1, NOUN), ECE
PRINT 3004, INHFMT(4, K(I), I = 1, NOUN), COE, SIGMA
GO TO 202
50 CO 52 I = 1, NOUN
CO 52 J = 1, NOUN
52 YV(I, J) = 0
DO 55 KK = 1, 250
HEAC 1601, (IIF(K), JDF(K), XDF(K), LDF(K), XBF(K), K = 1, 4)
CO 56 K = 1, 4
IF (I(J) = 2, 2, 3)
53 IF (I(J) = 2, 2, 3)
54 CONTINUE
55 CONTINUE
56 CONTINUE
NOM = I + COU - 1
CO 78 I = 1, NOM
IP = I + 1
CO 76 J = IP + NOUN
YV(I, J) = YV(I, J) \& YV(I, I) \& YV(J, J)
74 YV(I, I) = YV(I, I)
75 YV(I, I, I) = YV(I, I, I)
YV(NOUN, NOUN) = YV(NOUN, NOUN), ECL M, YV(NOUN, NOUN)
PRINT 3010
CO 79 I = 1, NOUN
79 PRINT 2500, YV(I, J), J = 1, NOUN
CALL ERRAN14, CHRT, A, KCL, 14
ODDF = ICC(1) \& COE(I) \& EDF(I) \& E(I) \& COE(I) \& EDF(I) \& E(I)
CEOD = ICC(1) \& COE(I) \& EDF(I) \& E(I)
COE(I) = ICC(1) \& COE(I) \& EDF(I) \& E(I)
CO 104 I = 1, NOUN
QCE = COE(I) \& OD(I) \& CEOD = OD(I) \& CEOD
COE = OD(I) \& CEOD
CONTINUE
102 CONTINUE
DOSS = SIGMA \& SORT(I, SGMH)
CBOE = 8(I) \& SORT(CBDF)
CEDE='E 11' SORT (CEDE)
CEDE='C 11' SORT (CEDE)
PRINT300 (HMPF (5,X) K=1,6) (A(K) K=1,NOUN)
PRINT220 (OA(K) K=1,NOUN)
IF (IFL (2)-2) 120,119,111
111 PRINT400
112 PRINT2500 (AJ(1,J) J=1,ACIJ)
113 PRINT4001
114 PRINT2500 (AJ(1,J) J=1,ACIJ)
115 PRINT2500 (AV(1,J) J=1,IC)
116 PRINT300 (MMPF (6,X) K=1,6) (E(K) K=1,NOUN) =ECE
PRINT220 (109(K) K=1,NLFT) =CEDE
IF (IFL (2)-2) 130,129,123
121 PRINT400
122 PRINT2500 (EJ(1,J) J=1,ACIJ)
123 PRINT4001
124 PRINT2500 (EJ(1,J) J=1,ACIJ)
125 PRINT4001
126 PRINT2500 (EV(1,J) J=1,IC)
127 PRINT300 (MMPF (7,X) K=1,6) (E(K) K=1,NOUN) =ECE
PRINT220 (108(K) K=1,NLFT) =CEDE, SIGPA
IF (IFL (2)-2) 140,145,141
131 PRINT400
132 PRINT2500 (FJ(1,J) J=1,ACIJ)
133 PRINT4001
134 PRINT2500 (FJ(1,J) J=1,ACIJ)
135 PRINT4001
136 PRINT2500 (CV(1,J) J=1,IC)
137 CONTINUE
200 CONTINUE
201 IF (IFL (3) GT 0) CALL RKP HSKR (A(21,X) IFL (3) =1) IF (IFL (4) WPI H RKR1, 1 RKR2, GPRK)
202 IF (IFL (4) EE 0) GOTO 205
203 IF (IFL (4) =1) GOTO 205
204 CONTINUE
205 CONTINUE
209 CONTINUE
210 CONTINUE
211 IF (IFL (5) GT 0) CALL PRCTPOT (TITLE, A(21), OSUO, IFL (3), RKR1, 1 RKR2, 1 GRK)
212 WRITE (4, 1010) TITLE
213 WRITE (4, 1011) LITCHER
214 WRITE (4, 2000) ISUE, A(2), A(1), RM2, X1, Z1, Z2
215 WRITE (4, 3000) X(2), X(1), YCO
216 WRITE (4, 4000) 1 =ACIJ, AcUP +1, (A(K) K=1,ACIJ) X (1)
217 WRITE (4, 5000) 2 =ACIJ, AcUP +2, (B(K) K=1,ACIJ) X (1) =BDE
218 WRITE (4, 6000) 3 =ACIJ, AcUP +3, (C(K) K=1,ACIJ) X (1) =EDG
WRITE (4, 5000) 4, hOUN, NOUN, +3, (C(K), K=1, NOUN), X (1), CDE, SIGPA
IF (IFL (3) .EQ. 0) GOTO 210
IRKR = IABS (IFL (3))
WRITE (4, 1100) 10, IFL (3), 1
WRITE (4, 6000) ((GRKR (K), KRKR (K), AKRZ (K)), K=1, IRKR
WRITE (4, 6000) GSRER, 0, 5*42
210 WRITE (4, 1000)
GO TO 1
ENC
C(4) = C4
IF (NCLN = 5) 210, 205, 269
205 C5 = (C5 + RHO*10 + RHC(-5.75 + 7.75*RHO/6.5)) = 3.4*RHC2*(RHC = 1
1*C4 + 2*S4*RHO*X(5)/3/TAU)/19/RHC5
C(5) = C5
IF (NCLN = 6) 210, 206, 266
206 C6 = -C5 + (C4*(1 + 4.25*C4)) + 2*S3*X(5)/TUA)/5
C(6) = C6
IF (NCLN = 7) 210, 207, 207
207 C7 = (-4.4 + RHO*42 + RHO*(-14.75 + 5.4 + RHO*(-10.25 + RHO*(-19)
1 + RH01))) - 9.4*RHC*(RHC = 1)*(C6 + RHC3*(250 + RHO*(-17.75 = 13.75*RHO/6.5)) +
2 RHC2*(C5 + RHO*(17.75 = 13.75*RHO/6.5)) +
3 RHC2*RHO*C5 + 12.75*RHC2*(RHO = 1.35*C4)*C4 + .8*RHO*50*X(5)/7
6 TAU)/19/RHC5
C(7) = C7
IF (NCLN = 8) 211, 208, 264
208 C8 = -C7 + (3*(C5 + C6) + 15.75*C5*C5 + C4*(16.5*(C5 + C6) +
1*C4*1.25 = 7.5*C4/5.1) + 1.6*S4*X(8)/TUA)/7
C(8) = C8
210 CONTINUE
RETURN
ENC
SUBROUTINE ERRANSICNVRT, FCNU, NAVN, N13M
CCCNM+YIIJ/JI (14)+X (14)+Y (14)+Z (14)+YMP (14)+XT (14)+YT (14)+ZT (14)
CCCNM+ERSTUF/ A (14)+X (14)+E (14)+E (14)+C (14)+C (14)+Y (14)+
1 AV (14)+AV (14)+AV (14)+AV (14)+AV (14)+AV (14)+AV (14)+AV (14)
2 OA (14)+OC (14)+OC (14)+OC (14)
CCPENSIC CLA (14)+CR A (14)+CLB (14)+ORB (14)+OHE (14)+OHE (14)+OHE (14)+
1 ORC (14)
RSUBE(1) = SORT(CNVRT/RNH/XX)
ACM1 = NCUN = 1
CC 1 = 1, NOUN
1 YMP(I) = YIJ(I)
CO 5 = 1, NOUN
YMP(I) = YIJ(I)* (I+1,E=0)
CALL = KALAA(YMP,XT,YT,XT,CLA,CLB,DLE,CLC,NOUN,NCUN)
CLA (2) = CLB (2) = CLC (2) = DLE (2) = RSUBE(1)
YMP(I) = YIJ(I)* (I+1,E=0)
CALL KALAA(YMP,XT,YT,XT,CLA,CLB,DLE,CLC,NOUN,NCUN)
CLA (2) = CLB (2) = CLC (2) = DLE (2) = RSUBE(1)
CC 4 = 1, NOUN
AJ(J,I) = GDL (J-CPA (J)) * E = 07/YIJ(I)
EJ(J,I) = GDL (J-CPH (J)) * E = 07/YIJ(I)
EJ(J,I) = DLE (J) = CRE (J) * E = 07/YIJ(I)
CJ(J,I) = DLE (J) = CPH (J) * E = 07/YIJ(I)
6 CCNTIME
9 YMP(I) = YIJ(I)
CALL JNJ(AJ,YV,AV,SCRTCH,NOUN,14)
CALL JNJ(BJ,YV,AV,SCRTCH,NOUN,14)
CALL JNJ(CJ,YV,AV,SCRTCH,NOUN,14)
CALL JNJ(DJ,YV,AV,SCRTCH,NOUN,14)
CC 10 = 1, NOUN
CA(I) = SCRT (AV (1,I))
CB(I) = SCRT (BV (1,I))
CE(I) = SCRT (EV (1,I))
CC(I) = SCRT (IV (1,I))
10 CCNTIME
CC 16 = 1, NOUN
IP = I+1
CO 15 J = IP+1, NOUN
AV (1,J) = EV (1,J) / CA (I) / CA (J)
AV (1,J) = EV (1,J)
EV (1,J) = EV (1,J) / CE (I) / CE (J)
EV (1,J) = EV (1,J)
EV (1,J) = EV (1,J) / CE (I) / CE (J)
EV (1,J) = EV (1,J)
CV (1,J) = CV (1,J) / CC (I) / CC (J)
15 CV (1,J) = CV (1,J)
AV (1,J) = 1
EV (1,J) = 1
EV (1,J) = 1
16 CV (1,J) = 1
AV (NOUN, NOUN) = EV (NOUN, NOUN) = EV (NOUN, NOUN) = CV (NOUN, NOUN) = 1.
RETURN
ENC
SUBROUTINE JVJ(XJ,YYXV,SC,Hk,N)
DIMENSION XJ(N+N),YY(N+N),XV(N+N),SC(K,N)
CC 1 I=1,N0
CC 1 J=1,N0
XV(I,J)=C0
1 SC(I,J)=N0
CC 12 I=1,N0
CC 12 J=1,N0
CC 11 K=1,N0
11 SC(I,J)=SC(I,J)+SC(I,J)*XJ(I,K)*YY(K,J)
12 CONTINUE
CC 22 I=1,N0
CC 22 J=1,N0
CC 21 K=1,N0
21 XV(I,J)=XV(I,J)+SC(I,J)*YY(J,K)
22 CONTINUE
RETURN
END
SUBROUTINE WHFIC (WFIN)
COMMON/XEYIJ/YN0(10),XN0,THN1,G0,NDA,CHO
DIMENSION YPR(10)
3000 FORMAT/20X*WFIN FAILED TO CONVERGE. FINISHED WITH*10.20X*WMIN =
1.5E-15 & WMIN = 0.5E-15 % WMIN = 0.
DO 1 I=1,NG
1 YPR(I) = FLOAT(I)*YN0(I)
DO 2 I=1,NG
F = FF = 0. I ICT = AG
2 IT = ICT = 1
F = F + Y00
CEITA = F/FP
WMIN = WFIN = CELTA
IF (ABS(CELTA/WFIN)-TINY) 4,4,3
3 CONTINUE
PRINT3000, WFIN, CELTA
4 RETURN
END
SUBROUTINE ABN(I, J, NG)

COMMON/RKRIJ, YNI, AG, YNIJ, NG

COMMON/NEXTEN, A(155), B(10)

DIMENSION SIN(55)

CALL SIN/1, 2, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55

1 20, 11, 8, 17, 21, 35, 35, 21, 7, 1, 8, 28, 56, 78, 56, 28

2 8, 1, 9, 36, 24, 12, 11, 6, 24, 36, 9, 10, 45, 120, 210, 292

3 210, 120, 45, -1, -1

IF (IPL = 2) 100, 200, 203

100 DO 1 J = 1, NG

1 YNI(J) = YNI(J) / BSU

DO 2 J = 1, NG

2 YNIJ(J) = YNI(J) / BSU

DO 3 I = 1, NG

3 A(I, J) = SIN(I) * YNI(I)

RETURN

200 DO 5 I = 1, NG

5 B(I) = I, 1, 1

DO 4 J = 1, NG

4 JCTI = (JCT * (JCT - 1)) / 2 + I

B(I) = A(JCTI) + B(I) * NG

4 JCT = JCT - 1

9 CONTINUE

RETURN

END
SUBROUTINE XMNSK1(W, RN, R), GV, MMIN, RSUE, BSUE
C
C COnPy/FRK01/YN1(10), HP, YN1(10), HP, YO8
C COnPy/ClaC/NGACSS, XG(50), HP(50)
C COnPy/NET/KEEN/A(55), B(16)
C
3001 FORMAT(5X, 2(F10.7, 2X), 2(E15.7))
F * G = 0.5, WTOP = W + MMIN
SQWTP = SORT(WTCF)
CG Z J=1, NGAUSS
XI = WTOP*2.35*(XG(I)+1.)***2
WP = W - XI
EV P = 0., JCT = NG
CO 1 J=1, NG
P = B(JCT) = P*XI
JCT = JCT + 1
JCT = NG
CO 4 J=1, NB
EV = YK(JCT) * EV WP
JCT = JCT + 1
HT = HG(I)/SORT(F)
F = F + HT
G = G + HT*9
G = SGWT*F*RSUE
G = SGWT*G/RSUE
RN = F*SORT(1. + 1. / F/G) - 1.
RX = RX + 2.*F
GV = 0.8 JCT = NG
CO 3 J=1, NG
GV = ICV + YNG(JCT)*4
JCT = JCT + 1
GV = YGO + BSUE*GV
PRINT5001* RN, RX, GV, F, G
RETURN
END
CALL LINRESG(Z,2,R,V)
IF (IPII) 300, 300, 200
200 DO 205 I=1,ZRR
  $R(I)=ZRR(I)$
  $R(2)=ZRRZ(I)$
  V(I)=V(2)=GRK(I)
205 CALL LINRESG(Z,2,R,V)
300 CONTINUE
CALL EXITG(Z)
IF (LIVE) WRITE (10, 1000)
IF (LIVE) READ (9, 1001) HAPEDUM
RETURN
END
SUBROUTINE TICKGEN(N, MAXTICK, MIN, NOTICK, VALTICK, EXP)
DIMENSION TICK(5), MULTIPL(3)
REAL MIN, MAX, MAXTICK, NOTICK, VALTICK, EXP

4000 FORMAT (IF6, 1)
2000 FORMAT (I3)

RANGE = MAX - MIN
ENCODE(A, 1000, INTMC) RAN(E
EXPCHR = SHIFT(INTMC, 30)
EECODE(3:2000, EXPCHR) EXP
IAS = 10**EXP
VALMAX = ABS(RANGE/IAS/FACTOR)
SCALE = .01
CO 2 IN14
CO 1 IN13
TEST = SCALE*FLOAT(MULTIPL(I))
IF (VALFPTK-TEST) 3, 3 + 1
1 CONTINUE
2 SCALE = 10**SCALE
3 VALTICK = TEST*IAS
MIGHT = INT(MAX/VALTICK) + 1
NOTICK = 0
CC 4 IN14, 50
TICKTEST = FLOAT(MIGHT-1)*VALTICK
IF (TICKTESTGE, MIGHT) GO TO 4
IF (TICKTESTLE, MIGHT) GO TO 9
NOTICK = NOTICK + 1
TICK(1, NOTICK) = TICKTEST
4 CONTINUE
5 CONTINUE
END
FUNCTION VCFP(RV,NRT)
CCMPCH/CLNCDF/A[(56),NCU]
DIMENSION LCT(4)
CATA LCT/0,14,22,42/
C
ENTRY VCFR
R=RV*RE
IF(NRT-2) 101,112,103
101 X = R = 1, 1 GO TO 110
102 X = 1, -1/R 5 GO TO 110
103 IF(NRT = 3) 104, 104, 104
104 X = 1, -1/R**F 5 XTRA = X 5 GO TO 110
105 X = 1, -EXP(R*E(1.-R)) 5 XTRA = X
110 F = 0.
DO 111 I=1,NSTR,NCUN
II = NPLUS - I
111 F = X*(F + A(II))
VCFR = 1. + XTRA**F**A(181)**X**2
RETURN
C
C THIS ENTRY INITIALIZES SEVERAL PARAMETERS TO BE USED ABOVE
C
ENTRY VCFR
RRE=1/A(2)
IF(NRT-3) 301,313,314
301 NSTR = 3 5 XTRA = 1. 5 GO TO 310
303 P = A(31) 5 NSTR = 4 5 GO TO 310
304 RNO = A(45) 5 NSTR = 4
310 NPLUS=NSTR+NCU+LCT(NRT) 5 N0=1+LCT(NRT)
VCFR = 7.
RETURN
END
APPENDIX II

This appendix is a synopsis of the program ERWIN (in honor of Erwin Schroedinger) which, like DUNPOT, is bereft of comment cards. The theory behind the algorithm and the mechanics of the program are briefly described, the formatting of the data input is outlined, and sample control card and input decks along with a program listing are provided.

For a simple $^1\Sigma$ state of a diatomic molecule, the radial equation is of the form:

$$-(\hbar^2/2\mu R)^{\frac{d^2}{dr^2}}(\psi R^j) + (V(R) + (\hbar^2/2\mu R^2)J(J+1)-E)\psi = 0$$

If we measure our reduced variable $r$ in units of $R_e$ and measure the reduced energy $\varepsilon$ in units of $B_e$, and let the function $P = \psi/r$, the above equation reduces to

$$\frac{d^2}{dr^2}P(r) = (u(r)-\varepsilon)P(r)$$

where

$$u(r) = \frac{V(R)}{B_e} + \frac{J(J+1)}{r^2}$$

These reduced variables take the mass and equilibrium and internuclear distance out of the picture and have some other useful application. For one, the Bohr-Sommerfeld quantization becomes:
\[ v + 1/2 = \frac{1}{\pi} \int_{r_-}^{r_+} \sqrt{u(r) - \varepsilon} \, dr \]

Moreover, the reduced well-depth, \( D_e/B_e \), becomes the Harrison-Bernstein well capacity parameter. The LeRoy-Bernstein quantity, \( v_D \), scales (within a factor of unity) as \( (D_e/B_e)^{1/2} \), and a list of these scaling factors are given in Table I. The point here is to hopefully provide some insight into how the vibrational levels are spaced according to the well depth, independent of isotopic mass. It should be noted that the RKR f and g integrals are also simplified in these units.

The Numerov solution to the radial equation assumes that \( P(r) \) is known at \( r_i \) and \( r_{i-1} \), and the function at \( r_{i+1} \) can be approximated by

\[ Y_{i+1} = 2Y_i - Y_{i-1} + \delta^2 (u_i - \varepsilon) P_i \]

where \( P_i \equiv P(r_i) \), etc., \( Y_i = (1 - \frac{1}{12} \delta^2 (u_i - \varepsilon)) P_i \), and \( \delta = |r_i - r_{i-1}| \) (equally spaced \( r_i \) points). The use of \( Y_i \) instead of \( P_i \) in the difference equation reduces the error from \( \delta^4 \) to \( \delta^6 \).

In the Cooley procedure for finding the vibrational energy from some initial guess, the wave function is set to some small number in the nonclassical region of the potential \( (E < V(r)) \), the wave function at the next point is estimated by the JWKB approximation, and the succeeding values at smaller \( r \) are calculated by the Numerov procedure until one arrives at the outer, absolute maximum,
or "matchpoint", of the wave function. The procedure is repeated starting from the inner nonclassical region until the outer, absolute maximum is achieved. The energy is systematically adjusted in order to improve the continuity of the derivative of the wave function at this matchpoint.

The notation used in the program code is actually that of Blatt\(^4\), where \( T_1 = \frac{\gamma^2(u_1 - \varepsilon)}{12} \). The intention is to incorporate some of his suggested modifications. Other future modifications should incorporate the higher order extension of the Numerov method outlined by Roothaan and Soukup\(^5\). At present, the program runs fast enough for our purposes, but the above modifications would facilitate the direct-fit discussed in Chapter III.

The program itself is written for the ad hoc purpose of calculating the vibrational energy levels and rotational constants for one potential only, where the parameters in the calculation are internally scaled by \( B_e \) and \( r_e \). Although this scaling is aesthetically pleasing to this author, it should be modified for calculating Franck-Condon factors, where two potentials (and hence two sets of \( B_e \) and \( r_e \)) must be considered.

The potential used by the program is determined by the function routine VOFR(R), where \( R \) is in units of \( r_e \). The routine must return the value of the potential in units of \( B_e \). The routine also calculates the derivative through the entry \( \nu \)PRIME. A final entry, VUVR, is used at the beginning of the program to initialize the parameters used by the routine and returns the value of \( B_e \) to the main program.
so that the program can output the energies in units other than $B_e$.
The routine also calculates the centrifugal portion of the potential
for $^1\Sigma$ states, i.e. the quantum number dependence is simply $J(J+1)$.
The function routine provided with the main program can calculate
the potential energy for the Dunham, SPF, Thakkar and Huffaker series,
but the modular form of this routine allows for substitution with a
routine of any other functional form at linking time. An example
is provided in the sample control card listing.

One of the weak points of the Numerov-Cooley algorithm is that
the procedure converges on the energy level closest to the initial
guess and pays no heed to the vibrational quantum number, $v$. A
pre-processor, subroutine ENEW, estimates the energy level for a
given $v$ by iteratively solving the Bohr-Sommerfeld quantization con­
dition mentioned earlier. This routine uses the auxiliary routine
TP, which calculates the classical turning points for a given energy,
and VOFR. The Gauss-Chebyshev quadrature points used for calculating
the Bohr-Sommerfeld integral and its energy derivative are tabulated,
in octal, in BLOCK DATA CHEBYQD. The advantage of this pre-processor
is that any energy guess can be given to this routine and, for a
given $v$, an estimate correct to within 1% or less of the true value
can be quickly made. In the event the iteration fails to converge,
which occasionally happens when close to the top of the potential
well, the routine returns the initial guess to the main program.

The subroutine, CASHION, is with a few minor modifications an
unabashed copy of the function SCHR written by J. K. Cashion. This
is the Numerov-Cooley algorithm that determines the quantum mechanical
energy and wave function for the potential. It utilizes the sub­
routines TP, NRMLZ, and CALNODE. NRMLZ normalizes the converged
wave function using a Simpson's rule integration. CALNODE, another
Cashion creation, counts the number of nodes in the wave function in
order to confirm that the energy for the correct \( v \) had been calcu­
lated.

Other subroutines are SETUPU, BSUBV, and EXTR. SETUPU calcu­
lates the array \( \delta^2 u(r_1)/12 \) used by CASHION. BSUBV calculates the
rotational constant for each vibrational level by Simpson integration
of \( \psi^2/r^2 \). EXTR is a dummy routine which can be replaced at link-time.

All input is read in through the main program ERWIN. Output
is generated by ERWIN, ENEW, TP, and CASHION. Other I/O files in
the program header card are ETCTRA, USW, and PSI. The first two of
these files are unused and can be incorporated into a replacement
routine for EXTR. PSI is a file to which the energies and wave
functions may be written out (in binary) by routine CASHION.
Sample Control Decks

The following is for running on the 7600 with nc program modifications:

(jobcard)
$ID=password
FETCHPS(JSWB,LGO,NEWN7S2)
LGO.
EXIT.
DUMP(0)
FIN.
END.
(7/8/9 card)
(data deck)
(6/7/8/9 card)

The next set compiles replacement files for the program's function routine, VOFR, and the subroutine EXTR. The latter routine will produce an auxiliary output file in the I/O file ETCTRA.

(jobcard)
$ID=password
FTN4,OPT=2,ROUND,B=VOFR.
FTN4,OPT=2,ROUND,B=EXTR.
FETCHPS(JSWB,ERWIN,NEWN7S2)
LINK,F=ERWIN,R=VOFR,R=EXTR,PP=[]{:,ETCTRA}.
RETURN,ERWIN,VOFR,EXTR,FTN4LIB.
DISPOSE(ETCTRA=UP,T='FXTRA/OUTPUT})
EXIT.
DUMP(0)
FIN.
END.
(7/8/9 card)
(new VOFR function FORTRAN deck)
(7/8/9 card)
(replacement FORTRAN subroutine for EXTR)
(7/8/9 card)
(data deck)
(6/7/8/9 card)
The following is a description of the input structure and a sample input deck.

\((\text{ITITLE}(I), I=1,8)\)  
\text{FORMAT}(8A10)  

One card of 80 characters, or fewer, labelling the data set.

\(\text{NRT, NPR}\)  
\text{FORMAT}(16I5)  

\text{NRT: A flag determining which series potential is being used.}

The values 1, 2, 3, and 4 are for the Dunham, SPF, Thakkar, and Huffaker potentials, respectively. NRT is not used if a replacement function is used at link-time.

\text{NPR: The number of potential parameters used in the potential function.}

\((A(I), I=1, \text{NPR})\)  
\text{FORMAT}(5E15.9)  

These are the potential parameters used by function VOFR.

\(\text{RCN, RCX}\)  
\text{FORMAT}(8F10.5)  

These are the innermost and outermost values of \(r\) (in units of \(r_e\)) in which the potential is valid.
NEN, NPRIN, NCA, NGRID, IPRIN, NODE, NBV, NUMEROV.

FORMAT(16I5)

These are various integer flags and parameters. Their functions are:

NEN: The maximum number of iterations allowed to routine ENEW.

If NEN=0, the pre-processor is not used.

NPRIN: Printing options in ENEW, which are:

= 0 : Only the converged energy is printed.
= 1 : Energies, corrections, etc., for each iteration are printed.
= 2 : Same as 1, except the classical turning points (in r_e) are printed for each iteration.

NCA: The maximum number of iterations allowed to CASHION. If 0, the routine is not employed.

NGRID: The number of grid points in the Numerov solution of the wave function. Maximum number is 5000, recommend more than 250.

IPRIN: Printing options for CASHION.

= 0 : Only the converged energy and the classical turning points are printed.
= 1 : Same as 0, except the energy, corrections, etc., are printed for each iteration.

NODE: Flag for the node counting routine.

= 1 : Number of nodes for each wave function are counted.
= 0 : The routine is skipped.
NBV: Flag for calculation of the rotational constant for each vibration level.

- 1: $B_v$ is calculated.
- 0: Not calculated.

NUMEROV: Flag for printing out the wave functions (in binary) on I/O file PSI. Options are the same as NOSE and NBV.

```
NV,NJ,TEO,TEPSWKB,TEPSNUM,TRN,TRX,TRTN,TRTX
FORMAT(2I5,3E10.4,4F10.5)
```

This data card is repeated for every energy level that is to be calculated.

NV: The vibrational quantum number.
NJ: The rotational quantum number.
TEO: Initial guess of the energy.
TEPSWKB: Convergence tolerance for ENEW. Energy units are the same at TEO. The energy units should be the same as that of $B_e$ used in VOFR.
TEPSNUM: Convergence tolerance for CASHION.
TRN: Innermost point (in units of $r_e$) for the Numerov solution.
TRX: Outermost point for the Numerov solution.
TRTN: Inner classical turning point estimate for TEO (in units of $r_e$).
TRTX: Outer classical turning point estimate for TEO.
Note: The above variables which have a "T" prefix must be given values for the first energy level. For the succeeding levels, if any or all of these variables are left blank, the refined values from the previous energy level calculation are used.

To terminate a data set and start a new one, insert a "-2" for NV and follow this card with the ITITLE card of the next data set. If a "-1" is inserted, a different series potential for the same molecule and the new data set should begin with the NRT. NPR card.

If no new data sets are to follow, insert a "-2" for NV and "STOP" for the title card, with the "S" beginning in the first column.
The following is a sample input deck to program ERWIN. The potential is the nominal Thakkar function for \( \text{Ar}_2 \). The "blank input" option described earlier is used extensively.

```
AR2/NOTMAL THAKKAR/TO
E4
31.228
.0597676
5.51476
-.20447
-.088769
3.13

Note that the first two potential parameters above are \( \omega_e \) and \( \beta_e \) as opposed to \( e_0 \) and \( \rho_e \) as outputted on file OUTPUT by program DUNPR.
```
REFERENCES

Table I. Ratios of \((v^+1/2)\) to the well capacity, \((D_e/B_e)^{1/2}\), for several model potentials.\(^a\)

<table>
<thead>
<tr>
<th>Potential</th>
<th>((v^+1/2)/(D_e/B_e)^{1/2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muffin-Tin (^b)</td>
<td>((b/r_e))/(\pi)</td>
</tr>
<tr>
<td>Sutherland-n</td>
<td>([\pi(n/2-1)]^{-1})</td>
</tr>
<tr>
<td>-6</td>
<td>0.15916</td>
</tr>
<tr>
<td>Lennard-Jones ((m,n))</td>
<td>(\pi^{-1}(n-m)^{-3/2}(n^n/m^m)^{1/(2(n-m))}B(m/2-1,3/2)^c)</td>
</tr>
<tr>
<td>((12,6))</td>
<td>0.23858</td>
</tr>
<tr>
<td>Exp - 3 (^d)</td>
<td>0.94749</td>
</tr>
<tr>
<td>- 4</td>
<td>0.48178</td>
</tr>
<tr>
<td>- 5</td>
<td>0.32404</td>
</tr>
<tr>
<td>-6</td>
<td>0.24436</td>
</tr>
<tr>
<td>Morse (^e)</td>
<td>(\rho^{-1})</td>
</tr>
</tbody>
</table>

\(^a\)Evaluated from the Bohr-Sommerfeld integral for \(E = D_e\) and \(r_+ = \infty\).

\(^b\)Square well with infinite inner wall, width of \(b\), and outer "plateau" of \(D_e\). \(r_e\) lies somewhere in the well.

\(^c\)\(B(x,y) = \Gamma(x)\Gamma(y)/\Gamma(x+y)\)

\(^d\)For Exp-n: \(V(r) = D_e[\exp(2n(1-r)-2r^n)]\), \(r\) measured in units of \(r_e\).

\(^e\)\(\rho\) is the same as in the Huffaker-Morse potential of Chapter II.
PROCRA = CHN1 INPUT OUPFL ETCRA JSW FSI
1 TPE3 = TCRA TPE2 = USH TPE1 = PSI
CCMCH = CEBY / HCERX / C1 (11) / HGI (10) / HGI (10) / HGI (10)
CCMCH / CFCFISH / A (11) / TOL / FR / FR / FLN2
CCMCH / LCCPLTW / Mx / Hx / Rx / R
CCMCH / PCTUW / P (5000) / W (5000)
LEVEL2 F U
CCMCH / CLTOFF / RCH / RCX
CCMCH / E/TRA / XTR (50) / ITR (50)
DIMENSION TITLE (61) NAME (4)
CATA NAME = EMHURAAN 3HCPF 7THMAKAR 8HMUFFAKER
CATA FLN2 / 0 /
1000 FORMAT (16 / 10)
1120 FORMAT (16 / 10)
1200 FORMAT (0 F 10.5)
1300 FORMAT (5E15.9)
1404 FORMAT (12.5, 3E10.4, 4F10.4)
2200 FORMAT (1L14X & 10/)
3000 FORMAT (1X = NUMBER OF TFRPS IN GAUSSIAN QUADRATURE = */10)
3001 FORMAT (12x USING THE ASC POTENTIAL WITH 13 X PARAMETERS = */1)
3002 FORMAT (* POTENTIAL IS VALID BETWEEN * F10.6 * AND * F10.6 *1)
3003 FORMAT (X NEN = * F10.6 * HPRSPAN = * F10.6 * NCA = * F10.6 * NGRID = * F10.6 *
1 X / X / FPR = * F10.6 * X HFR = * F10.6 * HNGR = * F10.6 * NUMPROC = * F10.6 *1)
3004 FORMAT (15X = CR V = * F10.6 * J = * F10.6 * GUESS E = * F10.6 * CHI-1 AND E *
1PSIWORDS = * F10.3 * X / DFIN RANGE OF INTEGRATION BETWEEN * F10.6 *
2 AND * F10.6 * GUESS TERRING POINTS BETWEEN * F10.6 * AND * F10.6 *1)
3930 FORMAT (1F50.15 /)
1 REAC 1000. (TITLE (1), I = 1, 8)
2 IF (TITLE (1) = 'STOP') STOP
PRINT2000. (TITLE (I), I = 1, 8)
PRINT3000. HMEEB
2 REAC 1010. NRT, APE
PRINT3001. NAME (NRT), 50
READ 1030. (A11), I = 1, NRT
PRINT3030. (A11), I = 1, NRT
BUDE = UVR (DUPV)
READ 1029. RCN, RCX
PRINT3002. RCN, RCX
READ 1010. NEN, APFIN, NCA, NGRID, HPRSPAN, NODE, HNGR, NUMPROC
IF (NPIVX = 2) WRITE (11) TITLE (I), NRT, NPIV, NGRID
PRINT3003. NEN, APFIN, NCA, NGRID, HPRSPAN, NODE, HNGR, NUMPROC
READ 1043. NV, NJ, TEO, TEPNKB, TEPNULP, TRN, TRX, TRTN, TRX
TFLN2 = FLN2 + FLN2 = FLCATINP (NJ + 1)
IF (TEO = NE = NJ) EQ = TEO
IF (TEPNSKBN = NE = 0) EPBNE = TEPNSKB
IF (TEPNSKBN = NE = 0) EPBSNP = TEPNSUM
IF (TRN = NE = NJ) RN = TRN
IF (TRX.NE.0) RX = TRX
IF (TRX.NE.0) RX = TRX
IF (TRX.NE.0) RX = TRX
IF (TRX - NE = 0) RTX = TOTX
IF (NV = 1) 1.2, 1
4 PRIMES004. NV, NJ, E0, EFSKEB, EPBN, RN, RX, RTN, RTX
IF (NUN = 1) 0.5
5 CALL ENE (NEN, AFFIN, NV, E1*EPNSKBN, BSUBER, RTN, RTX, E)
IF (NC) = 2.3, 7
6 E = E0
3N3
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SUBROUTINE ENER(NPOL,APRIN,NCI,EDP,EDSUSE,RTX,FTX,E)
COMMON/CH1EF,NQ4,E,SC11(100),MC1(100),XC1(100),MCII(100),MCII(100)
COMMON/CFISH/10(1),704,FR,RTX,FLN2
DIMENSION MARK(10)
C DATA PARR/30(I**4)/
C DATA PS/2.51415826935896/
2999 FORMAT(1X/15X*INITIAL MAKE CLASS OF E#/1
3000 FORMAT(1X/15X*CORRECTION=3X*INTEGRAL=3X*DERIVATIVE#/1
3001 FORMAT(1X/15X*4 14X/15X,8.4)
3002 FORMAT(1X/15X*FAILED TO CONVERGE. GAVE E = *E20.13* ANYWAY*/1
3003 FORMAT(1X/15X*10X10A1,3X*CONVERGED TO E = *E20.13*3X10A1/1
3004 FORMAT(1X/15X*10X>) E = V WAS NEGATIVE OR ZERO. RESET E = E0. <<<<
1 #
VPH = FLAT(HV) = .E 3 TP1 = 2.0*PI 3 ED = E0/BSUBE
EPSTEST = EPS/BSUBE
PRINT2595
IF(APRIN,E0.0) GO TO 1
PRINT 3000
1 CONTINUE
CL 3 I=1,NCOR
CALL TPIE,RTN,RTX,NPRIN1
RCEL = .E*(RTX-PRTN) 1 RAV = .E*(RTN+RTX)
RINT = RINP = 0.
CO 2 X=1,NCHEB
PC1 = XCI(K)*ROFL + RAV 1 PC2 = XCI(K)*RDEL + RAV
EOIF = E = VOFRT(PC1)
IF(EDIF) 8,8,9
9 GRAND1 = SORT(EDIF)
EOIF = E = VOFRT(PC2)
IF(EDIF) 8,8,10
10 GRAND2 = SORT(EDIF)
RINT = PRTN + WCLX(K)*RINQ2
2 RINP = PRTN + WC1(K)/GRAC1
RCEL = RCEL*RINP/PI 1 RINP = RCEL*RINP/TP1
CE = (VPH = PRTN)/RINP
IF(APRIN) 4,4,3
3 CFRIN = CE*BSUBE
ERIN = E1*BSUBE
PRINT3001,1,EPFR,DEFR,AEP,PRINT3001,1,MARK,EPFR,MARK
E = E1*BSUBE
RETURN
5 E = E + CE
ERIN = E*BSUBE
PRINT3002,1,ERP1
E = E*BSUBE
RETURN
6 CONTINUE
ERIN = E*BSUBE
PRINT3003,1,MARK,EPFR,MARK
E = E*BSUBE
RETURN
7 E = ED
PRINT3004
RETURN
ENC
<table>
<thead>
<tr>
<th>CAT A (IC II I)</th>
<th>x=1.500</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 70.973110169.10253192, y = 70.9737978074380270581799 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.7773518235125529, y = 70.9741631721366709 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.1167623193242238, y = 70.7178492271331403 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.114377447247220039, y = 70.112527325247172435 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.1126120442624614229, y = 70.11165747674965668 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.111744845680937767, y = 70.11024191764242217279 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.110243792436162513, y = 70.1082555595134585486 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.09753156337561039, y = 70.09652612191734514229 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.0952608722743146165, y = 70.094167541064214230 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.0946247410766954216, y = 70.0936341310774021775 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.092722924260435393, y = 70.091734177594672449 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.091271232257042742, y = 70.08978473239447542 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.087705637571128546, y = 70.08672497135641769 )</td>
<td></td>
</tr>
<tr>
<td>( x = 70.085774528776636239, y = 70.08477353971206129 )</td>
<td></td>
</tr>
</tbody>
</table>

**CAT A (IC II I) | x=1.100**

| \( x = 70.27754376414726645, y = 70.27779429277063828 \) |
| \( x = 70.277241591305641739, y = 70.277705066731122339 \) |
| \( x = 70.2763137636872145458, y = 70.2757766437670535 \) |
| \( x = 70.27474315212161292, y = 70.27342334534665236 \) |
| \( x = 70.27276431365273703, y = 70.271223252647327219 \) |
| \( x = 70.27034477507666479, y = 70.268737556240653188 \) |
| \( x = 70.26633410777462298, y = 70.264259710660892418 \) |
| \( x = 70.261417142611713729, y = 70.25610572074777774 \) |
| \( x = 70.25692656375275832, y = 70.254324853770725289 \) |
| \( x = 70.2518322415173411739, y = 70.247529151633771079 \) |
| \( x = 70.2424571041341491, y = 70.2343379413661527349 \) |
| \( x = 70.2320497103094429, y = 70.21746456500531759 \) |
| \( x = 70.2163647770725733, y = 70.21162028424162403 \) |
| \( x = 70.213237293424172209, y = 70.21163926433654270 \) |
| \( x = 70.210766222734121105, y = 70.19602533142223439 \) |
| \( x = 70.1927614592333527635, y = 70.177377047380796718 \) |
| \( x = 70.157379333270529032, y = 70.15797710165237198 \) |
SUBROUTINE TP(E, RTX, RTX1, APRIN)
COMMON/CLTCFF, PC, FT
3000 FORMAT (2X, "INNER CONVERGED ON *13* TO *10.6")
3001 FORMAT (2X, "OUTER CONVERGED ON *13* TO *10.6")
RTMIN = RTN  I  RTX1 = RTX
GO TO 2
11 IF(RTX1-RTX) 12, 13, 11
12 CEL = (E-VCFR(RTX1)) / VPRIME(RTX1)
IF(ABS(CEL/RTX1) = 1.0.E-14) 3, 3.1
1 RTX1 = RTN1 + CEL
ICT = 1
2 CONTINUE
13 A = RCA  I  B = 1
GO TO 17
17 A = RTX1
GO TO 17
17 CONTINUE
3 RTN = RTX1
IF(APRIN=1) 5, 5.
4 PRINT 300, ICT, RTX
5 CT 7 I=1, 50
IF(RTX1<RCX) 19, 20, 20
19 RTX1 = RTX1-1, 24, 25, 19
19 CEL = (E-VCFR(RTX1)) / VPRIME(RTX1)
IF(ABS(CEL/RTX1) = 1.0.E-14) 8, 8.6
6 RTX1 = RTX1 + CEL
ICT = 1
7 CONTINUE
20 A = 1.  I  B = RCA
GO TO 24
20 CONTINUE
20 CONTINUE
20 CONTINUE
9 RTX = RTX1
IF(APRIN=1) 10, 11, 9
9 PRINT 3001, ICT, RTX
10 RETURN
ENC
SUBROUTINE CASHION(IPRINT, NCPCRF, N, RTH, ATX, EO, EPS, ESUEF, NFL)
CCMCN/MM, CCLPLP/HV, M, H, R, F, P
CCMCH/PETLUK/P(5000).U(5000)
LEVELS, F, L
DIMENSION MARK[111]
CALL MAC/10(11+1)
1999 FORMAT(/30X"CCOLLEY INTEGRATION RESULT")
2000 FORMAT(2X=ITN"9",E=12X"CORRECTION=1X"F=3X"F=PRIME"7X"MATCHPOINT"
1"/
2001 FORMAT(1FXI5.4,12X"F",F15.8)
2002 FORMAT(/10X10A4,1X"CONVERGED TO E = 1PE20.13,3X10A1")
2003 FORMAT(20X"FIRST TYPICAL PCPTS ARE *F10.6* ANC *F10.6/
2100 FORMAT(1FX20X"OCPS" E SLOSHED OVER TO *E15.8/
2101 FORMAT(20X"RENCRALIZEI AT P =**T 5")
2102 FORMAT(20X"OUTNAFC INTEGRATION GAVE A ZERG AT THE MATCHPOINT ON IT"
2103 FORMAT(/20X"FAILED TO CONVERGE. E = 1PE20.13")
NFL=1
PRINT1999
IF(IPRINT) 2,2,1
1 PRINT 2000
2 CE = 0. E = E0*HV/ESUEF E EPTEST = EPS*HV/ESUEF
CUFL0 = 1.E+100 E P = PN = 1.E+50
CO 119 IT=1*NCRF
1M = PH E SUMOUT = SUMIN = 0.
TN = U(N) = E
ti = U(N-1) - E
IF(T4) 100,101
100 EPL.IN = E*ESUEF/HV
PRINT2100, EPRINT
EO = E*ESUEF/HV
NFL=1
RETURN
101 PIN(I) = PN(I)*TN/TI)**.29*EXP(SORT(I), SORT(I)*TN/TI)**
Y1 = (1.0-TI)*PN
Y2 = (1.0-TI)*P(N+1)
F = N = 2
102 Y3 = Y2 + (Y2-Y1) + 1.E*P*(N+1)
TI = U(N) = E
F(M) = Y3/TI + 1.E-TI)
IF(AES(F(M))=0VFL0) 104,150,150
109 PM = P(N)
CO 103 K=KM N
103 P(K) = P(K)/PM
Y2 = Y2/PM
IF(P) 107,107,100
100 PRINT 2101, N
104 IF(AES(P(M)) = AES(P(M+1))) 107,107,105
105 IF(M=5) 107,107,106
106 Y1 = Y2 + Y3
P = N = 1
GO TO 10E
107 PMIN = P(M)
I PLECH = M 1
YMIN = Y2/PMIN
P1 = P1+1
CO 108 I=PM1, N
108 SUPIN = SUPIN + P(I)*P(I)
SUPIN = SUPIN/P(I)**2
TI = U(I) = E 1 Y2 = L(2) - E 6 P(I) = P1
$Y_1 = 0.0$, $V_2 = (1.0 - T_1)*P_1$ $V_1 = T_2$

ISTART = 2

IF($T_2 > 3$) GC TO 109

$P(2) = P_1*(1/T_1 + 2.5*EXP(3.0*T_1))*SORT(3.0*T_1)$

$Y_1 = Y_1 + V_2$ $V_2 = 0.0$ $T_1 = U(1) - I$

ISTART = 3

109 CO ISTART = T

$V_3 = Y_2 + ((V_2 - Y_1) + 1.0*Y_1*(Y_1 - 1))$

TI = U(T) - E

$P(2) = Y_1*(Y_1 - T_1)

ISTART = I

110 $P(K) = P(K)/P_1$

$Y_2 = Y_2/FI$

PRINT 2101, I

$Y_3 = Y_3/FI$

CONTINUE

$FMOUT = F(M)$

IF($FMOUT = 100$) $V_3 = Y_3/FI$

PRINT 2102, IT

GO TO 116

116 $YOUT = Y_1/FMOUT$

$YM = Y_2/FMOUT$

CO I16 $T_1 = T$

119 SUMCUT = SUMOUT + $P(1)/P(1)$

SUMCUT = SUMOUT/$FMOUT$

$F = 0.4*(YIN - YOUT)/120.0 + T_1$

$FPRP = SUMIN + SUMCUT$

CE = $F/FPRP$

118 IF($FPRP = 100$) $V_3 = Y_3/FI$

PRINT 2101, IT

IF($FMOUT = 100$) $V_3 = Y_3/FI$

CONTINUE

$E = E + CE$

IF($ABS(CE) > EPSTEST$) 120, 120, 119

CONTINUE

$EO = EPRIN = E = E/SUBE#V$

PRINT 2103, EPRIN

EFL = 0

RETURN

120 CALL APPLZ($H_1$, $M_1$, $F_1$, $P_1$, $PRIN$)

$EPRIN = E = E/SUBE#V$

PRINT 2102, APPL, EPRIN, MARK, $P(1)$, $M_1$, $H_1$

RETURN

ENC
SUBROUTINE SETFL(K)
CCMFLN/ICCLPOT/H0,H1,H2,RA,RR
CCMFLN/PCTLUK/P(55000),U(55000)
CCMFLN/PCTLUK/P(55000),U(55000)
LEVELZ, F, U
H = (R3-RH)/FLCAT(N=L)
H2 = H*M  S  HV = H2/12.
R = WN
DO 1 I=1,N
U(I) = HV*VOR(P)
1 R = RN + I*W
RETURN
END
SUBROUTINE NLMLZ(N,N,P,M,NPI)
C MPON/LCCLPOT/P/H2,M2,RA,AL
C MPON/PCTLUX/P(5000),U(5000)
N
LEVEL2: F U
E1 = EZ = 01 = C2 = 0. 1 PM02 = PM0*PM0 = 012 = PMI*PMI
N1 = N + 1 1 FP1 = M + 1 1 NM1 = M - 1
M1 = M - 1 1 FP1 = M + 1 1 NM1 = M - 1
CO 1 IM1,1,2
1 01 = O1 + P(I)*P(I)
1 IP1 = I + 1
1 IF(I-1 = M/2) I = 2,3
2 C2 = P(I+1)*P(I+1)
1 PCMT = P + 3
3 GO TO 4
3 G1 = 01 + P(I)*P(I)
3 PCMT = P + 3
3 GO 5 IM1=PCMT.NM1,2
4 C2 = C2 + P(I)*F(I)
4 IM1 = I + 1
5 EZ = EZ + P(IM1)*P(IM1)
TACKOH = (P(I)*P(I) + P(I)*P(I-1)*H/2)/PM02
C = O1/PM02 + C2/PP2
E = E1/PM02 + EZ/PP2
1 SIMP = P(P2)*PH02 + P(P2)*PMI2 + 40002 = 2*E)*H/3.
1 PNC = PM*PCMT 1 PNI = PM*PM0
CO 6 IM1,N
1 P(I) = P(I)/PM0
CO 7 IM1,N
7 P(I) = P(I)/PM0
RETURN
END
SUBROUTINE CALLGCE(N, NICES, NSSTART, NSTOP)
CCMPC/PCTLUK/P(5000),U(5000)
LEVEL2, F,L
DIMENSION MARK(10)
DATA MARK/10*(1H1)/
2000 FORMAT (10X,10A1,3X,*NUMBER OF NODES = *13,20X+10A1/)  
NODES = 0
DO 10 J=NSSTART,NSTOP
  1 IF(P(J,1)) 2*1,1
  2 IF(P(J,1)) 2*1,1
  3 IF(P(J,1)) 2*1,1
  4 IF(P(J,1)) 2*1,1
  5 IF(P(J,1)) 2*1,1
  6 IF(P(J,1)) 2*1,1
  7 IF(P(J,1)) 2*1,1
  8 IF(P(J,1)) 2*1,1
  9 NODES = NODES + 1
10 CONTINUE
PRINT 2000,MARK,NODES,MARK
RETURN
END
SUBROUTINE BSUBE(N,SUBE,EV)
COMMON/LCLPOT/HV,M,RT,RX
COMMON/PCTRLUK/P(50001),U(50001)
CCH+CH/PCTRLUK/P(50001),U(50001)
LEVEL2, F,U
CIPENSOP MARK(10)
CATA MARK/10*(1=3)/
2000 FORMAT(10X,10A1,2X*RCTATICAL) EV = "1#E20.13,3x,10A1/
EV = E = 0, 5 F = 4N + 3*H 5 3 = IP(3)/(RH+2)*H)**2
NM = h - 2
TACKON = ((I(1)/RN)**2 + (P(2)/(RN+H))**2)**2/H**2.
CO 1 I=4, NM=2
E = E + (P(I)/R)**2
C = C + (IP(I+1)/(R+N))**2
R = R + 2*N
EV = (IP(2)/(RN+H))**2 + 4*O + 2*E + (P(N)/RX)**2)*H/3, + TACKON
EV = BSUBE *EV
PRINT2000, MARK,EV,MARK
RETURN, ENC
FUNCTION VCPR(F)
CCHPCH/C(FISH/A(10)) YOO AFR PRT FLNZ
DIMENSION AP(10)

C C ENTRY VOFR
ANG = FLNZ/(R*P)
IF(NRT=2) 101,102,103
101 X = R = 1.
GO TO 110
102 X = 1.* 1./R
GO TO 110
103 IF(NRT = 3) 104,105,106,107
104 X = 1.* 1./P**F
XTRA = X
GO TO 110
105 X = 1.* EXP(FHC*(1.+0))
XTRA = X
110 F = 0.
DO 111 I=ASTRT,APR
II = APLUS - 1
111 F = X*(F + A(I))
VOFR = (1. + XTRA*F)*A1*X**2 + ANG
RETURN

C C ENTRY VPFRM
ANGP = -2.*FLNZ/(E*R*P)
IF(NRT = 2) 201,202,203
201 X = R = 1.
GO TO 210
202 X = 1.* 1./F
OXR = 1.*X**2
GO TO 210
203 IF(NRT = 3) 204,205,206,207
204 X = 1.* 1./P**F
OXR = P*(1. = X)/R
XTRA = X
GO TO 210
205 X = 1.* EXP(FHC*(1.+0))
OXR = RHC*(1.+X)
XTRA = X
210 F = 0.
DO 211 I=ASTRT,APR
II = APLUS - 1
211 F = X*(F + A(I))
VOFR = (2. + XTRA*F)*A1*X*OXR + ANGP
RETURN

C C THIS ENTRY INITIALIZES SOME PARAMETERS TO BE USED ABOVE
C
ENTRY WAVE
IF(NRT=3) 301,302,303,304
301 BSUBE = A(2)
A1 = (A(1)/(2.^BSUBE))**2
ASTRT = 3
XTRA = 1.
OXR = 1.
YOO = (1.+A1) - 1.75*A(3)**2 + (NRT=1)**2.*(1.-A(3))**2
GO TO 310
303 P = A(3)
BSUBE = A(2)
A1 = (A(1)/(2.*BSUBE**F))**2
YOO = (1. + 6.*(1. + 3.*A(P)))/9.
ASTRT = 3
GO TO 310
304 ENC = A(3) - 1  A1 = (A(2)*RH3)**2
305 ESLBE = A(1)/A1  NSTRT = 4
306 Y80 = 3.*SHO**2-A(4)/8.
310 DO 311 I=NSTRT,APF
311 AP(I) = FLOAT(I)*A(I)
312 NPLUS = NSTRT * APF
313 VOFR = ESLBE
314 RETURN
315 ENC
SUBROUTINE EXTRAVN. N, NJ, ACDE, JY, SUBS,E, EPS, RTN, RTN, NFL
$TITLE:
CIPEN SIC II T ITLE (8)

THIS IS A DUMMY SUBROUTINE. REPLACE IT AT YOUR WHIM WITH
YOUR VERSION. SUGGEST YOU COMPILE YOUR VERSION AND REPLACE
THIS ONE WITH A "R= <BINARY FILENAME>" IN THE LINK CONTROL CARD

RETURN
END