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In today’s fast paced world, as the number of stations of television programming offered is increasing rapidly, time accessible to watch them remains same or decreasing. Sports videos are typically lengthy and they appeal to a massive crowd. Though sports video is lengthy, most of the viewer’s desire to watch specific segments of the video which are fascinating, like a home-run in a baseball or goal in soccer i.e., users prefer to watch highlights to save time. When associated to the entire span of the video, these segments form only a minor share. Hence these videos need to be summarized for effective presentation and data management.

This thesis explores the ability to extract highlights automatically using MPEG-7 features and hidden Markov model (HMM), so that viewing time can be reduced. Video is first segmented into scene shots, in which the detection of the shot is the fundamental task. After the video is segmented into shots, extraction of key frames allows a suitable representation of the whole shot. Feature extraction is crucial processing step in the classification, video indexing and retrieval system. Frame features such as color, motion, texture, edges are extracted from the key frames. A baseball highlight contains certain types of scene shots and these shots follow a particular transition pattern. The shots are classified as close-up, out-field, base and audience. I first try to identify the type of the shot using low level features extracted from the key frames of each shot. For the identification of the highlight I use the hidden Markov model using the transition pattern of the shots in time domain. Experimental results suggest that with reasonable accuracy highlights can be extracted from the video.
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CHAPTER 1
INTRODUCTION AND PREVIEW

1.1 Introduction

Vast amount of digital video is generated in our daily lives. Effective classification and retrieval of the desired information from huge collections of digital video is one of the most crucial and challenging problems. A lot of successful paradigms have emerged for video parsing, indexing, summarization, classification and retrieval. Although fruitful results have been achieved, more challenging problems need to be addressed and overcome in this field of research.

This increased generation and distribution rate of audiovisual content created a new problem: management of content. Unlike the tools for creation and distribution, tools to manage multimedia content are not matured enough. There are no feasible ways to automatically analyze, classify and browse the content.

Another issue that is currently in active research is the streaming of video over various networks. In the past few years, the number of streaming video sources has raised significantly. These cover almost any domain, ranging from personal web cameras, sports event transmission, news programs, surveillance and movie on demand streaming applications.

Sports video distribution over various networks should contribute to quick adoption and widespread usage of multimedia services worldwide, because sports video appeals to large audience. Processing of sports video, for example detection of important events and creation of summaries, makes it possible to deliver sports video over narrow band networks, such as Internet and wireless, since the valuable semantics generally occupy only a small portion of the whole
content. The value of sports video, however, drops significantly after a relatively short period of time.

Manual annotation of sports video by skilled librarians can be very time consuming. Hence it is more desirable to have automatic systems for multimedia content annotation and summarization. Certain features need to be extracted from the multimedia data which can be used for the data management, access, search and retrieval.

Automatic video extraction emerges as a solution to the problem of managing video content. Automatic video summarization can be defined as identifying relevant parts of a video and presenting it in an easily browsable form, with minimal user intervention.

1.2 Motivation

Watching sports is fun and especially when it comes to baseball it has lot of action. It is really interesting to watch a live match, but when it comes to browsing the action that had already taken place in a video it is really time consuming and painstaking effort. The value of the sports video falls and the volume of the video increases significantly with time. The amount of effort spent to extract all the important events in the video is relatively huge. Another important issue in recent times is the streaming of the live video on different bandwidth networks, because live video is bandwidth intensive. So, the solution is to send all the important events in the game making sure that the viewer’s get all the action in the game. To catch all that action of important events in the video an automatic extraction model is required. This is the motivation for investigating the methods that can automate extraction of highlights from baseball video.
1.3 Thesis Overview and Contribution

This thesis discusses the automatic extraction of highlights from a baseball game video. In order to extract the highlights automatically, the system has to identify different views and align that pattern of views to flag that as a highlight. Here I first divided the given video into different shots that do not have meaning on their own but gain meaning when joined together. From all the shots, I extracted the key frames that are designed to represent all or part of a shot. Key frames are individual images in the shots. Thus the amount of computation can be reduced if feature extraction is performed on the key frames instead of the entire shot. I extracted the different low level features from key frames such as color, motion, texture and edges that are defined by the MPEG-7 descriptors and using these features I classified the shots into different views like close-up, base, in-field, out-field views. Highlights in the game generally exhibit a sequence of views; I used this behavior and developed a hidden Markov model (HMM). Having done with the preprocessing of feature extraction and view classification, I applied the knowledge of HMM to extract the highlight sequence.

1.4 Thesis Outline

Before describing the work of the thesis, chapter 2 presents the literature survey and provides the necessary background.

Chapter 3 gives the detailed explanation of how video is structured in section 3.2, various types of shot transitions in section 3.3. Sections 3.5 and 3.6 explain the extraction of key frames and feature extraction from the key frames. Then the next section 3.7 explains the classification of shots using the available features.

In chapter 4 HMM for highlight detection gives the mathematical model behind the
highlight extraction. In sections 4.1, 4.2 and 4.3 of this chapter, I first gave a brief overview of the mathematical model, the problems faced in the model and the solutions to the problems. The last three sections show how this mathematical model helps in the extraction of the highlights.

Chapter 5 summarizes the experimental results obtained for shot detection, view classification and the overall performance of the system. Flow chart gives the overview of the system.

Chapter 6 concludes the presentation, in which it summarizes the major results and insights in the study. Suggestions for future extensions to the system including future study of the HMM and modifications for improving the system performance and accuracy are provided in this chapter.

1.5 Thesis Overview Diagram

The following figure illustrates all the stages of the highlight extraction process.
Figure 1.1 Overview Diagram
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2.1 Video Segmentation and Shot Detection

Video segmentation is the important step towards the content-based video classification and retrieval. Perfect automatic segmentation of video is hard to achieve with the current state-of-the-art. Dividing the video into different shots is the basic step in video segmentation. The identification of the shot is done at the shot boundaries, making the boundaries as a transition for shots. So identifying the boundaries will make segmentation of the video easier into shots. A shot transition can take the form of an abrupt change. Joining two shots together, one after another, produces an abrupt change known as a hard cut. A gradual effect is created by inserting edited versions of the two adjoining frames, resulting in a fade, dissolve, morph, or wipe.

Hard cuts are easily the most common form of shot boundary probably due to the fact that minimal editing is required in order to achieve such a transition [1], [2], [3]. Since the change between frames on a hard cut is drastic, it is easier to detect when compared to gradual changes. Due to the presence of this dissimilarity characteristic on hard cut boundaries, the measure of change between two consecutive frames can give an indication as to whether a shot boundary has been found or not.

A fade is a shot transition where either the last frame in a shot is dimmed to black by gradually lowering brightness levels, or the brightness of a black frame is gradually increased to reveal the first frame of a shot [1], [2], [3]. A dissolve is when a fade occurs in both directions, where one shot fades out while at the same time another shot fades in. As these transitions are gradual from one shot to the next, certain features may only exhibit slight changes, and this can cause problems when differentiating between inter-frame changes and inter-boundary changes.
While specific features may be used to detect fades and dissolve correctly, hard cuts can be found by more features and therefore are easier to detect.

2.2 Extraction of Key Frames and Features from a Shot

Key frames are still images which best represent the content of the video sequence in an abstract manner, and may be either extracted or reconstructed from original video data. Key frames are frequently used to supplement the text of a video log, but there has been little progress in identifying them automatically. The challenge is that the extraction of the key frames needs to be automated and content based so that they maintain the important content of the video while removing all redundancy. Key frames provide abridged representation of the original video sequence, serving a multitude of applications depending on the needs of the user. Key frames can provide a low bandwidth representation of the video sequence can serve as pointers to the desired portion of the video content or can be used in video indexing application. A native approach to key frame extraction is to choose the first frame of the shot as a key frame [4]. However this method fails in case of high intensity shots. The key frame should have little overlap in the content so as to provide maximum information [5]. A more robust method to key frame selection based on color histogram was proposed by Zhang [6]. However all these methods consider the first frames as their key frames. To provide more information, I adopted a method in which I took all frames with significant changes as the key frames. Thus, I have minimum of one or more key frames in a shot.

On a symbolic level, a digital image can be represented by image features which contain the information relevant for subsequent image interpretations. Features involved in an image are classified as spectral features (special color or tone, gradient, spectral parameters etc.,),
geometric features (edges, shape, size etc.), textural features (pattern, spatial frequency, homogeneity etc.). Feature extraction is a crucial preprocessing step for video indexing, classification and retrieval system. Most work on video classification and retrieval can be viewed as the extension of traditional image retrieval techniques. They select key frames in the video shots and extract image features based on selected key frames. However, these approaches neglect the important spatial-temporal information of video. In our model for extraction of all these features, I have considered the MPEG-7 format descriptors.

2.3 MPEG – 7 Descriptors

Producing multimedia content nowadays is much easier than before with the digital tools such as digital cameras, personal computers etc which make everyone a potential content producer who are capable of creating, modifying, distributing the data easily. However what would seem like a dream can easily turn into an ugly nightmare if no means are available to manage the explosion in available content. Content analog and digital alike, has value only if it can be discovered and used. Content that cannot be easily found is like content doesn’t exist, and potential revenues exist directly on the users finding the content. MPEG-7 also called “multimedia content standardization interface,” standardizes the description of multimedia content supporting a wide range of applications. Standardization activities do not focus so much on processing tools but concentrate on the selection of features that have to be described.

The MPEG-7 project has the objective of specifying a standard way of describing various types of multimedia information: elementary pieces, complete works and repositories, irrespective of their representation format and storage medium. The objective is to facilitate the quick and efficient identification of interesting and relevant information and efficient
management of that information. But MPEG-7 is quite a different standard than its predecessors. MPEG-1, MPEG-2, MPEG-4 all represent the content itself – “the bits,” while MPEG-7 represents the information about the content i.e., “the bits about the bits.” It means the former standards reproduce the content and the later describes the content. The descriptor is a representation of a feature, where the feature is distinct characteristic of the data that signifies something. In this thesis, I have taken only the descriptor extraction methods defined in MPEG-7 standard. The descriptors that I have considered in our work are color, motion and texture. The extraction of these features is described in detail in section 3.6.

2.4 Hidden Markov Model

During the last twenty years, HMMs have been extensively applied in several areas including speech recognition [7], [8], [9], [10], language modeling [11], handwriting recognition [12], [13], [14], [15], facial expressions, human action learning [16], fault detection in dynamic systems [17].

Before describing the Hidden Markov Model, it is necessary to describe its foundation, the Markov process. In any pattern, there is usually sufficient structure to influence the probability of the next event. A HMM [18] is a doubly stochastic process, with an underlying stochastic process that is not observable (hence the word hidden), but can be observed through another stochastic process that produces the sequence of observations. The hidden process consists of a set of states connected to each other by transitions with probabilities, while the observed process consists of a set of outputs or observations, each of which may be emitted by each state according to some output probability density function (pdf). Depending on the nature of this pdf, several kinds of HMMs can be distinguished. If the observations are naturally
discrete or quantized using quantization or vector quantization, and drawn from an alphabet or a codebook, the HMM is called discrete. If these observations are continuous, I am dealing with a continuous HMM, with a continuous pdf usually approximated by a mixture of normal distributions. In some applications, it is more convenient to produce observations by transitions rather than by states. Furthermore, it is sometimes useful to allow transitions with no output in order to model, for instance, the absence of an event in a given stochastic process. If I add the possibility of using more than one feature set to describe the observations, I must modify the classic formal definition of HMMs.
CHAPTER 3
SHOT DETECTION AND CLASSIFICATION

3.1 Introduction

The first step in content based video retrieval is the temporal segmentation of the video. Video segmentation approach is application independent and detects temporally continuous segments that have less content change between frames. These frames together can be called as a shot. I detected the shots at the shot boundaries where an abrupt or gradual change can be seen. I classified these shot boundary transitions depending upon the type of change.

Figure 3.1 Structure of Video
3.2 Structure of Video

Video structure parsing is an initial step to organize the content of video. Video data is typically organized in a typical hierarchical structure as shown in Fig. 3.1. In this step, some elementary units such as scenes, shots, frames, key frames and objects are generated. A successful structure parsing is important for video indexing, classification and retrieval. Lot of research has been done in video structure parsing, especially in shot detection, motion analysis and video segmentation.

3.3 Types of Shot Transition

A shot may be defined as a sequence of frames captured by “a single camera in a single continuous action in time and space” [19]. For example, a video sequence showing two people having a conversation may be composed of several close-up shots of their faces which are interleaved and make up a scene. Shots define the low-level, syntactical building blocks of a video sequence. A large number of different types of boundaries can exist between shots [20].

A cut is an abrupt transition between two shots that occurs between two adjacent frames. A fade is a gradual change in brightness, either starting or ending with a black frame. A dissolve is similar to a fade except that it occurs between two shots. The images of the first shot get dimmer and those of the second shot get brighter until the second replaces the first. Other types of shot transitions include wipes and computer generated effects such as morphing.

3.4 Shot Detection

3.4.1 Features Used in Detection

The process of shot detection requires comparisons to be made between particular
features of the video. These features can be different perspectives of the video content, such as color, objects, and motion, or video stream attributes such as compression information.

Here I gave the different features with which different shot transitions can be detected. Pixel based comparison which has been well discussed by Carrato S. Koprinka [3]. However, this pair-wise comparison of two frames can be too sensitive during camera motion, since a large number of pixels may be classified as changing regardless of the fact that the motion may only move them one or two pixels away, block based comparison is studied well by Zhang in his work [2]. The complexity of the process makes it slow to compute, and there is also a possibility that a boundary may be missed if two different blocks have the same mean and variance. Histogram representation is the method I used in our shot detection since it has shown good results in detecting shots [21], [22], [23], [24]. Histogram similarity measure is studied in [19], [25]. Edge change ratio involves calculating the number of new edge pixels entering the shot and the number of old pixels leaving the shot [26], [1]. Motion analysis is another method which requires the computation of motion vectors. This process of motion compensation can be computed using the block-matching algorithm [2], [27].

3.4.2 Previous Work

Much research has been done in automatic content analysis and segmentation of video. Researchers have focused mainly on different methods of shot boundary detection, with most techniques analyzing consecutive frames to decide if they belong to the same shot. Zhang et.al [2] use a pixel-based difference method, which, although slow, produced good results once the threshold was manually tailored to the video sequence. Another more common method is to use histograms to compare consecutive video frames. Nagasaka and Tanaka [28] compared several
statistical techniques using grey level and color histograms. Zhang et. al [2] used a running histograms method to detect gradual as well as abrupt shot boundaries. Cabedo and Bhattacharjee [19] used the cosine measure for detecting histogram changes in successive frames and found it more accurate than other similar methods. Gong et. al [29] used a combination of global and local histograms to represent the spatial locations of color regions. Borezcky and Rowe [20] compared several different methods of shot boundary detection using a variety of video content types. They concluded that histogram-based methods were more successful than others.

3.4.3 Proposed Approach for Shot Boundary Detection

Lot of research has been done in detecting shot transitions from video. In this thesis I used color histogram based segmentation. Generally in histogram segmentation systems two forms of histogram are used in shot boundary detection, the global histogram which represents the frame as a whole, and the local histogram which represents one block within a frame. In either case, the histogram would have colors (or intensities) grouped into bins along the x-axis, and the frequencies of these values present up the y-axis. Each bin holds a range of similar colors (or intensities), this range being dependent on the number of bins used. When using a global histogram, pixel values over the whole frame are categorized into their respective bins. The bin to bin difference can then be used as a measure of change between two such histograms, and these differences are then summed to give a total difference over the two consecutive frames. If this exceeds a given threshold then a boundary is declared.

\[ D_L(i, i+1) = \max_{1 \leq j \leq N} |H_i(j) - H_{i+1}(j)| \]  

(3.4.1)
where $H_i$ is the histogram for the $i^{th}$ frame and $j$ takes the bin number given $N$ bins and $D_L$ gives the dissimilarity in the bins. This method [5] considers only the current and the previous frames. But in our approach I have considered previous, current and the next frames which will give more accuracy in identifying the shot boundaries. This can be achieved by considering the dissimilarity between the $D_{pc}$ and $D_{cn}$ exceeding a given threshold, where $D_{pc}$ and $D_{cn}$ represent the dissimilarity in bins between previous-current frames and current-next frames. This small change has proven to be efficient for detection.

\[
D_{pcn} = \begin{cases} 
\text{shot boundary} & \text{if } |D_{cp} - D_{cn}| > \text{threshold} \\
\text{not a shot boundary} & \text{otherwise}
\end{cases}
\]  

(3.4.2)

3.5 Extraction of Key Frames from Shots

3.5.1 Definition

Although video skimming conveys pictorial, motion and audio information, I focused on the creation of a visual summary using still images extracted from the video. Still images which are key frames can summarize the video content in a rapid and very compact way. The user can grasp the overall video content more quickly that by watching a set of video sequence.

3.5.2 Automatic Key Frame Selection

Different methods can be used to select representative frames. A naïve method discussed in [4] considers the initial frame in the shot as the key frame. In our approach I computed the differences between the consecutive frames in a shot in terms of color histogram. The reason for using color is that it enables a reliable measure of change from frame to frame and decreases the amount of computational complexity.
Instead of considering the first frame as the key frame, I compared the first frame with consecutive frames and if there is a frame whose dissimilarity is more than a threshold then it is considered as the next key frame. I continued this process on the whole shot, generating one or more key frames.

3.6 Features Extracted from Key Frames based on MPEG 7 Descriptors

MPEG -7 offers a comprehensive set of audio visual description tools to create descriptions which will form the basis for applications enabling effective and efficient access to multimedia content like searching, filtering and browsing.

Because the descriptive features must be meaningful in the context of the application, they will be different for different applications. This implies that the same material can be described using different types of features, based on the application. A lower abstraction level would be a description of shape, size, texture, color, movement, and position. The highest level could give semantic information. The level of abstraction is related to the way the features can be extracted: many low level features can be extracted in fully automated ways, whereas high level features need more human interaction.

3.6.1 Dominant Color

Color is an important visual attribute for both the human and the computer processing. The dominant color descriptor (DCD) in MPEG -7 provides a compact description of the representative color in an image or image region. Unlike the traditional histogram based descriptors, the representative colors are computed from each image space, thus allowing the color representation to be accurate and compact. The extraction procedure for the dominant color
uses the generalized Lloyd algorithm to cluster [30] the pixel color values. The clustering has to be performed in a perceptually uniform color space such as CIE LUV. The distortion $D_i$ in the $i_{th}$ cluster is given as

$$D_i = \sum_n h(n) \ ||x(n) - C_i||^2$$ (3.6.1)

where $n$ is the total number of clusters and $x(n) \in C_i$, $C_i$ is the centroid of the cluster, $x(n)$ is the color vector at pixel $n$ and $h(n)$ is the perceptual weight for the pixel $n$. The perceptual weights are calculated from the local pixel statistics to account for the fact that human visual perception is more sensitive to change in smooth regions than in texture regions [30]. I am mainly interested in the extraction of the dominant color from the images and the number of these clusters for particular color e.g. green for grass. With this count of clusters on each key frame I will evaluate the observation probabilities that are used in the HMM model.

3.6.2 Texture Extraction

Image texture has emerged as an important visual primitive for searching and browsing through large collections of similar looking patterns. Pictures of water, grass or a pattern on fabric are examples of image texture. Many natural and artificial objects can be distinguished by their texture. Texture is a region property, as is evidenced by these examples. While it is easy to visualize what one means by texture there is no universally accepted formal definition of texture. One can think of a texture as consisting of some basic primitives, whose spatial distribution in the image creates the appearance of a texture.

3.6.3 Motion Activity

I generally use motion activity to indicate the level of motion within the shot. I usually
see high level of motion in sports and certain action shots such as the goal scenes. Thus, I classified the motion into low (like in an Anchor-person shot where only the head region has some movements), medium (such as those shots with people walking), high, or no motion (for still frame shots).

Motion activity may describe several attributes that contribute towards the efficient use of these motion descriptors in a number of applications. For example, the MPEG-7 frameworks allows for motion descriptors relative to intensity, spatial distribution, temporal distribution and directional distribution of activity. I considered the computation and implementation of motion intensity in spatial distribution of activity. In previous works, these features have been used successfully for shot boundary detection and key frame extraction for the purpose of video indexing, retrieval and summarization.

Motion activity is typically measured using the magnitude of motion vectors. For a game video frame, let $x(i,j)$ and $y(i,j)$ denote motion vectors in the x and y directions respectively, where $(i,j)$ indicates the block indices. The spatial activity matrix $z(i,j)$ defined in [31] as

$$z(i,j) = \begin{cases} R_{xy}(i,j) & \text{if } R_{xy}(i,j) \geq \text{avg}(R_{xy}(i,j)) \\ 0 & \text{otherwise} \end{cases}$$

(3.6.2)

where

$$R_{xy}(i,j) = \sqrt{x(i,j)^2 + y(i,j)^2}$$

(3.6.3)

and the average

$$\text{avg}(R_{xy}(i,j)) = \frac{1}{MN} \sum_{i=0}^{M} \sum_{j=0}^{N} R_{xy}(i,j)$$

(3.6.4)

Here MxN denotes the size of each frame. This approach ignores low activity blocks and maintains high activity blocks unaltered to form the spatial activity matrix.
Intensity of activity is expressed by an integer in the range (1-5), where higher values of intensity correspond to higher motion activity [32]. The intensity of motion for each frame is determined as follows

\[
I_n = \frac{1}{MN} \sum_{i=0}^{M} \sum_{j=0}^{N} z(i,j)
\]

where \( n \) is the frame index. The intensity activity is normalized and quantized based on its variance across all frames.

3.6.4 Edge Detection Using Canny’s Method

Canny proposed the optimal edge detection algorithm [33]. An optimal edge detector is characterized by good detection (the algorithm should mark as many real edges in the image as possible), good localization (edges marked should be as close as possible to the edge in the real image), and minimal response (a given edge in the image should only be marked once, and where possible, image noise should not create false edges). To satisfy these requirements, Canny used the calculus of variations – a technique which finds the function which best satisfies a given functional. The optimal detector was described by the sum of four exponential terms, which can be closely approximated by the first derivative of Gaussian.

3.7 Shot Classification

After the video is segmented, there are several ways in which the contents of each shot can be modeled. I can model the contents of the shot (a) using a representative key frame; (b) as feature trajectories; (c) using a combination of both. I adopted the hybrid approach as a compromise to achieve both efficiency and effectiveness. Visual content features color, texture and edges will be extracted from the key frames while motion feature will be extracted from the
temporal contents of the shots. This is reasonable as I expect the visual contents of shots to be relatively similar so that a key frame is a reasonable representation of a shot.

3.7.1 Types of Views

The next step is to determine an appropriate and complete set of categories to cover all types of shots. The categories must be meaningful so that the category tag assigned to each shot is reflective of its content and facilitates the subsequent stage of segmenting and classifying a highlight. I studied the set of categories employed in related works, and the structure of game videos to arrive at the following set of shot categories:

1. Close up view
2. Outfield view
3. Base view
4. Audience view

3.7.2 Shot Classification

After the preprocessing, each shot is classified based on its feature. Note that the classification rules are based on combinations of relatively simple feature extraction processes, which make the method applicable to large video data.

I noticed that scene shots of same type often have similar distributions of color; texture and camera motion etc., while scene shots of different types usually differ in those distributions. For example, the color distribution and texture distribution of outfield view is very different from an audience view because audience view has more texture similarity and outfield views have more of the green color. I expect that with proper statistical methods it is feasible to extract the
common properties among the same type of scene shots and use those statistics to discriminate among different types of scene shots.

![Base View](image1.png) ![Outfield View](image2.png)
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**Figure 3.2 Different Views**

I classified the view type of the shot based on the feature distribution. The following equations give the probability of a shot being in a particular view

$$P(V_i|O_k, k = 1, ..., m) = \frac{P(O_k|V_i)P(V_i)}{P(O_k|V, k = 1, ..., m)} \tag{3.7.1}$$

where $P(V_i|O_k)$ is the probability of a shot being a particular view $V_i$, given the feature distribution $O_k$. $P(O_k|V_i)$ is the probability of features in a given view which is the posterior probability. $P(V_i)$ is the prior probability of the views which can be calculated from the training data.
CHAPTER 4
HIDDEN MARKOV MODEL FOR HIGHLGHT DETECTION

Before describing the hidden Markov model (HMM) [18], it is necessary to describe its foundation, the Markov process. In any pattern there is usually sufficient structure to influence the probability of the next event. For example, in the English language, the probability of detecting the letter M depends very much on whether the letter L was last detected, since M almost always follows L. A stochastic process is called jth–order Markov process if the conditional probability density of the current event, given all past and present events, depends only on the j most recent events. An HMM is a doubly stochastic process. Each state is a possible observation of the Markov process, and a transition probability from state A to state B is \( P(st+1 = B|st = A) \), the probability of going to state B at time \( t+1 \) given that the state at time \( t \) is A. The second stochastic layer of the HMM is the set of output probabilities for each state. For example, the output probabilities of state A specifies the likelihood of seeing certain observations, given the HMM [18] is actually in state A. This second layer of probabilities creates a veil so that, given a sequence of observations, the actual sequence of states in ambiguous; it is “hidden” from the observer. Algorithms exist for both training and testing the HMMs. The goal of HMM training is to lift the veil so that, with good probability, the actual sequence of states \( S \) can be determined from the sequence of observations \( X \). However, enough training data must be provided so that a good internal statistical model can be built. Proven to converge, the Baurn-Welch re-estimation procedure can be find locally optimal HMM parameters for a given set of training data. Reasonable initial estimates can help the procedure find the globally optimal solution. For testing and recognition, the Viterbi algorithm determines
the state sequence $\tilde{s}$ with the highest probability, given a particular observation sequence $\tilde{x}$ (i.e., it maximizes $P(\tilde{s}|\tilde{x}, \lambda)$, where $\lambda$ represents the HMM model).

4.1 Equations and the Parameters Used in HMM

- $N$: Number of states in the model.
- $M$: Number of possible observation symbols per state.
- $V$: Denote the possible symbols $\{v_1, v_2, \ldots, v_M\}$.
- $S = \{s_0, s_1, \ldots, s_{N-1}\}$, set of all possible states of the model.
- $Q = \{q_t\}$, $t = 0, 1, \ldots, T-1$, $\{q_t\}$: state of the process at time $t$.
- $A = \{a_{ij}\}$, the state transition probability distribution.
  
  where $a_{ij} = P(q_{t+1} = s_j | q_t = s_i)$, $1 \leq i, j \leq N$.
- $B = \{b_j(k)\}$, the observation symbol probability in state $j$.
  
  where $b_j(k) = P(v_k|q_t = s_j)$, $1 \leq j \leq N$, $1 \leq k \leq M$.
- $\pi = \{\pi_i\}$, initial state distribution.
  
  where $\pi_i = P(q_t = s_i)$, $1 \leq i \leq N$.

For all optimal values given to $M$, $N$, $A$, $B$ and $\pi$ the HMM generates a maximum probable observation sequence $O = o_1, o_2, \ldots, o_T$. With all the above parameters I can make a compact notation of the HMM model as $\lambda = (A, B, \pi)$. With this given model there exist three problems that need to be solved for HMM model to be used in real world applications.

4.2 Three Basic Problems in HMM

4.2.1 Problem 1

Given an observation sequence $O = o_1, o_2, \ldots, o_T$ and the model $\lambda$, how to compute the
probability of observation sequence \( P(O|\lambda) \). This is an evaluation problem solved using forward-backward algorithm.

4.2.2 Problem 2

Given an observation sequence \( O = o_1, o_2, \ldots, o_T \) and the model \( \lambda \), how to find the optimal state sequence that produces the observation sequence \( O \). This is decoding problem, solved using Viterbi algorithm.

4.2.3 Problem 3

Given an observation sequence \( O = o_1, o_2, \ldots, o_T \) and the model \( \lambda \), how to re-estimate the model parameters so as to increase the likelihood of generating this set of sequences. This is a training problem solved by using Baum-Welch method.

4.3 Solutions to the Problems

4.3.1 Forward-Backward Procedure

To compute \( P(O|\lambda) \), I used the well-known Forward-Backward procedure. I took into account the assumption that symbols are emitted along the transitions. Hence I defined the forward probability as \( \alpha_n(i) = P(o_1, o_2, \ldots, o_n, q_n = i|\lambda) \), where \( \alpha_n(i) \) is defined as the probability of partial state sequence until time \( n \) and state \( i \) given model \( \lambda \). Now the probability of observation sequence given the model is given by

\[
P(O|\lambda) = \sum_{i=1}^{N} \alpha_T(i)
\]  

(4.3.1)

This probability can be calculated inductively as
Initialization:
\[ \alpha_1(i) = \pi_i * b_i(o_1), \quad 1 \leq i \leq N \] (4.3.2)

Induction:
\[ \alpha_{n+1}(j) = \left[ \sum_{i=1}^{N} \alpha_n(i) a_{ij} \right] b_j(o_{n+1}) \quad 1 \leq n \leq T-1, \quad 1 \leq j \leq N \] (4.3.3)

Termination:
\[ P(O|\lambda) = \sum_{i=1}^{N} \alpha_T(i) \] (4.3.4)

The induction step takes into account that state j can be reached from all states, and calculates the probability of being in state j using \( \sum_{i=1}^{N} \alpha_n(i) a_{ij} \). The multiplication with \( b_j(o_{n+1}) \) adds observation \( o_{n+1} \) into the picture. Recursion in \( \alpha_n(i) \) makes it possible to calculate \[ P(O|\lambda) = \sum_{i=1}^{N} \alpha_T(i). \]

4.3.2 Viterbi Algorithm

Correct state sequence cannot be found out for a given observation sequence. Hence, an optimal sequence is sought with different definitions of optimality. The most popular solution is using Viterbi algorithm, which finds the single best state sequence as a whole, maximizing \( P(q|O,\lambda) \). Let
\[ \delta_n(i) = \max_{q_1, q_2, \ldots, q_{n-1}} P(q_1, q_2, \ldots, q_{n-1}, q_n = i, o_1, o_2, \ldots, o_n|\lambda) \] (4.3.5)
where \( \delta_n(i) \) is the highest probability among the probabilities of all single paths, at time n, accounting for the first n observations and ending in state i.

\( \delta_n(j) \) can also be written recursively as
\[ \delta_n(j) = \max_{1 \leq i \leq N} [\delta_{n-1}(i) * a_{ij}] * b_j(o_n) \quad 1 \leq n \leq T, \quad 1 \leq j \leq M \] (4.3.6)
where \( a_{ij} \) and \( b_j \) are defined earlier. Viterbi algorithm is implemented for \( \delta_n(i) \) using induction

Initialization:
\[ \delta_i(i) = \pi_i \cdot b_i(o_i), \quad 1 \leq i \leq N \]  
(4.3.7)

\[ \psi_i(i) = 0 \]  
(4.3.8)

Recursion:

\[ \delta_n(j) = \max_{1 \leq i \leq N} \left[ \delta_{n-1}(i) \cdot a_{ij} \right] \cdot b_j(o_n), \quad 1 \leq n \leq T, \quad 1 \leq j \leq M \]  
(4.3.9)

\[ \psi_n(j) = \arg \max_{1 \leq i \leq N} \left[ \delta_{n-1}(i) \cdot a_{ij} \right], \quad 2 \leq n \leq T, \quad 1 \leq j \leq N \]  
(4.3.10)

Termination:

\[ P^* = \max_{1 \leq i \leq N} [\delta_T(i)] \]  
(4.3.11)

\[ q_T^* = \arg \max_{1 \leq i \leq N} [\delta_T(i)] \]  
(4.3.12)

Back Tracking:

\[ q_n^* = \psi_{n+1}(q_{n+1}^*), \quad n = T-1, T-2, \ldots, 1 \]  
(4.3.13)

where \( \psi_n(i) \) is a matrix used for storage of most likely states at time \( n-1 \) that will transit to state \( i \) at time \( n \). In other words it holds the arguments that maximize \( \delta_{n+1}(j) \) for all \( n \) and \( j \).

### 4.3.3 Baum-Welch Method for Estimation

Although the model parameters \( (A, B, \pi) \) that maximize the probability of an observation sequence cannot be solved analytically, there are iterative methods that can locally maximize \( P(O|\lambda) \). First of all the backward variable \( \beta_n(i) \) is introduced, which is similar to the forward variable. Backward variable \( \beta_n(i) \) is the probability of observation sequence from \( n+1 \) to the end, being guaranteed by the model \( \lambda \) with state \( i \), at time \( n \).

\[ \beta_n(i) = P(o_{n+1}, o_{n+2}, \ldots, o_T|q_n = i, \lambda) \]  
(4.3.14)

The probability of being in state \( i \) at time \( n \) is defined as

\[ \gamma_n(i) = P(q_n = i|O, \lambda) \]  
(4.3.15)

which can also be expressed as
Using the fact that $P(q_n = i|O, \lambda) = \alpha_n(i) \beta_n(i)$, i.e., the probability of being in a state is equal to the combined probability of reaching the state from the start and the end.

\[
\gamma_n(i) = \frac{\alpha_n(i) \beta_n(i)}{\sum_{i=1}^{N} \alpha_n(i) \beta_n(i)}
\]  
(4.3.18)

Finally, the probability of being in state i at time n and in state j at time n+1, is defined as:

\[
\xi_n(i,j) = P(q_n = i, q_{n+1} = j|O, \lambda)
\]  
(4.3.19)

This can also be written using backward and forward variables as

\[
\xi_n(i,j) = \frac{P(q_n = i, q_{n+1} = j|O, \lambda)}{P(O|\lambda)}
\]  
(4.3.20)

\[
= \frac{\alpha_n(i) a_{ij} \beta_{n+1}(j)}{P(O|\lambda)}
\]  
(4.3.21)

\[
= \frac{\alpha_n(i) a_{ij} \beta_{n+1}(j)}{\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_n(i) a_{ij} \beta_{n+1}(j)}
\]  
(4.3.22)

Note that the model parameters $(A, B, \pi)$ can be calculated by counting the following event occurrences such as

$\pi_j = \text{expected frequency of state } j \text{ at time } n = 1$

$a_{ij} = \frac{\text{expected number of transitions from state } i \text{ to state } j}{\text{expected number of transitions from state } i}$

$b_{j}(k) = \frac{\text{expected number of } \psi \text{ observations in state } j}{\text{expected number of times in state } j}$

Also note that $\psi_n(i)$ is the probability of being in state i at time n = 1.

$\sum_{n=1}^{T} \xi_n (i,j)$ is the expected number of transitions from state i to state j, and $\sum_{n=1}^{T} \psi_n (i)$ is the expected number of times in state i.
Using these, set of re-estimation formulas are defined as:

\[
\bar{\pi}_j = \psi_1(j) \tag{4.3.23}
\]

\[
\bar{a}_{ij} = \frac{\sum_{n=1}^{T} \xi_{n(i,j)}}{\sum_{n=1}^{T} \psi_{n(i)}} \tag{4.3.24}
\]

\[
\bar{b}_j (k) = \frac{\sum_{n=1}^{T} \xi_{n(i,j)}}{\sum_{n=1}^{T} \psi_{n(i)}} \tag{4.3.25}
\]

Starting with an initial model \( \lambda = (A, B, \pi) \) and using it to compute the new model parameters \( \bar{\lambda} = (\bar{A}, \bar{B}, \bar{\pi}) \). It is proven that either \( \lambda = \bar{\lambda} \) or \( P(O|\bar{\lambda}) > P(O|\lambda) \), i.e., the new model is same as the old one or it is a better estimation. Therefore an iterative method to re-estimate model parameters by using \( \bar{\lambda} \) in place of \( \lambda \) until there is no change in the model is feasible.

4.4 HMM Model Used for the Highlight

Description of terminology:

N – Number of scene shots

V – View type of the given shot.

O – The observation features extracted from the key frames.

\( P(V_i|O_k) \) – Probability of a shot being in \( V_i \) given \( O_k \).

\( V_i \) given the observation \( O_k \) (\( k = 1, \ldots, m \)).

A – Transition probability matrix learned from the training data.

\( \pi \) – Initial state distribution which is also learned from the training data.

\( P(O_k|V_i) \) – Probability of the observations in a given shot view, \( V_i \).

\( P(V_i) \) – Prior probability, of shot \( V_i \) which can be estimated from the training data.
With all these parameters defined, I can compute the probability of a view given the features distribution using Bayesian rule

\[
P(V_i|O_k, k = 1, \ldots, m) = \frac{P(O_{k,k=1,\ldots,m}|V_i)P(V_i)}{P(O_{k,k=1,\ldots,m})}
\]

4.5 Detection of a Highlight

For a given highlight I built a HMM model as given in the previous Fig. 4.1. This model takes the input as the initial probabilities and the transition probability matrix of the states. With all the inputs I can detect a particular highlight using the following method. Steps involved.
1. Divide the video into number of shots depending upon the color changes at the shot boundaries.

2. Extract the key frames from each shot and use the key frames for feature extraction.

3. From the key frames extract the features such as dominant color, texture, motion and edges.

4. For each shot these features will become the observations $O_i, i = 1, 2, \ldots, N$.

5. With these observations compute the classification probability $P(O_k|V_i)$ for each scene shot and each view type.

6. Compute the probability of the optimal view transition sequence associated with the given observations. This probability is denoted as $a_h = P(V_1, \ldots, V_n|O_k, k = 1, \ldots, m)$, where $m$ is the number of features used and $n$ is the number of shots, is the optimal view transition. This $a_h$ can be computed with the standard Viterbi algorithm.

7. If for a given $a_h$, $\alpha = \max(a_h)$ exceeds certain threshold, then I say that the highlight has been detected.
CHAPTER 5
EXPERIMENTS AND RESULTS

The whole data set I used contains three games each lasting for approximately 1 hour 20 min. The game video is in audio video interleaved (AVI) format and has a frame rate of 29 fps. The system for automated highlight extraction is designed and implemented completely in C#. Though initial experimentation was simple, poor performance was observed on a modestly complicated task, and simple tasks led to sufficient but inaccurate models. Rather than discouraging further studies, these experiments demonstrate that many factors contribute to the success of an HMM extraction system. Further experimentations will aid in identifying those factors.

Before processing the video for highlight extraction it has to divide in different shots. The identification of the shots is done at the shot boundaries. Hard cuts are easily the most common form of shot boundaries so I focused our shot boundary detection on hard cuts using color histogram method. I considered different clips of varying length in time from three different games and extracted the shots. Table 5.1 shows our experiment results I obtained for shot detection. Perfect automatic segmentation of video is hard to achieve with the current state of art.

Table 5.1 Shot Detection

<table>
<thead>
<tr>
<th>Format</th>
<th>AVI – 352 X 240 pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame rate</td>
<td>29 fps</td>
</tr>
<tr>
<td>Sample size</td>
<td>24 bits</td>
</tr>
<tr>
<td># of frames</td>
<td>Duration (seconds)</td>
</tr>
<tr>
<td>Game 1</td>
<td>17680</td>
</tr>
<tr>
<td>Game 2</td>
<td>12850</td>
</tr>
<tr>
<td>Game 3</td>
<td>14530</td>
</tr>
</tbody>
</table>
After shots are detected key frames are extracted from these shots which maintain the important content for the video while removing all the redundancy. With the proposed approach I extracted key frames from the shots with an accuracy of more than 94 percent.

From these key frames I extracted low level features as color, texture, motion and edges defined by MPEG-7. With these features I evaluated our HMM highlight extraction approach by classifying the shots into four view types: close up, medium, audience, pitch.

The whole data set for view classification contains thirty minutes of baseball video data of thirty five different clips. These clips are taken at random from three different baseball games. Table 5.2 summarizes the results that I obtained in classifying the shots into different views.

The data set that I took for training the HMM in highlight extraction consists of 46 clips of highlights taken at random from the games. The final result obtained from in extracting the highlight was 78 percent accurate. I believe that with a larger experimental data for training, the performance of this extraction system can be improved.
<table>
<thead>
<tr>
<th>View Type</th>
<th>Game 1 Required</th>
<th>Game 1 Obtained</th>
<th>Game 1 Accuracy (%)</th>
<th>Game 2 Required</th>
<th>Game 2 Obtained</th>
<th>Game 2 Accuracy (%)</th>
<th>Game 3 Required</th>
<th>Game 3 Obtained</th>
<th>Game 3 Accuracy (%)</th>
<th>Overall Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close up</td>
<td>38</td>
<td>31</td>
<td>81.58</td>
<td>18</td>
<td>13</td>
<td>72.22</td>
<td>30</td>
<td>24</td>
<td>80.00</td>
<td>77.93</td>
</tr>
<tr>
<td>Base</td>
<td>21</td>
<td>17</td>
<td>80.95</td>
<td>16</td>
<td>12</td>
<td>75.00</td>
<td>19</td>
<td>15</td>
<td>78.95</td>
<td>78.30</td>
</tr>
<tr>
<td>Outfield</td>
<td>52</td>
<td>44</td>
<td>84.61</td>
<td>32</td>
<td>29</td>
<td>90.63</td>
<td>49</td>
<td>47</td>
<td>95.91</td>
<td>90.38</td>
</tr>
<tr>
<td>Audience</td>
<td>14</td>
<td>13</td>
<td>92.86</td>
<td>13</td>
<td>12</td>
<td>92.31</td>
<td>7</td>
<td>5</td>
<td>71.43</td>
<td>82.27</td>
</tr>
</tbody>
</table>
Figure 5.3 Flow Chart for Highlight Detection
CHAPTER 6

CONCLUSIONS

This thesis provides an automatic highlight extraction system using hidden Markov model (HMM). I used color, texture, motion and edges as low level features for the view classification. Base, outfield, close up, audience views were used as the states of the HMM. The HMM has been proved to be a viable method for highlight extraction. The system was trained using varying clips from different games to have proper estimate of the parameters. With a larger data sample the system performance can be improved. The proposed method is limited to only few features and views. By considering more low level features, classification of the views can be done more accurately relatively increasing the overall performance of the extraction system. Our experiments show satisfactory results. Motion and edge change ratios for shot detection and audio for view classification can be considered for the future work.
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