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## PREFACE

A conference on the subject of neutron thermalization was held at the Brookhaven National Laboratory from April 30 to May 2, 1962, precisely four years after the close of the last thermalization conference, the Gatlinburg conference of April 28-30, 1958. The subject of thermalization, which concerns the approach to thermal equilibrium and the manner of the equilibrium distribution of neutrons in matter, has elicited a great deal of interest in the meantime. While the seventeen papers contributed at Gatlinburg could be assembled into a single, convenient volume, presenting the seventy Brookhaven papers has required four weighty books.

The Brookhaven conference was conducted as a "reporter" conference. The technical papers which were submitted were sorted into six categories, viz., the experimental and theoretical aspects of the "scattering law," of spectra in infinite media, and of transient phenomena. A reporter was chosen for each of the six topics, and was asked to prepare a talk which would contain an appreciation of the technical papers. The reporter talk, followed by a general discussion constituted each session. Thus, the individual papers were not presented, though copies were available to all who attended, and are presented in these proceedings. (While the papers from our Soviet colleagues were received too late for discussion at the conference, translated versions will also be found in these volumes.)

The success of a technical conference is always due to the efforts of many people. We must first thank the reporters and authors for the fine quality of their contributions. Mr. Robert Brown of Brookhaven's Graphic Arts Division was responsible for the prompt publication of the proceedings and for having more than ten thousand copies of the technical papers ready in time for the conference. Mrs. Mariette Kuper and Mr. Edward Bergin and their staffs directed the mechanics of the conference with skill and aplomb, while several members of the Theoretical Reactor Physics Group made important contributions to its planning and execution. In particular, we should thank Drs. Paul Michael and Henry Honeck, and for his kind encouragement throughout, Mr. Jack Chernick, the Group's Director.
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## THE SCATTERING LAW

## A. Experimental Aspects

# EXPERIMENTAL INFORMATION FOR THERMALIZATION PROBLEMS* 

Robert M. Brugger<br>Phillips Petroleum Company, Atomic Energy Division<br>Idaho Falls, Idaho

[^0]For neutron energies much above 1 ev the neutron scattering and thermalizations are well described by billiard ball collisions with atoms of the moderator. Therefore this discussion will only consider neutrons of 1 ev or less. Most reactors are not constructed of single crystal materials or aligned materials. Thus this discussion will be limited to polycrystalline and a morphous solids, liquids, and gases.

What neutron scattering information does the reactor physicist want for his calculations of neutron ther malization?

Within these limits, the cross section $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \theta, \mathrm{S}\right)$ completely describes the scattering of neutrons from these samples. Here $\mathrm{E}_{\mathrm{O}}$ is the energy of the initial neutrons, E is the energy of the neutrons after scatter ing, $\theta$ is the angle of scattering with respect to the direction of the initial neutrons and S denotes the "physical state" of the sample. From $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \theta, \mathrm{S}\right)$, flux distributions can be calculated or all of the integral values now used in reactor calculations, like the transport cross section and the scattering kernels can be obtained. $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \theta, \mathrm{S}\right)$ contains the complete information about the neutron scattering.

Over what range would the reactor physicist like these cross sections?

I think it is safe to say the following ranges are adequate:

| $\mathrm{E}_{\mathrm{O}}$ | from 0 to 1 ev |
| :--- | :--- |
| E | from 0 to 1 ev |
| $\theta$ | from 0 to $180^{\circ}$ |
| S | all "states" of the sample that are encountered |
| Accuracy $\pm 10 \%$ | in reactors |

Further these cross sections are to be for all materials encountered in reactors.

How does the experimenter attempt to measure these cross sections and how successful has he been?

I would like to answer this question by describing some of the methods that are being used to obtain $\sigma\left(E_{o}, E, \theta, S\right)$ and by showing some of the data that has been obtained. To make these measurements, the experimenter must produce a beam of monoenergetic neutrons in the desired range for use as the initial neutrons. After scattering these from a sample, the energies of the scattered neutrons must be measured and the scattering angle must be measured.

The two most successful instruments making these measurements are the phased chopper velocity selectors and the triple axis spectrometers. Figure 1 is a cut-away drawing of the Materials Testing Reactor phased chopper velocity selector. ${ }^{1}$ The first chopper chops the beam of neutrons


Figure 1
from the reactor into bursts of polychromatic neutrons. The second chopper which opens at a predetermined time after the first chopper opens passes only bursts of monochromatic neutrons. These monochromatic neutrons are scattered by the sample, and some change energy because of inelastic scattering. The energies of the scattered neutrons are determined by measuring their time-of-flight from the sample to the detectors. The angle of scattering is measured by the detectors placed at different angles around the sample. By changing the phase or open times between the two choppers, $\mathrm{E}_{\mathrm{O}}$ may be varied allowing $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \theta, \mathrm{S}\right)$ to be completely measured. Similar velocity selectors are in operation at Chalk River and Harwell and another is being constructed at the University of Michigan. The triple axis spectrometer ${ }^{2}$ produces a monoenergetic initial beam by Bragg reflecting one energy neutron from a reactor beam. These monoenergetic neutrons are scattered by a sample located at the second axis of the instrument. The scattered neutrons are energy analyzed at each scattering angle by a second crystal spectrometer located at the third axis. Instruments of this type are in operation at Chalk River, at Hanford, at Los Alamos, and are being built for the Belgium reactors.

Other types of instruments that show promise or have a limited
range are the polycrystalline filter plus chopper time-of -flight arrangement, the rotating crystal time-of-flight spectrometer, the linear electron accelerators with time-of-flight analyzers, and the filter counter method.

To date, the phased chopper velocity selectors have produced the major share of the $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \theta, \mathrm{S}\right)$ data. As an example of these measurements, I would like to discuss the data presented in the contributed paper by Haywood and Thorson of Chalk River. Figure 2 is an example of their data for scattering at $86.9^{\circ}$ from a sample of $20^{\circ} \mathrm{CH} \mathrm{H}_{2} \mathrm{O}$. The initial energy of the neutrons is 0.096 ev . The upper figure shows the counting rate as a function of time channels for both sample and open. The open distribution has structure due mainly to neutrons scattered by air near the sample and neutrons scattered by the empty sample container.

By knowing the incident flux and the counter efficiencies, the data of the upper figure are converted to the cross section differential in both energy and angle as shown in the middle of Figure 2. Here the cross section is displayed as energy change, $\omega=\left(E-E_{0}\right) / K_{B} T$, instead of as $E$. The solid line represents the initial energy resolution of the instrument. The lower curve is the same data presented as Scattering Law. This presentation will be discussed later.


Figure 2

Now that you have seen an example of the data, consider over what ranges these measurements are being made. The ranges to date are:

| $\mathrm{E}_{\mathrm{O}}$ | from 0.005 to 0.4 ev |
| :--- | :--- |
| E | somewhat less than $\mathrm{E}_{\mathrm{O}}$ |
| $\theta$ | from 12 to $155^{\circ}$ |
| S | several different "physical states" |
| Accuracy $\leqslant 10 \%$ |  |

Having obtained the data, what is the best form of presentation?
The data can be presented as $d^{2} \sigma / d \Omega d \omega$ as in the middle figure of

Figure 2. These are close in appearance to the actual measurements, but there are so many of them for each sample, that one tends to miss the forest for the trees. A presentation suggested by Egelstaff and Schofield ${ }^{3}$ introduces the important simplification of extracting detailed balance. This is not appropriate for single crystal samples but it is for all the states to which this discussion has been limited. Egelstaff calls his presentation Scattering Law, $\mathrm{S}(\alpha, \beta)$, where:

$$
\mathrm{S}(\alpha, \beta)=\frac{4 \pi}{\sigma_{\mathrm{b}}} \mathrm{~K}_{\mathrm{B}} \mathrm{~T} \frac{\mathrm{k}_{\mathrm{O}}}{\mathrm{k}} \mathrm{e}^{+\beta / 2} \frac{\mathrm{~d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega}
$$

and

$$
\alpha=\frac{\hbar^{2} \kappa^{2}}{2 \mathrm{MK}_{\mathrm{B}}^{\mathrm{T}}} \quad \beta=\frac{\hbar \omega}{\mathrm{K}_{\mathrm{B}} \mathrm{~T}}
$$

Here $\sigma_{b}$ is the bound atom cross section, $K_{B}$ is the Boltzmann constant, T is the absolute temperature of the sample, $\hbar$ is $1 / 2 \pi$ of Planck's constant, $\kappa$ is the momentum change, and $M$ is the mass, usually of the principle scatterer. Figure 3 is the data of Haywood and Thorson presented in the Scattering Law. The advantages of this presentation are 1) that it condenses the data; only measurements at a few initial energies and angles are needed to determine all of the curves, and 2) $d^{2} \sigma / d \Omega d \omega$ can be determined from $\mathrm{S}(\alpha, \beta)$ at values other than those that were originally measured.

Figure 4 is a set of smoothed curves of the Haywood and Thorson data in $\mathbf{S}(\alpha, \beta)$ presentation.

The mass $M$ and the cross section $\sigma_{b}$ are somewhat a rbitrarily selected in the Scattering Law presentation. Therefore there is a third presentation which keeps the detailed balance simplification but does not introduce $M$ and $\sigma_{b}$. I have called this presentation the reduced partial differential cross section $\mathrm{S}(\kappa, \hbar \omega)$ where:

$$
\begin{aligned}
\mathrm{S}(\kappa, \hbar \omega) & =\frac{\sigma_{\mathrm{b}}}{4 \pi} \frac{1}{\mathrm{~K}_{\mathrm{B}} \mathrm{~T}} \mathrm{~S}(\alpha, \beta) \\
& =\frac{\mathrm{k}_{\mathrm{o}}}{\mathrm{k}} \mathrm{e}^{+\hbar \omega / \mathrm{K}_{\mathrm{B}} \mathrm{~T}} \frac{\mathrm{~d}^{2} \sigma}{\mathrm{~d} \Omega \mathrm{~d} \omega}
\end{aligned}
$$
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Figure 4

Here $\mathrm{K}_{\mathrm{B}} \mathrm{T}$ is in units of ev and $\kappa$ is in reciprocal angstroms. The advantage of $S(\kappa, \hbar \omega)$ over $S(\alpha, \beta)$ is that $M$ and $\sigma_{b}$ have not been introduced. Figure 5 is an example of the Santowax data presented as a reduced partial cross section.

In plotting curves, one has the choice of showing $S(\alpha, \beta)$ as a function of $\alpha$ with contours of fixed $\beta$ or $\mathrm{S}(\alpha, \beta)$ as a function of $\beta$ with contours of fixed $\alpha$. The first tends to emphasize the coherent and diffraction effects while the last tends to emphasize the energy change effects.

What consistency checks does the experimenter have available to test his data?

By presenting the data as $S(\alpha, \beta)$ or $S(\kappa, \hbar \omega)$ several points of consistency are introduced. First, points for $+\beta$ and $-\beta$ must fall on the same curve. This can be seen in Figure 3. Secondly, data at one $\beta$ from measurements at different initial energies must fall on the same line. Thirdly, data at one $\beta$ from different angles must fall on one curve. These are rather stringent internal consistency checks which are not evident when the data is presented as $\mathrm{d}^{2} \sigma / \mathrm{d} \Omega \mathrm{d} \omega$.

One external consistency check is that the data integrated over energy and angle must equal the total cross section. Likewise the integral

Santowax - R
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{4}$
Temperature $=207^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 0.0414 \mathrm{ev}$


Figure 5
over all energies must fit the angular distributions. Thus it is desirable to have separate total cross section and angular distribution measurements. These two checks are necessary but they are not sufficient. This last statement is also true for theories predicting $d^{2} \sigma / d \Omega d \omega$. Many theories that do not completely explain $\mathrm{d}^{2} \sigma / \mathrm{d} \Omega \mathrm{d} \omega$ will fit the total cross sections. Springer, in a paper at this meeting, discusses the theoretical fitting of total cross sections and angular distributions.

The third set of consistency checks is the moment conditions. In Scattering Law notation the zero'th moment $<1>$ is

$$
<1>=\int_{0}^{\infty} \cosh \beta / 2 \operatorname{S}_{\mathrm{inc}}(\alpha, \beta) \mathrm{d} \beta=1
$$

and the first moment $<\beta>$ is

$$
<\beta>=\int_{0}^{\infty} \beta \sinh \beta / 2 \mathrm{~S}(\alpha, \beta) \mathrm{d} \beta=\alpha
$$

These hold for all values of $\alpha$. Since the zero'th moment weighs the values of $S(\alpha, \beta)$ at small $\beta$ more heavily, this condition is easily satisfied by the data if the total cross section condition is satisfied. The first moment is more difficult since the major contribution to it comes from large $\beta$ values where the data is poor or nonexistent. To satisfy the first moment condition, all of the "effects" of the sample must be detected. These "effects"
are sometimes small and outside the range of the experiment. All one can say is that $\langle\beta\rangle \leqslant \alpha$.

How may this data be used by reactor physicists in their calculations?
As has been shown, the data are not as accurate or extensive as the reactor physicists desire. Thus the profitable approach is to fit theoretical curves to the existing data and use these theories to make the extrapolations. This can be attempted in several ways. One way is that suggested by Vineyard and by Rahman ${ }^{4}$ where a radius of the intermediate function $\chi(\kappa, t)$ can be obtained by Fourier transformation. Here:

$$
\rho(\mathrm{t})=\frac{\hbar^{2}}{\mathrm{MK}_{\mathrm{B}} \mathrm{~T} \alpha} \ln \int_{\mathrm{o}}^{\infty} \cos (\omega, \mathrm{t}) \mathrm{S}(\alpha, \beta) \mathrm{d} \beta
$$

This requires that the intermediate function be Gaussian in $\alpha$ and the self correlation function $G_{S}(r, t)$ be Gaussian in $r$. If this condition is satisfied, a single $\rho(\mathrm{t})$ for all values of $\alpha$ can be obtained. By Fourier inver sion, $\mathbf{S}(\alpha, \beta)$ at all values of $\alpha$ and $\beta$ could then be generated. This method was tried on the Santowax data and was not successful. The lack of success may be due to the experimental error or it may be that $G_{S}(r, t)$ is not Gaussian.

A second method is that proposed by Egelstaff and is presented in
the paper by Haywood and Thorson. $\mathbf{S}_{\text {inc }}(\alpha, \beta)$ is divided by $\alpha$ and extrapolated to $\alpha=0$. These values of $\left(\mathrm{S}_{\mathrm{inc}}(\alpha, \beta) / \alpha\right){ }_{\alpha=0}$ are plotted as a function of $\beta$ giving a function called $\mathrm{P}(\beta)$. Once a $\mathrm{P}(\beta)$ has been obtained it can be used to regenerate $S_{\text {inc }}(\alpha, \beta)$ at other values. Figure 6 shows the $\mathrm{P}(\beta)$ functions they obtained for $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{D}_{2} \mathrm{O}$. An assumption of this method is that the intermediate function is Gaussian in $\alpha$ and that the coherent effects can be extracted from $S(\alpha, \beta)$.

McMurry has contributed a paper to this meeting in which the results of different theories are compared and their success analyzed. I am sure these will be discussed at a later session. Along this same line I would like to mention some experiments on methane and the theoretical fitting of the data. Figure 7 shows the methane data obtained at the MTR. Four theoretical fits are attempted. The first three are discussed by McMurry. I would like to call your attention to a theory developed by George Griffing ${ }^{5}$ in which a complete quantum mechanical treatment of the roations including coherence was necessary to fit these data at low energy. To me this shows that to accurately fit the data that are becoming available, more detailed theories are necessary. Figure 8 shows the results of Griffing's theory at values outside the range of the data.
A.E.C.L. Ref. \# A-2779-A
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Figure 9 shows data for propane gas, again a relatively simple sample, but more complex than methane. Here a theory, including the quantum effects of vibrations, is necessary to more closely fit the data.

Figure 10 is the data obtained at the MTR for the dispersion relations for beryllium. I show this because, if one had a complete and accurate set of these dispersion relations, and knew the structure factors, one could calculate the Scattering Law for beryllium. Since we did not measure a complete set of these dispersion relations, Figure 11 shows our attempts to theoretically fit the data. If a good fit is achieved, the theory can be used to generate a complete set and calculate the Scattering Law. There are several limited sets of dispersion relations now available for different substances.

## What data is available to the reactor physicist for his calculations?

In a paper that I have contributed to this meeting, I have given the reduced partial differential cross sections for eight materials. Besides these I understand that Leonard at Hanford has extensions of the $\mathrm{H}_{2} \mathrm{O}$ data, and that Egelstaff has measured uranium and uranium oxide. Brockhouse has presented data as $G(r, t)$ for liquid lead and water. There are also dispersion relations for $\mathrm{Ge}, \mathrm{Si}, \mathrm{Na}, \mathrm{Al}$, graphite and several other materials.




Figure 11
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## By

Robert M. Brugger
Phillips Petroleum Company
ABSTRACT
In a previous compilation, ${ }^{(1)}$ the slow neutron scattering data were presented in the dimensionless form of the Egelstaff Scattering Law
$S(\alpha, \beta)$. This compilation has been criticized because the data are not as easily compared with other sets of data or with theory as would be the case if the data were in the customary units. Also the cross section $\sigma_{b}$ used in converting the partial differential cross section to $S(\alpha, \beta)$ and the mass $M$ used in converting the momentum change to $\alpha$ are sometimes arbitrarily selected. In the present compilation, an attempt has been made to present the data in a form which satisfies the wishes of the critics while still preserving the valuable simplifications introduced by Egelstaff ${ }^{(2)}$ and Schofield. (3) In this compilation the magnitude of the scattering effect is presented as the reduced partial differential cross section $S(|\kappa|, h(\infty)$ where

$$
S(|k|, \nmid \alpha)=\frac{k_{o}+\frac{k_{0}}{2 K_{B} T}}{k} e^{\frac{d^{2} \sigma}{d \Omega} d E}
$$

and the variables are the magnitude of the momentum transfer $|\vec{k}|$ in reciprocal angstroms and energy change $\nmid x \sim$ in ev. The available experimental scattering data are presented as smoothed curves.

# COMPILATION OF <br> REDUCED SLOW NEUTRON PARTIAL DIFFERENTIAL SCATTERING CROSS SECTIONS 

By
Robert M. Brugger

## I. INTRODUCTION

Data covering a wide range of parameters for the inelastic scattering of slow neutrons from elements and compounds are becoming available and it appears that a good form of presentation of these data is as a reduced partial differential cross section. This compilation presents smoothed curves of the available experimental reduced partial differential scattering cross sections. It is hoped that this compilation will be a convenience for reactor physicists when using the information in reactor calculations and for physicists when comparing experimental results to determine the basic physical phenomena.

No attempt is made to evaluate the precision of the measurements; the reader should refer to the original publications and make his own evaluation. In most cases the smooth curves were drawn by the original experimenter. No attempt has been made to re-evaluate the many sets of inelastic scattering data that have not been converted to the reduced cross section by the experimenter and will yield only a few points of the reduced cross section at best.

## II. THE REDUCED PARTIAL DIFFTERENTIAL CROSS SECTION

The usual experimentally measured values and the ones desired by reactor physicists for reactor calculations are the partial differential cross sections

$$
\frac{d^{2} \sigma}{d E \frac{d \Omega}{d \Omega}}\left(E_{O}, E, \theta, T, P\right)
$$

where $E_{0}$ is the incident neutron energy, $E$ is the final neutron energy, $\theta$ is the scattering angle in the laboratory system, $T$ is the temperature of the sample and $P$ indicates the physical state of the sample. For gases, liquids or polycrystalline solids it has been shown that this function of five variables can be reduced to a four variable function by applying the condition of detailed balance. $(2,3)$ Thus

$$
\frac{d^{2} \sigma}{d E d \Omega}=\frac{k}{k_{o}} e^{-\frac{k_{k w}}{2 K_{B}^{T}}} S(|\vec{k}|, \mid k v, T, P)
$$

where $\mathrm{k}_{\mathrm{o}}$ is the wave number before scattering, k is the wave number after scattering, $K_{B}$ is the Boltzman constant, $|\vec{k}|$ is the magnitude of the momentum transfer where $|h| \vec{k}|=\nmid| \vec{k}_{0}-\vec{k} \mid=\not h\left(k_{0}^{2}+k^{2}-2 k_{0} k \cos \theta\right)^{1 / 2}=\left(2\left[2 E_{0}+h(1)\right.\right.$ $-2\left[\mathrm{E}_{0}\left(\mathrm{E}_{0}+h \omega\right)^{1 / 2} \cos \theta\right]^{1 / 2}$, and $\not h m=\not h^{2}\left(k^{2}-k_{0}^{2}\right) / 2 \mathrm{~m}$. The neutron mass is $m$. In this form kow is positive for neutron energy gain. $S(k, h(\omega)$ is in units of barns per electron volt steradian molecule, while $\kappa$ is in units of reciprocal angstroms and ko is in units of electron volts.

The advantages of using $S\left(k, h(v)\right.$ rather than $\frac{2}{d} \sigma / d \Omega d E$ are that 1 ) there is one fewer variable, 2) it guarantees a maxwellian distribution of flux in a large homogeneous medium because of the treatment of detailed balance and 3) $d^{2} \sigma / d E d \Omega$ may be generated at energies and angles other than those actually measured in the determination of $S(\kappa, k y)$.

## III. PRESENTATION

The reduced partial differential cross section curves are arranged in three sections; 1) inorganic compounds, 2) organic compounds, and 3) theoretical curves. The arrangement of compounds within sections 1 and 2 are as in the "Handbook of Physics and Chemistry". Sets of curves for each compound are in increasing order of temperature.

The reduced partial differential cross sections are presented as a set of smoothed curves for discrete values of hro as a function of $|\vec{k}|$. Each curve is indexed by a value of $\epsilon$; the magnitude in ev of the $\nmid h \omega$ steps are obtained from the simple relation between $\epsilon$ and in the title of each graph. The short reference notation corresponds to a complete reference at the end of the paper.
IV. REFERENCES TO TEXT

> 1. R. M. Brugger, U. S. Atomic Energy Commission Report IDO $16699(1961)$.
2. P. A. Egelstaff, AERE-R-3622, 1961 and IAEA Symposium on "Inelastic Scattering of Neutrons in Solids and Liquids", Vienna, 1960, papers IS/PI7, IS/PIO, IS/P7.
3. P. Schofield, Phys. Rev. Letters 4239 (1960).

## Beryllium

## Be

Temperature $=20^{\circ} \mathrm{C}$ $\epsilon=\hbar \omega / 00252 \mathrm{ev}$


- Cocking-|96|
$\frac{\text { Beryllium Oxide }}{\text { BeO }}$
Temperature $=20^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 00252 \mathrm{ev}$



## Graphite

 CTemperature $=21^{\circ} \mathrm{C}$ $\epsilon=\hbar \omega / 0.0253 \mathrm{ev}$





## Water <br> $\mathrm{H}_{2} \mathrm{O}$

Temperature $=150^{\circ} \mathrm{C}$ Pressure $=70 \mathrm{psi}$
$\epsilon=\hbar \omega / 0.0364 \mathrm{ev}$



Cocking 1961
$\frac{\text { Heavy Water }}{\mathrm{D}_{2} \mathrm{O}}$
Temperature $=150^{\circ} \mathrm{C}$
Pressure $=70 \mathrm{psi}$
$\epsilon=\hbar \omega / 00364 \mathrm{ev}$


Randolph et al 1961

## Methane

$\mathrm{CH}_{4}$
Temperature $=21^{\circ} \mathrm{C}$
Pressure < 65 psig
$\epsilon=\hbar \omega / 00253 \mathrm{ev}$

Propane
$\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{CH}_{3}$
Temperature $=21^{\circ} \mathrm{C}$
Pressure $<50 \mathrm{psig}$
$\epsilon=$ h $\omega / 0.0253 \mathrm{ev}$


O-Terphenyl
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{4}$
Temperature $=21^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 0.0253 \mathrm{ev}$


M-Terphenyl
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{5} \mathrm{H}_{4}$
Temperature $=21^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 00253 \mathrm{ev}$

$\frac{\text { P-Terphenyl }}{\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{5}}$

Temperature $=21^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 00253 \mathrm{ev}$


Santowax-R
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{4}$
Temperature $=21^{\circ} \mathrm{C}$


Santowax-R
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{4}$
Temperature $=207^{\circ} \mathrm{C}$ $\epsilon=\hbar \omega / 0.0414 \mathrm{ev}$


Santowax - R
$\left(\mathrm{C}_{6} \mathrm{H}_{5}\right)_{2} \mathrm{C}_{6} \mathrm{H}_{4}$
Temperature $=267^{\circ} \mathrm{C}$
$\epsilon=\hbar \omega / 0.0467 \mathrm{ev}$
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## Abstract

The thermal neutron scattering law for both light and heavy water, at $20^{\circ} \mathrm{C}$ and $150^{\circ} \mathrm{C}$ have been measured using the phased-rotor neutron velocity selector and time of flight apparatus at the Chalk River NRU reactor. The experimental results are reported and an initial estimate of Egelstaff's $p(\beta)$ function for use in the calculation of a complete scattering law for reactor physics purposes is derived.

## I. Introduction

The differential neutron scattering cross section for any material is a function of the detailed arrangement and motions of its constituent atoms $(1)(2)$. Sufficient data have not been available in the past to make adequate estimates of these cross sections for reactor physics purposes, but various crude models for the more important moderating materials have been devised and used with some success. The success of these models can be attributed to the inherent averaging done in most reactor calculations, and the fundamental constraints applied to these averages often make the detailed shape of these cross sections unimportant. The adequacy of the models of ten breaks down however when the scattering of neutrons of thermal or near thermal energies are important. This is the region of momentum and energy transfer for which it is possible to measure these cross sections.

In this paper recently measured partial differential scattering cross sections are presented for light and heavy water at $20^{\circ} \mathrm{C}$ and $150^{\circ} \mathrm{C}$ for energy transfors up to 0.15 eV obtained using the Chalk River phased rotor time-of-ilight spectrometer. The range of monentun transfer covered is approximately 2 to 50 per $\Lambda^{0}$ and is much wider than that reported for any other experiments (3)(4). For most reactor physics calculations these results must be extrapolated to larger momentun and energy transfer ranges and a smoothed function obtained.

Egelstaff has suggested $(5)(6)$ basing a range of models on a generalized frequency distribution $p(\beta)$ and first approximations to this function are derived from the experimental data. Using this $p(\beta)$ elaborate computer programes are now available ${ }^{(7)}$ to
generate differential cross sections over the entire range of momentum and energy change.

It is convenient to present results in a form which involves only the energy and momentum transferred during the interaction, and a function of these variables has been described by Van Hove ${ }^{(1)}$. In this formalism the scattering law $S^{\prime}\left(Q_{Q}\right)$ is defined for a system made up of one type of atom by the relationship

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E}=\frac{\sigma_{f}\left(\frac{A+1}{A}\right)^{2}}{4 \pi} \frac{E}{E_{0}} S^{\prime}\left(\omega_{Q}\right) \tag{1.}
\end{equation*}
$$

where $\quad \sigma_{f}$ is the free atom cross section for the atoms of atomic weight $\Lambda$, $E_{o}$ and $E$ are the initial and final neutron energies, n $\omega$ and $\bar{K}$ are the energy and momentum transfers in the interaction.

The formalism used in this paper is slightly different from that used by Van Hove in that:
(i) the detailed balance factor is removed so that $S$ becomes independent of the sign of the energy transfer,
(ii) the material is assumed to be isotropic and thus $S$ is a function of scalar $Q$,
(iii) two new temperature normalized variables are defined to replace the energy and momentum transfer

$$
\begin{align*}
& \alpha=\frac{\hbar^{2} Q^{2}}{2 M k_{B}^{T}}=\frac{E_{0}+E-2\left(E_{0} E\right)^{1 / 2} \cos \theta}{A k_{B}^{T}} ; \\
& \beta=\frac{n \omega}{k_{B} T}
\end{align*}
$$

where
$M$ is the mass of the scattering nucleus,
A is the ratio of mass of the scattering nucleus to the mass of the neutron,
$k_{B}$ is Boltzman's constant,
$T$ is the absolute temperature of the scatterer,
$E_{0}$ and $E$ are the initial and final neutron energies.
The definition of the differential cross section then becomes

$$
\begin{equation*}
k_{B} T \cdot \frac{d^{2} \sigma}{d \Omega d E}=\frac{\sigma_{b}}{4 \pi} \frac{E}{E_{o}} e^{-\beta / 2} S(\alpha, \beta) \tag{3}
\end{equation*}
$$

In this representation the value of $S$ for the perfect gas is independent of mass and temperature. In this paper the definition of $S(\alpha, \beta)$ as in (3) above is retained even when the system is composed of more than one type of atom; the convention used is that the $\sigma_{f}$ and $A$ are those for the type of nuclei in the system having the largest product of $\sigma_{f}$ and abundance.
$S(\alpha, \beta)$ is composed of two parts, one the "self" part $S_{s}$ which describes scattering of the neutron by a single scattering nucleus, and a part $S_{d}$ which involves the correlation in time and position of a pair of nuclei. The contribution from $S_{d}(\alpha, \beta)$ is proportional to the coherent cross section and is zero for completely incoherent scattering materials.

The generalised frequency distribution $p(\beta)$ which can be used to derive a cross section model ${ }^{(6)}$ is given by

$$
\begin{equation*}
p(\beta)=\lim _{\alpha \rightarrow 0}\left(\frac{S_{S}}{\alpha}\right) \beta^{2} \tag{4}
\end{equation*}
$$

The shape of this function for the perfect gas, diffusion and Debye models is shown in Fig. 1. The evaluation of this function
depends on the separation of $S_{S}(\alpha, \beta)$ from the experimental $S(\alpha, \beta)$ over a wide range of $\beta$.

For predominantly incoherent scatterers the value of $S$ measured by experiment is nearly equal to $S_{s}$ and extrapolation of $S / \alpha$ to $\alpha=0$ is readily performed. Typical extrapolations of this type, $\mathrm{s} / \alpha$ results for $\mathrm{H}_{2} \mathrm{O}$ are shown in Section III. It has been found advantageous both in theory and practice to plot $\log (S / a)$ against $\alpha$ in order to perform these extrapolations. This arises because terms in $S$ as a power series in $\alpha$ of higher order than $\alpha$ produce a function similar to $\log S / \alpha=a \alpha+b$.

Experimental curves of $p(\beta)$ derived from these extrapolations for room temperature and $150^{\circ} \mathrm{C}$ water are given in Section III. For materials in which coherent scattering occurs $S(\alpha, \beta)$ contains contributions from $S_{d}(\alpha, \beta)$ which are most significant as $\alpha \rightarrow 0$ 。 At large values of $\alpha$ and $\beta$ however these contributions tend to zero and it is possible to extrapolate ( $S / \alpha$ ) to $\alpha=0$ using data at these values only. Extrapolations for $D_{2} O$ are given together with the corresponding $p(\beta)$.

## II. Experimental Details

The experiments described here were carried out using a neutron beam from the NRU reactor at Chalk River. Neutrons of a specified velocity are selected from the beam by a phased rotor monochromator apparatus. These neutrons are scattered by a thin sample of water and then detected by an array of scintillation counters. The velocity of the scattered neutrons is determined by time-of-flight methods.

## Apparatus

The neutron monochromator described by Egelstaff et al (12) consists basically of two curved slot choppers 2.74 metres apart running at high speed in synchronism. The relative phasing of these rotors is continuously adjustable and by choice of rotors of suitable slot curvature it is possible to select neutrons over a wide range of velocities. At an operating rotor speed of $24,000 \mathrm{rpm}$ the neutron bursts have standard deviation of $5.9 \mu \mathrm{sec}$ in time of arrival at the sample position and of $2.3 \mathrm{nsec} / \mathrm{m}$ in reciprocal velocity. A schematic diagram of the apparatus is show in Fig. ?.

Neutrons are scattered from a plane sample held at $45^{\circ}$ to the incident beam and are detected 1.29 m from the sample in two banks of scintillation detectors mounted in the first and third quadrants. Detectors at angles between $10.5^{\circ}$ and $90^{\circ}$ have scintillators 15.2 cm by $7.6 \mathrm{~cm}^{(8)}$ while those between $90^{\circ}$ and $160^{\circ}$ are 12.1 cm square ${ }^{(9)}$. Provision is made in the apparatus for 30 detectors but for these experiments between 11 and 22 were used. Pulses from these detectors are fed into the input circuits of a time analyser described by Alexander and Leng(10). In this analyser a series of 270 time channels each 6 psec long is started by a pulse derived from rotor 4 drive shaft and the neutron pulses are sorted according to the channel in which they arrive. Data is read out of this time analyser in the form of punched paper tape for processing on the Burroughs "Datatron" at Chalk River or as punched binary cards for use with the IBM 704 at Arconne National Laboratory.

A typical example of the data obtained from one detector in these experiments is shown in Fig. 3a.

## Samples

Water samples were made by enclosing a plane slab of water between two flat aluminum foils. Two, as near as possible identical, sample holders, one empty and one filled with water were alternated in the beam every fifteen minutes. Information from the full and empty sample periods was accumulated separately and the results for the empty holder were subtracted from those of the full holder to obtain the net water scattering.

This method of background compensation was satisfactory for the room temperature samples which had foil windows 0.025 cm thick. The $150^{\circ} \mathrm{C}$ samples however had much thicker windows to contain the 70 psia vapour pressure of the water, and differences of crystal orientation of the microcrystals comprising the windows gave dissimilar intensities of Bragg scattering for the full and empty sample holders. Since this was a source of error for data involving only low values of energy transfer these points were generally discarded during analysis.

The temperature of the samples was measured by means of calibrated thermocouples. Hot samples were heated electrically and maintained at $150^{\circ} \pm 5^{\circ} \mathrm{C}$ by adjustment of the power input to the heaters using a recorder-controller.

The pulses from three fission chamber monitors in the beam were time-analysed simultaneously with the detector pulses throughout each run. Monitor No. I was placed in the short space between rotor No. 4 and the sample, and monitors Nos. $2 a$ and $2 b$ in the beam path behind the sample (see Fig. 2). From the ratios of monitor counts with the full and empty samples in the beam, the net water
sample transmission was determined to $\pm 1 / 2 \%$. The time sorted output of these three monitors was also used to determine the resolution function of the apparatus and the time-of-flight of the incident neutrons. The samples used had a transmission of .Eg.

## Calibration and Data Processing

Efficiencies of the scintillation counters relative to bean monitor MI are found by auxiliary measurements using a vanadium scattering sample. For this purpose the differential elastic scattering cross section for neutrons with energy less than 0.04 eV is assumed to be given by the Debye-Wallor factor. The total (elastic + inelastic) differential scattering cross section for neutrons with energy above 0.03 eV is assumed to be that derived by Placzek ${ }^{(2)}$. In the overlapping energy region both methods gave the same values for the detector efficiencies within the statistical errors.

The detector efficiencies as a function of neutron energy were determined by a series of vanadium scattering measurements at several different incident neutron energies. The efficiency of the monitor as a function of neutron energy is assumed to follow the fission cross section for $U^{235}$. These results were interpolated and extrapolated by fitting a curve to the efficiency versus neutron energy plot which was derived assuming an exponential decrease in light transmission with scintillator thickness. A vanadium measurement was made before and after each series of experimental runs at the same incident neutron energy. The detector efficiencies at that neutron energy were thus set relative to monitor No. I by using the calculated angular distributions and the transmission
determination for the vanadium sample. This method gives detector efficiencies obtained under identical conditions to those prevailing during the experimental runs, thus allowing for any differences in geometry factors anong the detectors.

Sample runs are usually carried out for $4-6$ days continuously, and the results from each 24 -hour run are combined to give the total number of neutrons scattered into time channel i of detector $j$ by use of the formula

$$
\begin{equation*}
N_{i j}=\frac{\sum_{r}\left(F_{i j}-\gamma_{r} E_{i j}\right)}{\epsilon_{i j}} \tag{5}
\end{equation*}
$$

where $\quad F_{i j}$ and $E_{i j}$ are the events recorded in time channel $i$ of detector $j$ with the full and empty sample holder in the scattering position respectively,
$\epsilon_{i j}$ is the detection efficiency for neutrons arriving in time channel $i$ of detector $j$ derived from the vanadiun measurements,
$\gamma_{r}$ is the sample/background normalisation factor for run $r$ deduced from the monitor $M 1$ results.

For the water data two independent methods were used to determine the absolute cross section scale. The first depends on knowing the scintillation detector efficiencies relative to the monitor efficiency and so depends on the accuracy of the vanadium measurements. The second method relates the total number of counts observed to the total scattering cross section $\sigma_{T}$ for water. This method is independent of any transmission or monitor determinations and depends only on having correct detector efficiencies relative to each other. In this second method the integral

$$
\begin{equation*}
\int_{0}^{2 \pi} \sum_{i=0}^{270} N_{i, j} \sin \theta_{j} \frac{2 \pi}{\Delta \Omega_{j}} d \theta=\sigma_{T} n m \tag{6}
\end{equation*}
$$

is evaluated by summing the counts in all time channels of the detector $j$ at a scattering angle $\theta_{j}$ which subtends a solid angle $\Delta \Omega_{j}$ and integrating over all angles numerically. This establishes the product $n m$, where $m$ is the number of water molecules per $\mathrm{cm}^{2}$ of beam, and $n$ the number of neutrons falling on the sample corrected for transmission of the sanple and this is used in evaluating $S_{i j}$ in equation (9) below.

A correction for the velocity resolution of the apparatus is made to the partial differential scattering cross section in the region of the quasi elastic peak. This correction is calculated by fitting a gaussian plus linear terms to the quasi elastic peakfrom each detector and unfolding from this a gaussian whose variance is calculated from the monitor distributions. The experimental points are then adjusted by the difference between the original and unfolded gaussians.

This method is satisfactory where the correction to be applied is less than $20 \%$ but the quality of the gaussian fit is inadequate to remove larger resolution effects. The angular resolution of the detectors is important only at low angles and no correction has been made.

Data is converted to Egelstaff's ${ }^{(17)} S(\alpha, \beta)$ by a computer programe which evaluates the expressions

$$
\begin{equation*}
\beta_{i}=\frac{6.0576 \times 10^{7}}{T}\left(\frac{1}{t_{1}^{2}}-\frac{1}{t_{0}^{2}}\right) \tag{7}
\end{equation*}
$$

$$
\begin{align*}
& \alpha_{i, j}=\frac{6.1121 \times 10^{7}}{M T}\left(\frac{1}{t_{1}^{2}}+\frac{1}{t_{o}^{2}}-\frac{2 \cos \theta_{j}}{t_{o} t_{i}}\right) \quad \ldots \quad \text { (8) }  \tag{8}\\
& S_{i j}(\alpha \beta)=1.1957 \times 10^{-5} \frac{T}{\sigma_{b} \operatorname{mn}} \frac{t_{i}^{4} e^{\beta / 2}}{\Delta t t_{o}} N_{i j} \quad \ldots \quad \text { (9) } \tag{9}
\end{align*}
$$

where $\quad t_{o}$ and $t_{i}$ are the incident reciprocal velocity and the reciprocal velocity in time channel i in $\mu \mathrm{s} / \mathrm{m}$
$\Delta t$ is the channel width at the detectors in $\mu \mathrm{s} / \mathrm{m} /$ time channol
$T$ is the absolute temperature of the sample
M is the mass in a.m.u. of the principal scattering nucleus, i.c., mass of $H$ for $H_{2} 0$, mass at $D$ for $D_{2} O$
$\sigma_{b}$ is the bound atom cross section for the principal scatterine nucleus
$\theta_{j}$ is the nean scattoring anfle for neutrons detected in counter $j$
$m$ is the number of principal scattering nuclei per sq. cm of bean derived from the transmission of the sample
$n$ is the total number of neutrons which passed through the full sample, corrected for sample transmission (mn may be calculated from equation (6) above)
$S$ is then plotted as a function of time channel for each detector and a best line is drawn in by eye. From these graphs the values of $S$ are read off at fixed $\beta$ and plotted as a function of $\alpha$. This procedure is desirable for two reasons. The first is the need to compare directly values of $S$ at a fixed $|\beta|$, say $\beta=\beta_{I}$, measured under different experimental conditions, viz., energy gain or energy
loss or different incident neutron energy. Since the same $\beta=\beta_{I}$ value will not, in general, be found at integral time channel points the data must be interpolated to find the $S$ at $\beta=\beta_{1}$. The other requirement is compression of the data into a reasonable number of graphs or tables compatible with the variation of $S$ as a function of $\beta$ and the precision to which it is measured.

## III. Results

An example of the steps used in processing the information from a. single detector is shown in Fig. 3 for $\mathrm{H}_{2} \mathrm{O}$ at $20^{\circ} \mathrm{C}$. In Fig. 3a are shown the curves of sample-in counts and background for a 24 hour run. In curve Fig. $3 b$ these raw data have been combined with data from three similar runs and converted into partial differential cross sections by correcting for counter efficiency, and normalising the result. The effects of energy resolution of the apparatus are then removed from the elastic scattering regions of this curve. $S(\alpha, \beta)$ is then plotted for each tire channel in Fig. 3c. A smooth curve is drawn by eye through the $S$ vs. time channel results and values of $S$ at given values of $\beta$ are read off and plotted at the
 recalculated from the smoothed $S(\alpha, \beta)$ curves derived from two separate sets of data taken with different incident neutron energies. This demonstrates the accuracy with which the differential cross section can be obtained from the information in its final form and the adequacy of the representation of the scattering surface by a limited number of constant $\beta$ curves.

The graphs of $3(\alpha, \beta)$ vs. $\alpha$ for water and heavy water at $20^{\circ} \mathrm{C}$ and $150^{\circ} \mathrm{C}$ are shown in Figs. 4-8. In these curves the errors
indicated on the points are the statistical errors on the $S$ vs. time channel plots only, and include no contribution from other sources. The positive and negative $\beta$ points are plotted together on the same curves and as can be seen are self-consistent. Since the sets of results given in these graphs were obtained under different experimental conditions the spread on the points gives an indication of their reliability。

The light water results are shown in Figs. 4 and 5. The $20^{\circ} \mathrm{C}$ results Fig. 4 consists of points from runs with incident neutron energy 0.095 and 0.25 eV . As can be seen, the two sets of points are in good agreement. Values above $\beta=4$ are not well defined but allow an estimate of $S(\alpha, \beta)$ up to $\beta=6$ to be made.

The $150^{\circ} \mathrm{C}$ results Fig. 5 were taken with neutrons of incident energies 0.13 eV and 0.036 eV and results are shown to $\beta=3$ and $\alpha=20$ 。

The heavy water results are shown in Figs. 6 and 7. Since $D_{2} 0$ has a substantial coherent scattering cross section, contributions for $S_{d}$ are expected especially at low values of $\alpha$ and $\beta$. The values of S vs. $a$ at $20^{\circ} \mathrm{C}$ shown in Fig. 6 are rather limited in range since neutrons of only one energy, 0.15 eV , were used. The results of 3 vs. $\alpha$ for $150^{\circ} \mathrm{C}$ shown in Fig. 7 were taken using two incident neutron energies, 0.097 eV and 0.034 eV .

The derivation of $p(\beta)$ from these data is relatively straightforward. An estimate of the values of $\alpha$ below which the $S_{d}$ part of the scattering law will be important is first made from the angular distribution of the scattered neutrons. Experimental points with a below this value are discarded for the extrapolation procedure. The remaining points are then plotted as $\log S / \alpha$ vs. $\alpha$ for each $\beta$, the
best line drawn in by eye, and extrapolated to $\alpha=0$. The values of $S / \alpha$ found at $\alpha=0$ multiplied by the appropriate $\beta^{2}$ are then plotted as a function of $\beta$ to give the $p(\beta)$ curve. This curve together with rough estimates of the higher energy contributions to $n(p)$ from the atomic vibrational motions in water, is fed into the LENP programme ${ }^{(7)}$ and values of $(S / \alpha)$ as a function of $\alpha$ and $\beta$ are obtained. From the slope of these lines improved extrapolations of the experimental data can be made. In Fig. 9 are shown some extrapolations made with the help of the predicted lines. The $\mathrm{H}_{2} \mathrm{O}$ results were ignored below $\alpha=1$ and the $D_{2} O$ results below $\alpha=1 / 2$ on the besis of the published angular distributions (4)(14)(15). 1 s can be seen, below these values the experimental points rise sharply.

The experimental values of $p(\beta)$ derived from the extrapolations are shown in Fig. 10. Several features of these curves can be related to the different internal motions of the atoms of the sample. A portion of the curve due to diffusion can be seen as a small tail which falls from the intercept on the $\beta=0$ axis. The value of this intercept is calculated from the diffusion coefficient (d in $\mathrm{cm}^{2} / \mathrm{sec}$ ) for the sample material and is given by

$$
\mathrm{p}(0)=\frac{2}{\pi} \frac{\mathrm{Md}}{\mathrm{~K}}
$$

Peaks can be seen in the region $\beta=0.2$ to 3.0 , which correspond in energy to levels found by infra-red measurements ${ }^{(16)}$ and have been assigned to hindered rotational states of the $\mathrm{H}_{2} \mathrm{O}$ molecule. The highest $\beta$ part of this region will be due to the hindered rotation of a single water molecule while the region at lower values of $\beta$ are due to the rotation or vibration of several molecules.

It should be noted that in the case of $24^{\circ} \mathrm{C}$ water these data show that the hindered rotation states extend to $\beta \sim 5(0.125 \mathrm{eV})$. This is in contrast to the conclusions which have been drawn from cold neutron scattering experiments ${ }^{(4)}$ in which a sharp peak is observed at $\beta \simeq 2.3(0.06 \mathrm{eV})$. That peak in the cold neutron data is magnified greatly by the Boltzmann factor ond the energy to time-of-flight conversjon factor. It seems to be rather difficult to obtain the true shape of this part of the distribution without taking an extensive series of measurements as described here.

One interesting conclusion from these results is that the hindered rotations ( $\beta=2$ to 5) of the single $H_{2} O$ molecules is more important (relative to the other rotational states) at $20^{\circ} \mathrm{C}$ than at $150^{\circ} \mathrm{C}$. Presumably this is because the intramolecular bonds can be broken more easily at the higher temperature and this causes the levels to shift to a lower energy. The area of the rotational part of $p(\beta)$ is in agreement with that predicted by Sachs and Teller ${ }^{(13)}$ 。

It has been shown by Egelstaff and Schofield ${ }^{(6)}$ how the function $p(\beta)$ may be used to calculate the whole $S(\alpha, \beta)$ surface. Using these methods the present data will yield accurate input information for future neutron spectrum calculations.
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## Figures

Fig. 1. The $p(\beta)$ function for the Debye, the perfect gas and the diffusion models.

Fig. 2. Schematic diagram of the apparatus giving the principal dimensions.

Fig. 3. Example of the steps used in data processing. (a) shows the counts with full and empty sample in the beam over a 24 hour period. In (b) these counts have been combined with 3 other 24 hour runs and converted to $\frac{d^{2} \sigma}{d \Omega d t}$ and in (c) converted to $S(\alpha, \beta)$. In (b) the solid triangular points are obtained by calculating $\frac{d^{2} \sigma}{d \Omega d t}$ from the summary graph of $S(\alpha, \beta)$ in Fig, $\}$
Fig. 4. $S(\alpha, \beta)$ for light water at $20^{\circ} \mathrm{C}$. ) Errors shown on the
Fig. 5. $S(\alpha, \beta)$ for light water at $150^{\circ} \mathrm{C}$. points are those Fig. 6. $S(\alpha, \beta)$ for heavy water at $20^{\circ} \mathrm{C}$. $\}$ due to counting
Fig. 7. $S(\alpha, \beta)$ for heavy water at $150^{\circ} \mathrm{C}$. statistics only. Fig. 8. Summary curves of $S(\alpha, \beta)$ for water. These curves are the best line drawn by eye through the individual points.

Fig. 9. Examples of the extrapolation of $S / \alpha$ to $\alpha=0$. The dotted lines are derived by LEAP from a tentative $p(\beta)$ and are then used as a guide in making an accurate extrapolation.

Fig. 10. Experimental values of $p(\beta)$ for water.
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## 1. Introduction

The moderation and diffusion properties of a material can be fully characterized by the double differential cross section $d^{2} \sigma / d E^{\prime} d \Omega$ For an isotropic medium it can be written as (e.g./1/)

$$
\begin{equation*}
d^{2} \sigma^{2} d E^{\prime} d \Omega=\sqrt{E_{E}}\left[a_{i}^{2} S_{i}\left(k_{1}, \omega\right)+a_{c}{ }^{2} S_{c}\left(k_{1}, \omega\right)\right] \tag{1}
\end{equation*}
$$

from which the more "integral" quantities $\sigma(E \rightarrow E '), d \sigma / d \Omega$, and others can be derived.

$$
\begin{equation*}
\hbar k=/ \vec{k}-\vec{h}^{\prime} /=\sqrt{2 m}\left(E+E^{\prime}-2 \sqrt{E E^{\prime}} \cos \theta\right)^{1 / 2} \tag{2}
\end{equation*}
$$

is the momentum transfer, $\nabla_{\text {is }}$ the scattering angle, $\hbar_{T} \omega=E-E$ is the energy transfer, $a_{i}$ and $a_{c}$ are the incoherent and coherent scattering lengths; $E$ and $E^{\prime}$ are the energies before and after scattering, respectively.

For reactor calculations tabulations of $d^{2} \sigma / d E \cdot d \Omega$ are needed for $a$ wide range of the relevant parameters: E, E', $\gamma$, and T. The aim of neutron physics is to find methods by which these values can be made available with a minimum amount of experimental and computational effort and with a high degree of reliability. In section 2 of this paper a method is recommended which fits a simplified function $S(K, \circlearrowleft)$ directly to those experimental quantities which can be accurately determined by rather simple procedures.

Until now the following procedures have been applied to obtain the function $S(K, \omega)$ for the usual reactor moderators: $S_{i}(K, N)$ is proportional

[^1]to the double Fourier transform over space and time of the self correlation function ${\underset{S}{S}}^{(r, t)}$ which contains the whole information on the scattering system. By assuming that $\underset{s}{G}(r, t)$ approximately is a Gaussian simple relations can be established between the measured data and the width $w(t)$ of this Gaussian. From the experimental knowledge of $w(t)$ the scattering law $S(K, \boldsymbol{H})$ can be computed for a wider range of the parameters $K$ and $\boldsymbol{H}$. This method has been proposed and applied in the case of water by Egelstaff $/ 2,3 /$. A more indirect concept is the complete quantum mechanical calculation of $S(K, \omega)$ which implies a high amount of mathematical and numerical work. The only informations needed concern the lattice or molecule structure, and the lattice spectrum which is known indirectly in most cases. For beryllium earlier calculations have been performed by the incoherent approximation using a simple Debye spectrum /4,5/. Improvements have been achieved by regarding coherence effects /6,7/, or by using a Born-Karman spectrum (with two characteristic temperatures) in the incoherent approximation $/ 8 /$. The Debye approach considering coherence effects has been applied to the case of BeO /9/. For graphite the Debye model is insufficient. The Krumhans1Brooks spectrum (proportional to $\omega^{2}$ at low and to $\omega$ for higher modes /14/) has been used in the incoherent /11/ and later in the coherent approximation /12/. The more realistic spectrum by Baldock/15/ has been also applied /13/. A comparison of the cross section integrated over final energy and solid angle with transmission experiments in the sub-Bragg range showr rather good agreement for beryllium $/ 5,7,6,8,9 /$ (better than 5 to 10 percent in most cases). One should keep in mind that in some cases a certain compensation of errors can occur, resulting from the different approximations applied. In the case of graphite the comparison with experiments below the Bragg cutoff is rather unsuccessful because of small angle scattering effects /12/
and, at higher energies, because of the influence of preferred microcrystal orientations /16/. In view of the complicated lattice spectrum a more direct experimental approach would be needed to obtain $S(K, \boldsymbol{\omega}$ ) at least for graphite.

In molecular moderators both the spectrum, and the amplitudes (or the "effective masses") for the different oscillation modes have to be known. Calculations by Nelkin /17/ in the case of water will be compared with calculations which have been performed recently at Karlsruhe (see section 3).

## 2. Experimental determination of a Ansatz function $S(K, \omega)$ with several free parameters

The first calculations of $S(K, W)$ have been performed approximately by means of a free gas model. For energies below about 10 kT , there is a considerable amount of purely elastic scattering without quantum exchange, especially for graphite and beryllium because of their exceedingly high Debye temperatures. Therefore, the free gas model is a rather crude picture. A reasonable improvement of the scattering law could be achieved by the introduction of an elastic line $\delta(\omega)$ and a semi-emirical inelastic contribution $S_{o}$, namely

$$
\begin{equation*}
S(K, \omega)=\delta(\omega) F(K)+e^{\hbar \omega / 2 k_{0}^{T}} S_{0}(K, \omega) \tag{3}
\end{equation*}
$$

where $S_{o}(K,-\omega)=S_{o}(K, \omega)^{+)}$.
By this formulation the condition of detailed balance is fulfilled automatically. The intensity of the elastic line, $F(K)$, is proportional to the Debye-Waller factor. For energies above the Bragg cut-off $F(K)$ is further proportional to the intensity distribution of the Bragg reflections in a

[^2]polycrystal. Absolute values of the function $F(K)$ can be measured by selecting neutrons which have been scattered without energy exchange. The experimental curve can be easily normalized by the condition that $F(0)=1$. $F(K)$ could be also determined by x-ray reflections if the same momentum is transferred as in the case of neutron scattering.

The inelastic part $S_{o}$ can be represented by a reasonable chosen simple function with two free parameters which are allowed to depend on K : they can be determined by means of the sum rule $/ 1,29 /$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} S(K, \omega) \omega d \omega=\hbar K^{2} / 2 M \tag{4}
\end{equation*}
$$

which is valid for both coherent, and incoherent scattering; and by means of a second experimental function. For this function the simple differentil cross section should be chosen

$$
\begin{equation*}
\int_{0}^{\infty}\left(d^{2} \sigma\left[K\left(E, E^{\prime} \vartheta\right), \omega\right] / d E^{\prime} d \Omega\right) d E^{\prime}=d \sigma(E, V) / d \Omega \tag{5}
\end{equation*}
$$

This quantity can be accurately measured by a "black" neutron counter /18/. The normalization of the experiment can be performed by the wall-known value of $\sigma_{\mathrm{s}}=\int_{(4 \pi)}(d \sigma / d \Omega) d \Omega$.

The shortest possible "Ansatz" for $S_{0}$ is

$$
\begin{equation*}
S_{0}(k, \omega)=H(k) e-\hbar^{2} \omega^{2} / \varepsilon^{2}(K) \tag{6}
\end{equation*}
$$

where $H$ and $\varepsilon^{2}$ are even functions of $K$. (5) with $(4,6)$ gives with $F(v)$ instead of $F(\tau)$

$$
\begin{equation*}
d \sigma / d \Omega=a_{t_{0}}^{2}\left[F(2)+\int_{0} \sqrt{\frac{E^{\prime}}{E} \frac{\hbar_{2}^{2} K^{2} k_{0} T}{\sqrt{\pi} M \varepsilon^{2}(K)}} e^{-\frac{\left[\hbar \omega-\varepsilon^{2}(k) / 4 k_{0} T\right]^{2}}{\varepsilon^{2}(k)}}\right] \tag{7}
\end{equation*}
$$

where $\varepsilon$ and $\omega$ depend on $E^{\prime}, F(\lambda) \equiv 0$ and $\varepsilon^{2}=2 \hbar^{2} K^{2} K_{0} T / M$
gives the free gas limit. For low energies and temperatures where the
single phonon processes are dominating $\mathcal{E}$ tends to approach a constant value
and $H$ becomes approximately proportional to $K^{2+)}$.
Therefore, a reasonable approximation would be

$$
\begin{equation*}
\Sigma^{2}=a(T)+b(T) K^{2} \tag{8}
\end{equation*}
$$

Now, (7) can be integrated explicitly and the constants $a$, and $b$ can be determined by a least square fit.

The method recommended takes into account rather exactly the transport properties of the moderator by using the experimental cross section $d \sigma / \mathscr{L} / d$. . The moderation properties are included by taking into account the sum rule, the detailed balance condition, and by the introduction of the intensity of elastic scattering directly from experiment. It is reasonable to assume that the description of the inelastic scattering distribution by a simple function (6) with (8) is a rather good description for thermalization problems.

## 3. The scattering cross section of water

The scattering cross section $\mathrm{d}^{2} \sigma / \mathrm{dE}^{\prime} \mathrm{d} \Omega$ of water has been calculated by Nelkin /17/ with the following approximations: (a) translational motion is treated like that of an ideal gas, (b) the hindered rotation is treated as a torsional oscillation with a single quantum energy of 0.06 eV , and (c) three molecular vibrations were regarded with quantum energies of 0.205 , 0.481 and 0.481 eV . The integral of $\mathrm{d}^{2} \sigma / \mathrm{dE}^{\prime}$ d Qover $d E^{\prime}$ and $\mathrm{d} \Omega$ gives the total scattering cross section $\sigma_{S}(E)$ in very good agreement with experiment between 0.01 and $0.5 \mathrm{eV} / 17 /$. The calculations have been extended to lower energies by Goeßmann /19/ using a Debye model for the translational motion. The results are compared with experimental curves from $/ 20 /$ in fig. 1 . It
+) The single phonon term in the Gaussian approximation of Sjölander /30/ is similar but not identical with (7) in this case. For the incoherent case, (7) with (8) is in accordance with the sum rule of the second moment of $S(K, W)(c f,[1])$.
can be seen, however, that the Debye model with a constant Debye temperature fails completely as soon as the free gas concept begins to fail. The step at the melting point in fig. 1 results partly from the change of the hindered rotation energy and partly from the change of the Debye temperature. The comparatively small difference between the bound and the free molecule case can be understood by the opposite influence of the Doppler effect and the reduced mass factor.

The differential cross section $\mathrm{d} \sigma(\sqrt{ }) / \mathrm{d} \Omega$ has been calculated by Kiefhaber /21/ by integration of Nelkin's cross section over E'. The results are compared with experiments $/ 18,22 /$ in fig. 2 . There is rather good agreement at 0.04 eV . At 0.08 eV the agreement is less good. The calculated mean cosines of the scattering angle, $\bar{\mu}$, are compared with experiments in fig. 3. All experimental points are below the calculated curve. Similarly the transport mean free path (found by averaging $1 /(1-\bar{\mu})$ over a Maxwellian) is $\lambda_{\mathrm{tr}}=0.458 \mathrm{~cm}$ instead of $\lambda_{\mathrm{tr}}=0.427 \pm 0.008 \mathrm{~cm}$ from experiment $/ 23 /$.

We think that the discrepancy is due to the assumption of one single torsion energy instead of a rather broad band. This will induce some error mainly at higher neutron energies where torsional quanta can be transferred. Even in the case of ice there are two separated torsional lines in the Raman spectrum at 0.065 and at 0.10 eV . The first can be related to the oscillation around the molecule dipole axes and the latter around the two other molecule axes, respectively /25/.

In the case of water there are several coordination types /26/ with different torsion forces. This gives a further bofladening of the spectrum. On account of Raman spectra in water at $28^{\circ} \mathrm{C} / 27 /$ a rectangular distribution between 0.04 and 0.09 eV should be used. The higher molecule vibration should be changed from 0.48 eV (vapor) to $\approx 0.43 \mathrm{eV}$ (water $/ 26 / 28 /$ ).

Calculations with this kind of spectrum are planned.
The neglect of the translational hinderance in the theory will, on the other hand, introduce no appreciable error in the dominant range of the reactor spectrum. This can be clearly seen by comparing experimental angular distributions $d 6 / \mathrm{d} \Omega$ of ice and water at the same energy /22/: The difference in the curves is very small in spite of the large difference between the Debye temperature of ice and the (hypothetical) Debye temperature of water.

In this connection we may mention that neutron scattering spectra are not very useful to obtain the quantum energies of higher vibration modes (especially the molecular vibrations): if the neutron gains energy from these states normally a rather large momentum is transferred to the vibrating molecule. By this recoil a large Doppler broadening $\Gamma_{1 / 2}$ of an (initially sharp) line is induced with $\Gamma_{1 / 2} \simeq 4\left(E_{v} / \pi \mathrm{m} / M\right)^{1 / 2}$ for $\xlongequal[1 / 2]{ }=\pi / 2$ ( $M / m=$ molecular mass in units of neutron mass). In Raman scattering experiments, on the other hand, the recoil is smaller by a factor of $\left(E_{L}^{2} / 2 \mathrm{mc}^{2} \mathrm{E}_{\mathrm{V}}\right)^{1 / 2} \simeq 1 / 3000,\left(\mathrm{mc}^{2}=\right.$ rest energy of the neutron, $\mathrm{E}_{\mathrm{V}}=$ quantum energy exchanged, e.g. $0.06 \mathrm{eV}, \mathrm{E}_{\mathrm{L}} \simeq 4 \mathrm{eV}=$ quantum energy of Hg -1amp).

The author is very indebted to Prof. H. Maier-Leibnitz and Dr. K. Böckmann for valuable suggestions and discussions. Thanks are further due to Mr. E. Kiefhaber and Dr. W. Häfele for communicating results prior to publication.
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## LEGEND OF FIGURES

Fig. 1. Total cross section of water and ice in barns per molecule. Iand solid curve: experimental (Heinloth et al. /20/). • and thin curve: calculated (Gößnann /19/). $\quad \Theta=$ Debye temperature; torsion energy 0.06 eV for water, and 0.074 eV for ice. The liquid range cannot be described by a constant $\theta$ at very low energies. At $2.7 \times 10^{-3} \mathrm{eV}$, on the other hand, the results are rather insensitive against the translational mostions. $\theta=0$ and $\theta=\infty$ describe the case of completely free, and bound molecules, respectively.

Fig. 2. Angular distribution $d \sigma(\mathscr{V}) / \mathrm{d} \Omega$ from neutron scattering in water $0=$ experimental (Reinsch et al. /18,22/). Solid curve: calculated with Nelkin's theory /17/ by Kiefhaber /21/.
Fig. 3. Mean cosine of scattering angle $\overline{\cos \gamma}$ and transport mean free path $\lambda_{t r} \cdot=$ Whittemore et a1./24/, o = Reinsch et al. /18,22/, solid curve: Kiefhaber /21/.
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# INVESTIGATION OF INELASTIC SCATTERING OF COLD NEUTRONS BY CERTAIN HYDROGEN-CONTAINING SUBSTANCES 

ABSTRACT
Using a beryllium filter to separate the spectral line of cold neutrons and the transit time method for an energy analysis, we investigated the spectra of neutrons inelastically scattered by benzene, diphenyl, and non-irradiated and irradiated polyethylene. The measurements were carried out at sample temperatures of $20^{\circ}$ C. The data obtained are compared with the results of optical investigations of the spectra of the indicated substances.

1. INTRODUCTION

An investigation of the inelastic scattering of cold neutrons by hydrogen-containing substances such as benzene, diphenyl, and polyethylene is of interest for two reasons.

On the one hand, the polyphenyls and polyethylene are assuming an ever increasing significance as moderator materaisl in reactor building, and the solution of the problem of thermalization of neutrons in these substances calls for a direct investigation of the inelastic interaction processes. On the other hand, a study of inelastic scattering of cold neutrons by substances uncovers new possibilities of obtaining additional information concerming the excitation spectrum, i.e., on the dynamics of the substance, and the extraction of such information is for many hydrogencontaining substances (saturated, unsaturated, and aromatic hydrocarbons) of great practical and theoretical significance. Until recently the dynamics of these substances was investigated principally both by measuring the temperature dependence of their specific heat, and by measuring the infrared absorption spectra and the Raman spectra. However, as is well known, data on the temperature dependence of the specific heat do not make it possible to carry out unambiguous determination of the spectrum of oscillations of a Bose system, while in optical measurements one investigates and interprets, principally the high-energy transitions, corresponding to the intramolecular motions. A study of low-energy transitions, corresponding to intermolecular motions, is difficult to carry out by optical means, this entailing both apparatus difficulties and
factors that are principally physical. Consequently an investigation of the inelastic scattering of neutrons by hydrogen-containing substances is of great interest, particularly in the field of low energies.

Notice must be taken here of the specific features of the information contained in the spectrum of neutrons Inelastically scattered by hydrocarbon compounds. Inasmuch as these compounds contain hydrogen and carbon atoms, which differ greatly in mass and in neutron scattering amplitudes, one might think that the information concerming the optical portion of the oscillation spectrum should be more reliable, since the cross section for interaction with hydrogen is larger than that with carbon, and hydrogen participates essentially in the optical oscillations. A factor acting in the opposite direction is that of the level population (the Boltzmann factor), which causes greater excitations to occur, for example, in the acoustic oscillations, and consequently, the cross section for inelastic interaction between neutrons and these levels is higher. In addition, one must note that the use of the experimental results for solving the inverse:problem, of determining the oscillation spectrum from the spectrum of the inelastically scattered neutrons is impossible for hydrocarbons. It is impossible because we do not know a priori the relationship between the polarization vectors $\bar{e} \alpha(\bar{f})$ for
different oscillations, which vectors are contained in the general expression for the inelastic scattering cross section [1]:

$$
\frac{d^{2} \sigma}{d \Omega d \varepsilon} \sim e^{-2 w} \sum_{\alpha} \int \frac{d^{3} \bar{f}}{e^{h \omega_{\alpha}(f) / k T}-1} \frac{\left|\bar{x} \cdot \bar{e}_{\alpha}(\bar{f})\right|^{2}}{\omega_{\alpha}(\bar{f})} \delta\left[\varepsilon-h \omega_{\alpha}(\bar{f})\right]
$$

Since the polarization vectors are subject to the single Iimitation $\sum_{\alpha}\left|\bar{e}_{\alpha}(\bar{f})\right|^{2}=1$. Consequently, in order to determine the oscillation spectrum by means of a neutron experiment we must make use of model representations for the dynamics of the hydrocarbons. Consequently an analysis of the experimental data on inelastic scattering of cold neutrons by benzene, diphenyl, and irradiated or nonirradiated polyethylene will be limited to a qualitative comparison with the results of optical investigations and with the results of the theoretical work.

## 2. EXPERIMENTAI PROCEDURE AND DETERMINATION OF ERRORS

The inelastic scattering of cold neutrons by specimens of benzene, diphenyl, irradiated and non-irradiated polyethylene was measured in the I. V. Kurchatov Atomic Energy Institute using a setup mounted on the IRT-1000 reactor [2]. The primary line of the cold neutrons was separated with the aid of a filter made of polycrystalline
beryllium, while the analysis of the scattered neutrons was carried out at an angle of $90^{\circ}$ to the incident beam using transit time, with the aid of a mechanical interruptor and a 128-channel time analyzer. Specimens 0.1 cm thick were mounted at $45^{\circ}$ to the incident beam, their temperature being $20^{\circ} \mathrm{C}$. To guarantee maximum resolution of the neutron spectrometer, $\Delta \varepsilon / \varepsilon=6-7 \%$, the entire investigated energy interval of the scattered neutrons, from $5 \times 10^{-3}$ to $2 \times 10^{-2} \mathrm{ev}$, was broken up into five sections, each of which was investigated at suitable speeds of rotation of the mechanical interruptor, time delays in magnetostriction lines, time-analyzer channel widths, etc. After taking into account the distortion introduced by the transmission function of the mechanical interruptor, the data on the individual series of measurements were "Joined" to each other on the basis of reaings of the monitors. Corrections were then introduced into the results to allow for the deviation of the detector efficiency from the $1 / \mathrm{v}$ law and for the attenuation of the scattered neutrons via the air between the interruptor and the detector. No correction for the deformation that the specimen introduces into the spectrum of the incoming and scattered neutrons were made, since this correction is small for hydrocarbons. In fact, the expression for the measured spectrum has, after integration
over the thickness of the specimen, the following form

$$
\begin{gathered}
I\left(\lambda_{0}, \lambda\right)= \\
=I_{0}\left(\lambda_{0}\right) \frac{d^{2} \sigma\left(\lambda_{0}, \lambda\right)}{d \Omega d \lambda} \frac{1-\exp \left\{-\sqrt{2} N\left[\sigma_{t}\left(\lambda_{0}\right)+\sigma_{\alpha}(\lambda)\right] d\right\}}{\sqrt{2} N\left[\sigma_{t}\left(\lambda_{0}\right)+\sigma_{\alpha}(\lambda)\right]}
\end{gathered}
$$

where $I_{0}\left(\lambda_{0}\right)--$ spectral line of cold neutrons, $d^{2} \sigma\left(\lambda_{0}, \lambda\right) / d \Omega d \lambda-$ inelastic scattering cross section.

$$
\begin{aligned}
& \sigma_{t}\left(\lambda_{0}\right)-- \text { total cross section for cold neutrons, } \\
& \sigma_{a}(\lambda)-\text { absorption cross section for scattered }
\end{aligned}
$$

neutrons.
d -- thickness of specimen,
N -- density of the nuclei.
Assuming that $I_{0}\left(\lambda_{0}\right)=\delta\left(\lambda_{0}-\lambda_{\text {av }}\right)$ and a specimen thickness of 0.1 cm , we can neglect the correction, since $\sigma_{t}\left(\lambda_{0}\right)>\sigma_{a}(\lambda)$ and

$$
1>\exp \left\{-\sqrt{2} N\left[\sigma_{t}\left(\lambda_{0}\right)+\sigma_{a}(\lambda)\right] d\right\}
$$

3. MEASUREMENT RESULTS AND DISCUSSION
a) Benzene. The benzene molecule is one of the simplest among the polyatomic cyclic molecules, and its
spectrum has been investigated in detail theoretically and experimentally both in the condensed state and in vapor. In connection with the fact that the symmetry group of the benzene molecule is $D_{\sigma_{n}}$ and that the alternative forbidenness holds for the optical spectra of this molecule (levels that are inactive in the Raman spectrum are active in the infrared absorption spectrum and vice versa), one should not expect the neutronoscopic investigation of the benzene spectrum to yield additional information at energies above the first vibrational level of the benzene molecule ( $E \simeq 0.05 \mathrm{ev})$. If there are any differences, they should be sought at lower energies.

Fig. I shows the spectrum of the neutrons scattered by a specimen of Iiquid benzol at $20^{\circ} \mathrm{C}$, obtained after 180 hours of operation of the apparatus. The intensity is plotted as a function of the wavelength of the scattered neutron, the resolution of the spectrometer during the transit time is indicated by the triangles, while the arrows designate the positions of the lines obtained in the Raman spectra and in the infrared absorption spectra [3, 4, 5]. It must be noted first of all that the maximum at $\sim 4 \AA\left(\lambda_{H}=3.952 \AA\right)$, corresponding to elastic scattering of the primary cold-neutron line, manifests itself weakly in the spectrum, and is comparable in intensity with the weak maximum in the primary line (Fig. 2), correspond-
ing to the system of planes $\operatorname{Be}(1,1,1)$. This change in the spectrum is obviously explained by the fact that there exist in liquid benzol, at low energies, a large level density, connected both with the quasi-phonon spectrum and with the rotational states of the molecules, and also with diffusive the presence of the strong infeta motion in liquid benzene at 200 C. Therefore the inelastic scattering cross section of cold neutrons turns out to be comparable with the elastic scattering cross section, and this causes the elastic scattering peak to become smeared.

Further, as can be concluded from a comparison of the results of the optical investigations with the spectrum of inelastically scattered neutrons, it follows that all the levels that appear in the optical spectrum of benzene appeared also in the neutron spectrum. The difference lies only in the fact that the lines with frequencies 63 and 69 $\mathrm{cm}^{-1}\left(\lambda_{\mathrm{H}}=? .68\right.$ and $\left.? .60 \mathrm{~A}\right)$, corresponding to the rotational oscillation about the planar axis and the sixfold axis, are not resolved, and the line at $\nu=405 \mathrm{~cm}^{-1}\left(\lambda_{\mathrm{H}}=\right.$ I. 23 A ) which usually appears weakly in optical observations, was clearly pronounced in the neutron spectrum. However, along with the maxima of the inelastically scattered neutron, spectrum, which coincide in position with the Iines of the optical spectra, certain maximum not observed in optical spectra also appear. This is first of all the
maximum at $\lambda_{H}=1.30 \AA\left(\nu \cong 360 \mathrm{~cm}^{-1}\right)$ and the very weak maximum at $\lambda_{H}=1.48 \AA^{\circ}\left(V \simeq 262 \mathrm{~cm}^{-1}\right)$, and also two maxima at $\lambda_{H}=2.80 \AA$ and $\lambda_{H}=3 \dot{A}\left(\nu=55 \mathrm{~cm}^{-1}\right.$ and $\nu=$ $44 \mathrm{~cm}^{-1}$ ), situated between the levels of the rotational oscillations about the planar axes and sixfold axis.
b) Diphenyl. The experimental spectrum of inelastically scattered neutrons from a specimen of polycrystalline diphenyl is shown in Fig. 3. As in the case of benzene, the results of the optical investigations of the diphenyl spectrum, obtained essentially from the depolarization of Raman scattering [3], are indicated in the figure by arrows. Unlike benzene, the neutron spectrum of diphenyl has a clearly pronounced region of elastic neutron scattering of the first line $\left(\lambda_{H}=3.64 \AA\right.$ and $4 \AA$ ). The slope of the leading front of the main maximum of elastic scattering at $\lambda_{H} \simeq 4 \AA$ is determined only by the resolution of the neutron spectrometer, and consequently, at the temperature of the experiment, which was $50^{\circ}$ lower than the melting point of diphenyl, the diffuse motion in diphenyl is practically nonexistent. From the ratio ren of the ordinates of the maxima of the elastic scattering at $\lambda_{H}=3.64 \AA$ and $\lambda_{H}=4 \AA$, which does not differ strongly from the ratio of the ordinates in the primary line, one can conclude that the level density in solid diphenyl is insignificant in the low energy region near $10^{-3} \mathrm{ev}$. As in
the case of benzene, the spectrum of the neutrons inelastically scattered by diphenyl contains along with the lines that appear in the optical spectra also lines missing from the optical spectra. These lines are situated in the diphenyl spectrum near $\lambda_{\mathrm{H}}=2.23 \mathrm{~A}\left(\nu \simeq 104 \mathrm{~cm}^{-1}\right)$ and $\lambda_{\mathrm{H}}$ $=3.25 \mathrm{~A}\left(\nu \simeq 34 \mathrm{~cm}^{-1}\right)$. In Fig. 3 these Ines are indicated with arrows marked with a question mark. Although the nature of these maxima has not yet been established, it must be noted that both in the optical and in the neutron spectra of the benzene, maxima appear at these wavelengths.
c) Non-irradiated and irradiated polyethylene. The specimens used were polyethylene low-pressure films with average molecular weight $5 \times 10^{4}$ and $60 \%$ degree of crystallinity. One of the polyethylene specimens was irradiated in a reactor with an integral dose of about 500 Mrad , corresponding to the formation of about $10 \%$ of joinings between the polymer chains. The experimental results on the measurement of the spectra of inelastically scattered neutrons from the polyethylene specimens are shown in Figs. 4 and 5. For the sake of convenience in comparison, the spectra have been normalized to equal intensity at the elastic-scattering maximum at $\quad \lambda_{H}=4 \AA$, and the entire investigated wavelength interval of the scattered neutrons is broken up into two parts, the range from 0.7 to I.2 A (Fig. 4), and the range from 1.2 to 4.5 A (Fig. 5). As
before, the arrows indicate the positions of the lines observed in the optical spectra of polyethylene $[6,7,8]$. From a comparison of the results of the optical investigations with the spectrum of the inelastically scattered neutrons (Fig. 4) we can conclude that the spectrum of the inelastically scattered neutrons duplicates to a considerable degree the optical spectrum, i.e., the infrared absorption lines and the Raman lines correspond within the limits of the resolution, to maxima of the neutron spectrum. The neutron spectrum contains also lines which are classified as very weak in the optical spectrum, and for a series of very closely lying lines of the optical spectrum ( $\lambda_{H}=0.745-0.780 \mathrm{~A}$ ) the neutron spectrum yields an envelope, owing to the insufficient resolution. As can be seen from Fig. 4. in the wavelength interval of the scattered neutrons from 0.7 to 1.2 A , no noticeable difference is seen between the spectra of the non-irradiated and irradiated polyethylene and between the neutron and the optical spectra. The difference manifests itself at Ions, wavelengths of the scattered neutrons, with $\lambda_{H}>$ $1.2 \AA$ (Fis. 5). What is striking in this region is the transition from elastic scattering (maxima at $\lambda_{H}=4$ and 3.64 A ) to inelastic scattering. The ratio of intensities of elastic to inelastic scattering is 3:1. Such a ratio indicates that in both the non-irradiated and irradiated
polyethylene there is a considerable level density in the region of low energies, connected possibily with the rotation of the segments of the polymer chains. This result agrees with results obtained by investigating the nuclear magnetic resonance lines in polyethylene, where it becomes necessary to assume that polyethylene contains a system of low-lying energy levels in order to explain the small width of the experimentally observed Ines [9]. The cited references on the investigation of optical spectra of polyethylene contain indications that weak lines have been observed, with frequencies $\mathcal{V}=150 \mathrm{~cm}^{-1}$ and $\mathcal{V}=$ $200 \mathrm{~cm}^{-1}$ (corresponding to $\lambda_{\mathrm{H}}=1.94$ and 1.71 A ). As can be seen from Fig. 5, two maxima appear in the neutron spectrum of both non-irradiated and irradiated polyethylene. These can be regarded as coinciding, within the limits of resolution, with the results of the optical investigations. These are the lines at $\lambda_{H}=2.04 \AA$ and $\lambda_{H}=1.78 \AA$ (optical frequencies $\nu \simeq 135$ and $\nu \simeq 184 \mathrm{~cm}^{-1}$ ). However, the structure of the neutron spectra is more complicated. In this connection it would be desirable to compare the results of the neutron research on the polyethylene spectrum, in the considered region of wavelengths, with the theoretical work on the dynamics highly-anisotropic chain materials, used to explain the temperature dependence of the specific heat [10, 11]. However, the
polyethylene model that was used as the basis of the theoretical analysis of [10], in which the true structure of the crystalline regions of the polyethylene is approximated by a tetragonal lattice, and in which no account is taken of the presence of the amorphous phase and the solutions of the dynamic matrix are unstable with respect to the choice of the force constants, is far from reality. Consequently, a comparison of the data of the neutron experiment with this theory is not convincing.

The spectrum of inelastically scattered neutrons at $\lambda_{\mathrm{H}}>1.2 \mathrm{~A}_{\mathrm{A}}$ contains along with the lines at $\lambda_{\mathrm{H}}=2.04$ and $\lambda_{H}=1.78 \AA$ a few other maxima, namely a clearly pronounced maximum at $\lambda_{H}=1.51 \AA\left(\nu \simeq 264 \mathrm{~cm}^{-1}\right)$ in both the irradiated and non-irradiated polyethylene, and maxima at $\lambda_{H}=2.20$ and 2.94 A , which manifest themselves more pronouncedly in the spectrum of the non-irradiated polyethylene. The spectrum of the irradiated polyethylene displays also a weak maximum at $\lambda_{H}=2.63 \AA(V \simeq$ $64 \mathrm{~cm}^{-1}$ ). The degree to which these maxima are connected with the singularities of the phonon spectrum of the polyethylene cannot be judged from the results of this experiment. As regards the difference in the spectrum of inelastically scattered neutrons from non-irradiated and irradiated polyethylene, we can see from Figs. 4 and 5 that there is no appreciable difference between these spec-
tra. All that is observed are weak discrepancies between the spectra, which manifest themselves only in the longwave portion of the spectrum and apparently call for a more detailed investigation.

## CONCLUSION

By investigating the spectra of neutrons inelastically scattered by samples of benzene, diphenyl, and nonirradiated and irradiated polyethylene at $20^{\circ} \mathrm{C}$, it was established that the neutron spectra of these substances have sertain singularities that do not appear in their optical spectra. A more exact determination of the energy position of these singularities and a determination of their nature require, on the one hand, an increase in the resolution of the neutron spectrometer with respect to the transit time and a considerable narrowing down of the spectral line of the cold neutrons, and on the other hand measurements of the spectrum of the inelastically scattered neutrons at different temperature above and below the melting temperature and the temperature $T_{G}$.

The authors are grateful to M. I. Pevzner for continuous interest in the work and for participating in the discussion of the results.
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## Figure Captions

Fig. I. Spectrum of neutrons scattered by liquid benzene.

Fig. 2. Spectral line of neutrons filtered by polycrystalline beryllium.

Fig. 3. Spectrum of neutrons scattered by polycrystalline diphenyl.

Fig. 4. Spectrum of neutrons scattered by irradiated and non-irradiated polyethylene in the wavelength interval from 0.7 to $1.2 \AA$.

Fig. 5. Spectrum of neutrons scattered by irradiated and non-irradiated polyethylene in the wavelength interval from 1.2 to $4.5 \AA$.
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## 1. Introduction

This report falls into two parts - a review of methods of calculation of the scattering law, illustrated by the examples given in papers presented to the conference (1-6), followed by a discussion of various integral properties of the scattering law, and their sensitivity to its detailed nature.

In the first part of the paper emphasis is placed on the mathematical nature of the approximation used rather than on detailed physical considerations. This is because the scattering law is subject to various constants (detailed balance, and the Placzek moment theorem) which from the point of view of thermalization theory are of greater significance than for example details of the energy level structure of the scattering system.

## A. Scattering Law Calculations

## 2. General Formulation

In the general discussion, I shall restrict attention to the contribution to the total scattering due to the incoherent scattering from one species of atom, chemically bound in a particular way. For this the scattering cross section for neutrons from initial energy $E$ to final energy $E^{\prime}$ through an angle $\theta$ is given by

$$
\begin{equation*}
\sigma\left(E \rightarrow E^{\prime}, \theta\right)=\frac{\sigma_{0}}{4 \pi}\left(E^{\prime} / E\right)^{\frac{1}{2}} \frac{1}{2 \pi \hbar} \int_{-\infty}^{\infty} \gamma(\kappa, t) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \mathrm{dt} \tag{1}
\end{equation*}
$$

where $\sigma_{0}$ is the bound atom cross section, $\hbar \underline{\kappa}$ the momentum transfer and $\hbar \omega$ the energy transfer between neutron and scattering system. $\gamma(\underline{\kappa}, \mathrm{t}) \mathrm{de}-$ fined below is a correlation function for the motion of the type of atom under consideration.

To obtain the macroscopic cross section which appears in the Boltzmann equation for thermal neutrons, we have to take a sum of terms of the form (1) for each possible type of binding of atoms in the system, weighted with the number density of such atoms, followed by a sum over the different atomic species in the system. In addition there may be terms due to interference in the scattering from different atoms.

There are thus two problems involved in constructing a theoretical scattering law. These are a) the physical problem of obtaining $\gamma(\underline{\kappa}, \mathrm{t})$ and b) the mathematical problem of the evaluation of the Fourier transform integral (1). However, whatever physical or mathematical approximations are made, it is essential that certain "rules" should be borne in mind in computing cross sections for the calculation of neutron spectra. These may be summarized under (A) through (D):
(A). $\gamma(\underline{\kappa}, \mathrm{t})$ is analytic in t a round $\mathrm{t}=0$ and is such that $\gamma\left(\underline{\kappa}, \mathrm{t}-\frac{\mu \hbar}{2 k T}\right)$ is real for real $\underline{\kappa}, \mathrm{t}$, where T is the temperature of the moderator. This is the detailed balance condition.

Rules (B), (C), and (D) relate to the short time behavior of $\gamma(\underline{\kappa}, \mathrm{t})$ :
(B). $\gamma(\underline{\kappa}, 0)=1$
(C). $\gamma^{\prime}(\underline{\kappa}, 0)=\mathrm{i} \frac{\hbar \kappa^{2}}{2 \mathrm{M}}$ (M the mass of the atom)
(D). $\gamma^{\prime \prime}(\underline{\kappa}, 0)=-\left(\hbar \kappa^{2} / 2 M\right)^{2}-\kappa^{2} \frac{\mathrm{k} \overline{\mathrm{T}}}{\mathrm{M}}$
where $k \bar{T}$ is two-thirds the mean kinetic energy of the atoms. (Primes denote derivatives with respect to time.)

These rules can also be expressed in terms of the scattering law, $S(\alpha, \beta)$, of the dimensionless variables $\alpha$ and $\beta$. $S(\alpha, \beta)$ is defined by

$$
\begin{equation*}
\mathrm{e}^{-\beta / 2} \mathrm{~S}(\alpha, \beta)=\frac{\mathrm{kT}}{\hbar} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \gamma(\underline{\kappa}, \mathrm{t}) \mathrm{e}^{\mathrm{i} \omega \mathrm{t}} \mathrm{dt} \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\frac{\hbar^{2} \kappa^{2}}{2 \mathrm{MkT}}=\frac{1}{\mathrm{AkT}}\left(\mathrm{E}+\mathrm{E}^{\prime}-2\left(\mathrm{EE}^{\prime}\right)^{\frac{1}{2}} \cos \theta\right)  \tag{6}\\
& \beta=\frac{\hbar \omega}{\mathrm{kT}}=\frac{1}{\mathrm{kT}}\left(\mathrm{E}^{\prime}-\mathrm{E}\right) \tag{7}
\end{align*}
$$

Rule (A) then states that $S(\alpha, \beta)$ is an even function of $\beta$, while (B), (C), and (D) give respectively

$$
\begin{align*}
& \text { (B') } \quad 2 \int \mathrm{~S}(\alpha, \beta) \cosh \frac{\beta}{2} \mathrm{~d} \beta=1  \tag{8}\\
& \left(\mathrm{C}^{\prime}\right) \quad 2 \int \mathrm{~S}(\alpha, \beta) \beta \sinh \frac{\beta}{2} \mathrm{~d} \beta=\alpha  \tag{9}\\
& \text { (D') } 2 \int \mathrm{~S}(\alpha, \beta) \beta^{2} \cosh \frac{\beta}{2} \mathrm{~d} \beta=\alpha^{2}+2 \frac{\overline{\mathrm{~T}}}{\mathrm{~T}} \alpha \tag{10}
\end{align*}
$$

These are the moment theorems first obtained by Placzek (8). The significance of these rules in thermalization theory is as follows: if rule $A$ is violated then the Maxwellian distribution of neutrons is no longer a solution of the infinite medium Boltzmann equation in the absence of absorbers. Thus this rule must not be relaxed in calculating cross sections for situations whe re a thermal spectrum is established. Rules B and C determine the high energy total cross section as the free atom cross section: if rule $B$ is relaxed then in general the cross section will become zero or infinite at high energies. Rules C and D determine the rate of energy transfer between neutron and moderator at high energies, so these rules also should not be relaxed in calculating cross sections above thermal energies.

Although the emphasis here is on the calculation of cross sections for reactor purposes, it is interesting to consider the formal properties of $\gamma(\underline{\kappa}, \mathrm{t})$.

In particular in a recent memorandum, R. Aamodt et al. (9) have considered the relation between $\gamma(\underline{\kappa}, t)$ and its classical equivalent, and shown that formally

$$
\begin{equation*}
\mathrm{S}(\alpha, \beta)=\mathrm{S}_{\mathrm{c}}(\alpha, \beta) \mathrm{e}^{-\alpha / 4}+\mathrm{O}\left(\hbar^{2}\right) \tag{11}
\end{equation*}
$$

where $\mathbf{S}_{\mathbf{c}}(\alpha, \beta)$ is computed from the classical $\gamma(\underline{\kappa}, \mathrm{t})$. In a paper at this conference Rosenbaum and Zweifel (10) show some numerical results indicating the magnitude of this correction in a number of cases.

## 3. Scattering by Molecules

In two papers to the conference McMurry et al. (1,2) have compared methods of calculation of the scattering from isolated molecules under the assumption that the Hamiltonian can be separated into non-interacting parts corresponding to translation rotation and vibration. In such a case $\gamma(\underline{\kappa}, \mathrm{t})$ separates into a product of two factors $\gamma_{\mathrm{T}}$ for the translational motion, and $\gamma_{\mathrm{RV}}$ for the rotation and vibation.(10) The vibrational part can be written in the form

$$
\begin{equation*}
\gamma_{\mathrm{V}}=\exp \{-\underline{\kappa}<\underline{\mathrm{u}}(0) \underline{\mathrm{u}}(0)>\mathrm{T} \underline{\kappa}+\underline{\kappa}<\underline{\mathrm{u}}(0) \underline{\mathrm{u}}(\mathrm{t})>\mathrm{T} \underline{\kappa}\} \tag{12}
\end{equation*}
$$

where $\underline{u}(t)$ is the displacement of an atom from its equilibrium position with respect to axes fixed in the molecule. $\gamma_{R V}$ then contains this factor together with the rotational contribution averaged over orientation of the molecule.

Of particular interest in these results is a comparison of the exact average over orientations compared to "Krieger-Nelkin" averaging where the average is performed in the exponent of (12). Figures 1, 9, and 10 of reference 2 show that for the highly symmetric molecule of methane the two agree quite well, while for the linear pseudo-molecule $O H$, there is a marked disagreement.

Another point of interest is that a classical treatment of the vibrational modes leads to too great an energy loss for scattering of high energy neutrons (Figure 10) as would be expected since rule D is then violated.

A method of calculation which is not given in McMurry's paper is to use the "Gaussian approximation" to calculate the scattering. This has been considered, from the point of view of computation, in a recent paper by Schofield and Egelstaff (12), and has so far been the basis for computations using the experimentally measured $S(\alpha, \beta)$. Here $\gamma(\underline{\kappa}, \mathrm{t})$ is specified by a normalized frequency distribution $\rho(\beta)$ :

$$
\begin{align*}
& \mathbf{S}(\alpha, \beta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathbf{I}(\alpha, \mathrm{t}) \mathrm{e}^{\mathrm{i} \beta \mathrm{t}} \mathrm{dt}  \tag{13}\\
& \mathrm{I}(\alpha, \mathrm{t})=\exp \{-\alpha \mathrm{W}(\mathrm{t})\}  \tag{14}\\
& \mathrm{W}(\mathrm{t})=\int \frac{\rho(\beta)}{\beta \sinh \beta / 2}[\cosh \beta / 2-\cos \beta \mathrm{t} \mid \mathrm{d} \beta \tag{15}
\end{align*}
$$

[Note that "Krieger-Nelkin" averaging is implicit in this formalism; see, however, Appendix III of reference 12.]

I quote here the form of $\rho(\beta)$ for the rotational motion of an atom in a diatomic molecule. This may be obtained by evaluating the velocity selfcorrelation function for a particle moving in a sphere without using explicit forms of the rotational wave-functions: (13)

$$
\begin{equation*}
\rho_{\mathbf{R}^{2}}(\beta)=\frac{2}{3} \frac{\sum \ell^{2}\left(\mathrm{e}^{\hbar^{2} \ell / \mathrm{IkT}}-1\right) \mathrm{e}^{-\left(\hbar^{2} / 2 \mathrm{IkT}\right) \ell(\ell+1)} \delta\left(\beta-\frac{\ell \hbar^{2}}{\operatorname{IkT}}\right)}{\sum_{\ell}(2 \ell+1) \mathrm{e}^{-\left(\hbar^{2} / 2 \mathrm{IkT}\right) \ell(\ell+1)}} \tag{16}
\end{equation*}
$$

$\rho_{\mathbf{R}}(\beta)$ is normalized to $2 / 3$ since the rotational motion accounts for this fraction of the total degrees of freedom of the atom. In the limit of large moment of inertia (small energy level separation), $\frac{\hbar^{2}}{\mathrm{IkT}} \ll 1, \rho_{\mathrm{R}}(\beta)$ may be replaced by a continuous pseudo-classical distribution:

$$
\begin{equation*}
\rho_{\mathrm{R}}^{\mathrm{c}}(\beta)=\frac{2}{3} \frac{\mathrm{kT}}{\hbar} \frac{1}{2} \mathrm{I}^{2} \omega^{3} \mathrm{e}^{-\frac{1}{2} \frac{\mathrm{I} \omega^{2}}{\mathrm{kT}}} \tag{17}
\end{equation*}
$$

where $\omega=\frac{\mathrm{kT}}{\hbar} \beta$.

A comparison of this Gaussian approximation with the other methods of calculation would be of great interest, since the rotating system is the only definitely non-Gaussian system for which an exact calculation is possible.

In the paper by Yip and Osborn (3), a model for scattering from a hindered rotator is given, by considering the motion of a dipolar molecule in a strong electric field. An interesting feature of their result is the prediction that to a good first approximation, $\gamma$ has the form

$$
\begin{equation*}
\gamma(\underline{\mathrm{u}}, \mathrm{t})=\mathrm{f}_{\mathrm{o}}(\underline{\kappa})+\mathrm{f}_{1}(\underline{\mathrm{u}}) \mathrm{g}(\nu, \mathrm{t}) \tag{18}
\end{equation*}
$$

where $f_{0}(\underline{\kappa})$ and $f_{1}(\underline{\kappa})$ depend only on the structure of the molecule and are independent of the energy of the oscillator, $\nu$, corresponding to the hindered rotation. Thus even in a more realistic model of a liquid where instead of a single frequency there is a distribution of frequencies $\nu, \gamma$ still has the form (18). It should be possible to test experimentally from measurements of $\mathrm{S}(\alpha, \beta)$ in an appropriate liquid (ammonia?) whether this is so in practice.

The papers of Goldman and Federighi (4), and of Boffi et al. (5) treat the scattering from polyethylene and polyphenyls respectively. These calculations are both based on (12) for the vibrational $\gamma(\underline{\kappa}, t)$. The $\underline{u}(t)$ for each hydrogen atom are obtained in terms of normal coordinates, and frequencies obtained from inf rared data in (4) and for a normal mode analysis of benzene in (5).

The paper by Macdougall (6) describes the computer codes LEAP, which uses the methods of reference (12) to compute $\mathrm{S}(\alpha, \beta)$ from a given
$\rho(\beta)$, in the Gaussian approximation, and in particular some calculations of cross section and spectra for graphite using experimental data of Egelstaff (unpublished).

## B. The Scattering Law and Neutron Thermalization

## 4. General Discussion

One of the main difficulties in making a direct assessment of the sensitivity of thermal neutron spectra to the form of $\mathrm{S}(\alpha, \beta)$ lies in the rather awkward relation between $\alpha$ and $\beta$ for given initial and final neutron energy and angle. Although it has long been realized that spectra must be insensitive to fine details in the scattering [as an extreme case of insensitivity, see Table 1 of Macdougall's paper (6)], it is only recently that quantitative estimates have been made of such sensitivity.

In the epithermal range, the expansions of Placzek (8) and of Wick (14) combined with asymptotic solutions of the energy dependent equation for thermal neutrons $(15,16)$ have indicated the importance of certain parameters, such as the mean kinetic energy of the moderating atom, and the curvature of the potential with which they interact. However, the range of validity of such expansions does not reach far into the thermal range.

Recently quite a number of authors have shown, independently, how, within the framework of the Gaussian approximation, various averages over
the scattering law can be evaluated directly in terms of the function $\mathrm{W}(\mathrm{t})$ or (equivalently) $\rho(\beta)(17-21)$.

The general results of this work can be derived from a function which I call $F(\lambda, \mu)$. It is defined by

$$
\begin{equation*}
\sigma_{0} F(\lambda, \mu)=\int_{0}^{\infty} \mathrm{dEE} \mathrm{e}^{-\mathrm{E}} \int_{0}^{\infty} \mathrm{dE}^{\prime} \sigma\left(\mathrm{E} \rightarrow \mathrm{E}^{\prime}\right) \exp \left\{-\lambda E-\mu \mathrm{E}^{\prime}\right\} \tag{19}
\end{equation*}
$$

that is, as the double Laplace transform of the symmetrical cross section $E e^{-\mathrm{E}} \sigma\left(\mathrm{E} \rightarrow \mathrm{E}^{\prime}\right)$. (The energy is here measured in units of the moderator temperature.)

Within the Gaussian approximation, $\mathbf{F}(\lambda, \mu)$ reduces to a single time integral:

$$
\begin{equation*}
F(\lambda, \mu)=\frac{1}{8} \int_{-\infty}^{\infty} d t\left\{t^{2}+\frac{1}{4}(1+\lambda+\mu)^{2}+(1+\lambda+\mu) \frac{1}{\mathrm{~A}} \mathrm{~W}\left(\mathrm{t}+\frac{1}{2}(\lambda-\mu)\right)\right\}^{-3 / 2} \tag{20}
\end{equation*}
$$

Clearly by taking derivatives with respect to $\lambda$ and $\mu$ and setting $\lambda=\mu=0$ matrix elements of the scattering kernel between powers of E may be obtained, and hence between orthogonal polynomials: this is discussed with respect to the Laguerre polynomials by Purohit (19) and Takahashi (20). Corngold (17) obtains expressions for arbitrary powers of energy, in terms of integrals over hypergeometric functions.

Purohit and Rajagopal (22) have performed extensive calculations
using various Doppler approximations. Here $W(t)$ is expanded about some point in the complex $t$-plane by a Taylor series, terms through $t^{2}$ being retained. With this approximation it is possible to obtain in fairly simple form the single integral over $\mathrm{E}^{\prime}$ in (19), and hence evaluate moments of energy transfer between neutrons of incident energy $E$ and the moderator. The difficulty here is that it is impossible to satisfy simultaneously all conditions (A) to (D) (except in the trivial case of the free gas), so that to obtain consistency with these conditions, the expansion should be performed about some point $\mathrm{t}+\mathrm{i} \tau$, where $\tau$ depends on the initial neutron energy.

In reference (21), I have considered the rate of energy exchange between a Maxwellian distribution of neutrons at a temperature T and a moderator of temperature $\mathrm{T}_{\mathrm{M}}$. This has the advantage that while this function of $T / T_{M}$ contains all the information for the rate of exchange of energy between neutron and moderator, it is much simpler to assess the sensitivity to the form of $W(t)$ in this way.

A brief discussion of this method together with some preliminary results is presented in the next section.

## 5. Rate of Energy Exchange Between Neutrons and Moderator

As an assessment of the sensitivity of thermalization phenomena to
the form of $\rho(\omega),{ }^{*}$ we consider the function $\mathrm{M}^{(1)}(\beta, \omega)$ defined through the following sequence of equations. We consider the rate of exchange of energy between a thermal distribution of neutrons of temperature $T=T_{M} / \beta$ and a moderator of temperature $\mathrm{T}_{\mathbf{M}}$. This should be a dominant factor in determining the relation between the scattering law and neutron spectra. Let

$$
\begin{equation*}
\int_{0}^{\infty} d E \int_{0}^{\infty} d E^{\prime} \beta^{3} e^{-\beta E}\left(E-E^{\prime}\right) \sigma\left(E \rightarrow E^{\prime}\right)=\sigma_{0} \frac{4}{A} M_{1}(\beta) \tag{21}
\end{equation*}
$$

Then' it can be shown (21)

$$
\begin{equation*}
\mathrm{M}_{1}(\beta)=\int_{0}^{\infty} \rho(\omega) \mathrm{M}_{1}^{(1)}(\beta, \omega) \mathrm{d} \omega+\mathrm{O}(1 / \mathrm{A}) \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{M}_{1}^{(1)}(\beta, \omega)=\frac{1}{2 \sinh \frac{\omega}{2}} \sinh \left\{\frac{1}{2}(1-\beta) \omega\right\} \mathrm{k}_{2}\left(\frac{1}{2} \beta \omega\right) \tag{23}
\end{equation*}
$$

(where $\mathrm{x}^{-2} \mathrm{k}_{2}(\mathrm{x})=\mathrm{K}_{2}(\mathrm{x})$, the modified Bessel function).
In thermalization theory we are mainly interested in the range $0<\beta<1$, at the ends of the interval. (i) $\beta$ small

$$
\begin{equation*}
\mathrm{M}_{1}^{(1)}(\beta, \omega) \sim 1-\beta \frac{1}{2} \omega \operatorname{coth} \frac{1}{2} \omega=1-\beta \mathrm{K}(\omega) \tag{24}
\end{equation*}
$$

(ii) $\beta \sim 1$

$$
\begin{equation*}
\mathrm{M}_{1}^{(1)}(\beta, \omega) \sim(1-\beta) \frac{\omega}{4 \sinh \frac{\omega}{2}} \mathrm{k}_{2}^{\left(\frac{1}{2} \omega\right)=(1-\beta)(\mathrm{M} / \omega)} \tag{25}
\end{equation*}
$$

[^3]It turns out that for $\omega<6$ (that is excitation energies less than 6 kT ), one can find functions $\mathbf{x}(\beta)$ and $\mathrm{y}(\beta)$ such that

$$
\begin{equation*}
\left.\mathbf{M}_{1}^{(1)}(\beta, \omega)=(1-\beta)\{1-\mathbf{x}(\beta)(\mathrm{K} / \omega)-1)-\mathbf{y}(\beta)(1-\mathbf{M}(\omega))\right\} \tag{26}
\end{equation*}
$$

Hence again for $\omega<6$, the rate of energy transfer for a moderator of mass A, should be well characterized by the parameters $\overline{\mathrm{K}}$ and $\overline{\mathrm{M}}$, the average of $\mathrm{K}(\omega)$ and $\mathrm{M}(\omega)$ over the frequency distribution $\rho(\omega)$.

Some values are illustrated in Figure 1 where $\bar{M}$ is shown against $\bar{K}$ for various models. The lower curve is $K(\omega)$ and $M(\omega)$ for a single frequency while the higher shows $\overline{\mathrm{K}}$ vs. $\overline{\mathrm{M}}$ for a Debye frequency distribution. The open circles are given by the Yoshimori and Kitano frequency distribution for graphite as used in the calculations of Parks (23), and the full circle represents water at $293^{\circ} \mathrm{K}$ using the experimental data of Haywood and Thorson (24) for frequencies less than 6 kT and the vibrational frequencies used by Nelkin (25) (with weight adjusted to give the correct normalization) for the higher frequencies. (The Nelkin model gives $\overline{\mathrm{K}}=3.37, \overline{\mathrm{M}}=0.317$ which is just outside the range of the figure.)

In Table 1, a summary of results for the Parks model of graphite (23) is given. The third column gives calculations of the parameter $\mathrm{M}_{2}$ defined by


FIGURE

Table 1
Graphite (Parks, Yoshimori, and Kitano)

| T, ${ }^{0} \mathrm{~K}$ | K | $\bar{M}$ | $\mathrm{M}_{2}, \mathrm{~b}$ | $M_{2}^{(1)}$ | $\begin{gathered} \mathrm{M}_{2}^{(1)} \\ \text { (corrected) } \\ \hline \end{gathered}$ | $\theta_{\mathrm{D}},{ }^{0} \mathrm{~K}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | $\stackrel{\text { K }}{ }$ | M |
| 300 | 2.35 | 0.314 | 1.068 | 1.15* | 0.97 | 1980 | 1590 |
| 600 | 1.52 | 0.614 | 1.863 | 2.25 | 1.77 | 2040 | 1890 |
| 900 | 1.26 | 0.700 | 2.287 | 2.79 | 2.16 | 2120 | 1980 |
| 1200 | 1.16 | 0.851 | 2.467 | 3.12 | 2.38 | 2220 | 2100 |

[^4]\[

$$
\begin{equation*}
\mathrm{M}_{2}=\int_{0}^{\infty} \mathrm{dE} \int_{0}^{\infty} \mathrm{dE}^{\prime} E e^{-E}\left(E-E^{\prime}\right)^{2} \sigma(E-E) \tag{27}
\end{equation*}
$$

\]

from the full scattering kernel (26), the fourth column shows the value obtained by the $1 / \mathrm{A}$ approximation, while the fifth column shows the result including a Doppler type correction for higher powers of $1 / \mathrm{A}$. Since the latter is less sensitive to $\rho(\omega)$ than are $\bar{K}$ and $\bar{M}$, the good agreement between this corrected value and the exact value, indicates the adequacy of the $1 /$ A approximation in assessing the sensitivity of this parameter to $\rho(\omega)$.

The final two columns of Table 1 give effective Debye temperatures for graphite based on a fit of $\bar{K}$ and $\bar{M}$ respectively. Where these agree, as at the higher temperatures, the analysis indicates that the Debye model should be adequate for calculating thermalization effects in graphite.

The value of 0.80 b for $\mathrm{M}_{2}$ given in Table 1 is quoted from the paper by Kothari (27), and is based on calculations using the Krumhansl and Brooks frequency distribution.
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## IMIRODUCTION

In this report we shall discuss the general features of the neutron scattering by heavy organic moleculcs. Our object is to bring into focus those aspects of the wolecular motions which are signilicant for understanding in detail the thermalization of neutrons in such moderators. In addition, we shail formulate the relation between the scattering and the molecular motions in such a way as to give this relation a form suitable for numerical calculations.

In Section I we shall present the general basis and physical assumptions which are appropriate for a realistic discussion of neutron thermalization by the heavy organic molecules.

In Section II we reduce this general basis to a form which allows one to accomplish a direct evaluation of the neutron energy transfer cross section in terms of the state of the chemical binding of the hydrogen in the hydrocarbons.

In Section III we shall be cancerned with those aspects of the molecular motions of the organic compounds which are significant for understanding the scattering of thermal neutrons. In particular, we shall give the normal mode frequencies of benzene, and present our results for the normal mode amplitudes. A calculation of the neutron spectrum in a benzene moderator is given, and the effects of chemical binding are displayed by comparing this spectrum with the ones obtained in the case of moderation by a free proton gas and by $\mathrm{H}_{2} \mathrm{O}$. The spectrum in benzene is significantly harder than spectra in either free hydrogen or $\mathrm{H}_{2} \mathrm{O}$.

The point of view which we adopt consists in proceeding as far as possible from first principles. In our initial considerations we make approximations only when they are physically reasonable. As a consequence of the physical approximations, we arrive at an equation for the energy transfer cross sections which we expect to constitute a good basis for making mathematical and numerical approximations which express the cross sections in a form suitable for computation on a high-speed digital computer.

SCATTERING OF NEUTRONS BY ORGANIC COMPOUIDS

The scattering of neutrons by hydrogen is the dominating mechanism for the moderation and thermalization of fast neutrons by the hydrocarbons. A measure of the relative rates at which neutrons are slowed down by carbon and hydrogen atoms can be obtained by comparing the slowing down power $\xi \Sigma_{s}$, where $\xi$ is the average logarithm energy loss per collision and $\Sigma_{s}$ the free atom value of the macroscopic scattering cross section. In the hydrocarbons the numbers of hydrogen and carbon atoms are roughly equal, so that the ratio of the slowing dow power in hydrogen to that in carbon is $\left(\xi \sum_{s}\right)_{H} /\left(\xi \Sigma_{s}\right)_{C}=29$. Consequently, it is a very good approximation to neglect the effects of scattering by carbon. In any event, the small corrections for the effects of carbon scattering can be accounted for by assuming that the scattering from carbon bound in the hydrocarbons is like that from a free gas of carbon atoms.

Thus, the problem of a detailed understanding of the thermalization of neutrons by organic moderators reduces to that of understanding the scattering of neutrons by the protons bound in them.

We now give the general formulation expressing the relation between the cross section for mamentum transfer of slow neutrons and the dymamics of the hydrogen atoms bound in a molecule. Later we shall discuss the relevant hydrogen atom dynamics.

We neglect spin correlation effects, which are not important at temperatures $\geq 300^{\circ} \mathrm{K}$. Then because of the approximate cancellation of the neutron scattering amplitudes in the triplet and singlet states of the $n-p$ system, the scattering is nearly completely incoherent. For a molecule consisting of $n_{H}$ hydrogen atoms, the general expression for the cross section per hydrogen atom for transfer to final momentum $\vec{K}$ of a neutron with initial momentum $\vec{K}_{0}$ is given by ${ }^{(1)}$ ( $h=$ Planck's constant $=1$ )

$$
\begin{equation*}
\frac{d}{d \vec{K}} \sigma\left(\vec{R} \rightarrow \vec{K}_{0}\right)=\frac{a_{b}}{8 \pi^{2} K_{0} n_{H}} \int_{-\infty}^{\infty} d t e^{i \epsilon t} \sum_{k=1}^{n_{H}} x_{k}(\vec{x}, t), \tag{1}
\end{equation*}
$$

where of is the bound atom $n-p$ cross section, $\epsilon=\frac{K^{2}-K_{0}^{2}}{2}$ is the energy transfer and $\vec{x}=\overrightarrow{\mathrm{K}}-\vec{K}_{\mathrm{o}}$ is the momentum transfer. The function $X_{k}(\vec{x}, t)$, which contains the dependence of the scattering on the dynamics of the atoms in the molecule is given by

$$
\begin{equation*}
x_{k}(\vec{x}, t)=\left\langle e^{1 \overrightarrow{H z} \vec{r}_{k}(t)} e^{-i \vec{x} \vec{r}_{k}(0)}\right\rangle_{T}, \tag{2}
\end{equation*}
$$

where $\vec{r}_{k}(t)$, the time dependent position operator of the $k$ th nucleus in the molecule at time $t$, satisfies the Heisenberg equation of motion

$$
\begin{equation*}
1 \frac{d}{d t} \vec{r}_{k}(t)=\vec{r}_{k}(t) H-\overrightarrow{H r_{k}}(t), \tag{3}
\end{equation*}
$$

in which $H$ is the molecular Hamiltonian. The symbol 〈........... $\rangle_{T}$ means that an average is to be taken over the equilibrium distribution of initial states of the molecule and over molecular orientations.

From Eq. (2) the relevance of the molecular dynamics for the neutron scattering becames clear. The precise calculation of the momentum transfer cross section requires a detailed knowledge of the molecular dynamics. In general, it is at best extremely difficult to describe the motion of a hydrogen atom moving in the actual force fleld of all its neighbors. In particular, effects which are specific to the liquid state, interaction between vibration and rotation, and anharmonic motions of the hydrogen atoms, are extremely difficult to include in theories of neutron scattering.

For our purposes, however, most of the important features are preserved if we ignore interactions between molecules, between vibration and rotation, and use the harmonic approximation for internal molecular vibrations. Under these conditions the dynamical problem is well defined and the methods for determining its solution are well know in principle.

The calculation of the neutron scattering is still a very complex problem, even in terms of our simplified model for the molecular dynamics. This complexity is in the dependence of the scattering on the time dependent nuclear displacements rather then on the dependence of the displacements on time.

However, the large mass and maments of inertia of the organic compounds In which we are interested allow us to make approximations which considerably simplify the problem of calculating $\frac{d \sigma}{d \vec{K}}$. This approximation consists in neglecting the contributions to $\vec{r}_{k}(t)$ from translations and rotations during the time of Interaction between the neutron and the molecule.

This is equivalent to neglecting the contribution to the inelastic scattering which results fram excitation of translational and rotational degrees of freedan by the neutron. The approximation will be a good one except for energy transfers which are comparable to or less then $T / M$ or to the rotational level spacing. Here $T$ is the temperature and $M$ is the molecular mass. For
the molecules of interest both of these quantities are very much less than 0.01 ev . On the other hand, except for extremely low neutron energies, the average energy transfer which a neutron experiences in a collision is considerably greater than or comparable to 0.01 ev . Therefore, we may neglect the contributions of translations and rotations to the nuclear displacements for all values of energy transfer which are of importance for thermalization studies. For purposes of neutron thermallzation we have established that it is sufficient to view the heavy organic molecules as a system of nuclei vibratIng about positions of equilibrium which are fixed in a laboratory system of coordinates. Thus, the problem that we must consider is that of the harmonic vibrations of the atomic constituents of the heavy organic molecules and their Interaction with slow neutrons. A more quantitative discussion of the validity of this approximation will be presented in a later section of this paper.

A detailed account of the dynamics of harmonic molecular vibrations has been given by a number of authors. (2) Here we extract only the information which is relevant for us and explain the notation to be used. We consider a molecule composed of $N$ atoms, and denote by $u_{k}(t)$ the displacement of the $k$ th atom from its equilibrium position at time t. For smail vibrations we may separate the displacements into normal modes and write ( $K=$ Planck's constant $=1$ )

$$
\begin{equation*}
\vec{u}_{k}(t)=\sum_{j=1}^{3 N-6}\left(\frac{1}{2 M_{k} N \omega_{j}}\right)^{1 / 2} 1 \vec{c}_{j}^{(k)}\left\{a_{j} e^{-i \omega_{j} t}-a_{j}^{+} e^{i \omega_{j} t}\right\} \tag{4}
\end{equation*}
$$

Here $M_{k}$ is the mass of the $k$ parthcle in the molecule, $N$ is the number of atoms in the molecule, $\omega_{j}$ and $\vec{C}_{j}^{(k)}$ are the frequency and the amplitude vector, respectively, of the kth particle in the $j$ th normal mode of vibration, $a_{j}$ and Its Hermitian conjugate $a_{j}^{+}$are the annihilation and creation operators, respectively, associated with the normal mode identified by the index j. The amplitude
vectors $\vec{C}_{j}^{(k)}$ are real, and to the extent that the translational and rotational inertias of the entire molecule are infinite, they satisfy the orthonormality relations

$$
\begin{equation*}
\sum_{j=1}^{3 N-6} c_{j, \alpha}^{(k)} c_{j, \beta}^{\left(k^{\prime}\right)}=\delta_{k k^{\prime}} \delta_{\alpha \beta^{\prime}} \tag{5}
\end{equation*}
$$

where the subscripts $\alpha, \beta$ identify the rectangular components of $\vec{C}_{j}^{(k)}$.
By using a well-known theorem due to Bloch, (3) the thermal average indicated in Eq. (2) can be carried out, after the introduction of Eq. (4) into Eq. (2). The result is

$$
\begin{equation*}
x_{k}(\vec{x}, t)=\left\langle\exp \left\{\frac{x^{2}}{2 M_{k}} \quad \vec{e}_{\overrightarrow{\partial x}}\left[\Gamma_{k k}(t)-\Gamma_{k k}(0)\right] \underset{\vec{x}}{\vec{e}_{\vec{x}}}\right\}\right\rangle_{\Omega} \tag{6}
\end{equation*}
$$

where $\underset{\vec{x}}{\overrightarrow{\mathrm{e}}}=\vec{x} / x$ and the symbol $\langle\ldots \ldots \ldots\rangle_{\Omega}$ means that an average over molecular orientations is to be performed. The tensors $\Gamma_{k k}(t)$ are related to the normal modes of vibration by

$$
\begin{equation*}
\underset{\vec{x}}{\vec{e}} \Gamma_{k k}(t) \underset{\vec{x}}{\vec{e}}=\sum_{j=1}^{3 N-6} g_{j}(t)\left|\underset{\vec{x}}{\vec{e}_{j}} \vec{c}_{j}^{(k)}\right|^{2} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{j}(t)=\frac{\left(\bar{n}_{j}+1\right) e^{i \omega_{j} t}+\bar{n}_{j} e^{-i \omega_{j} t}}{\omega_{j}} \tag{8}
\end{equation*}
$$

and ( $k=$ Boltzmann's constant $=1$ )

$$
\begin{equation*}
\bar{n}_{j}=\left(e^{\omega_{j} / T}-1\right)^{-1} \tag{9}
\end{equation*}
$$

is the background of thermally excited oscillators of frequency $\omega_{j}$.

Eqs. (1) and (6), together with the definitions (7), (8) and (9), form the working basis for all subsequent discussions of the neutron scattering by the protons bound in the heavy organic moderators.

In principle, the frequencies $\omega_{j}$ and amplitudes $\vec{C}_{j}^{(k)}$ may be computed provided that the interatomic force constants are known. In practice, however, one does not know the force constants. Even if they are know, the calculation of the $C_{j}^{(k)}$ and $\omega_{j}$ in terms of them would be a problem of considerable practical camplexity. In many cases, however, it is possible to determine all of the frequencies and amplitudes by a suitable canbination of experimental and theoretical efforts. We shall return to the problem of determining these quantities later in this report.
II. MATHEMATICAL APPROXIMAIIONS AND METHODS FOR EVALUATING THE TOURIER TRANSTORM IN EQ. (1)

DEFINITION OF THE PROBLEM

Now we undertake the problem of bringing Eq. (6) into a form which will allow us to give an analytical evaluation of the Fourier transform appearing in Eq. (I).

We first consider the average over molecular orientations indicated in
Eq. (6). The approximation which we make consists in setting

$$
\begin{equation*}
x_{k}(\overrightarrow{\partial x}, t)=\exp \left\langle\frac{\hat{x}^{2}}{2 M_{k}} \vec{e}_{\vec{x}}\left[\Gamma_{k k}(t)-\Gamma_{k k}(0)\right] \vec{e}_{\vec{x}}^{\vec{l}}\right\rangle / \Omega \tag{10}
\end{equation*}
$$

This amounts to averaging the molecular motions over molecular orientation before computing the cross section instead of averaging the cross section after having computed it for a particular orientation.

Using Eq. (7) and carrying out the average required for use in Eq. (10)
gives the result

At this point the approximation, Eq. (10), is not necessary but since it will be made in the final analysis, nothing essential is lost in making this approximation now.

For reasons which we indicate below, we introduce the notations

$$
\begin{equation*}
\rho_{k}(\omega)=\frac{1}{3} \sum_{j=1}^{3 N-6} \delta\left(\omega-\omega_{j}\right) C_{j}^{(k)^{2}} \tag{12}
\end{equation*}
$$

and write Ec̣. (11) in the following form

$$
\begin{equation*}
\left\langle\underset{\underset{x}{e}}{\vec{e}_{\vec{k}}} \Gamma_{k}(t) \vec{e}_{\vec{x}}\right\rangle_{\Omega}=\int_{0}^{\infty} g(\omega, t) \rho_{k}(\omega) d \omega \tag{13}
\end{equation*}
$$

Using Eq. (5) we observe that $\rho_{k}(\omega)$ satisfies the normalization condition

$$
\begin{equation*}
\int_{0}^{\infty} \rho_{h}(\omega) d \omega=1 \tag{14}
\end{equation*}
$$

By putting Eq. (13) into Eq. (10), we obtain

$$
\begin{equation*}
X_{k}(\vec{*}, t)=\exp \left\{\frac{x^{2}}{2 M_{k}} \int_{0}^{\infty} \rho_{k}(\omega)[g(\omega, t)-g(\omega, 0)] d \omega\right\} \tag{15}
\end{equation*}
$$

Finally, for the case where $M_{k}$ is independent of $k$, we make the approximation that

$$
\begin{equation*}
x(\vec{x}, t)=\frac{1}{n_{H}} \sum_{k=1}^{n_{H}} x_{k}(\vec{x}, t) \tag{16}
\end{equation*}
$$

With $X(\vec{x}, t)$ obtained from Eq. (15) by replacing $\rho_{k}(\omega)$ by

$$
\begin{equation*}
\rho(\omega)=\frac{1}{n_{H}} \sum_{k=1}^{n_{H}} \rho_{k}(\omega) \tag{17}
\end{equation*}
$$

Now the equation for the scattering of neutrons by organic molecules is formally equivalent to the equation for the incoherent scattering of neutrons by atoms bound in an isotropic cublc crystal having one atom per unit cell.

The advantage of having Eq. (7) cast into the form of Eq. (13) is that in this case there exist extensively developed methods for carrying out the Fourier transform indicated in Eq. (1). (4,5,6) The fact that $\rho_{k}(\omega)$ is nonvanishing only at discrete points, whereas in a crystal $\rho(\omega)$ conisists in general of continuous branches, need not concern us at the moment. In fact, it will be adequate to view $\rho_{k}(\omega)$ as consisting of continuous branches. We shall consider the implications of the discreteness of $\rho_{k}(0)$ in a later paragraph.

## III. THE POLYPHENYLS

## THE MOLECULAR DYNAMICS OF THE POLYPHENYLS

We now consider the structure and some aspects of the molecular vibrations of the polyphenyls. We shall also present the body of experimentil evidence which is relevant for understanding the scattering of neutrons in the polyphenyls. The simplest of the polyphenyls is benzene, whose structure we indicate schematically in Fig. I. Following benzene in the order of their structural complexity are diphenyl and the terphenyls, which we indicate schematically in Figs. 2 and 3, respectively. In these figures the large and small circles represent the equilibrium positions of the carbon and hydrogen atoms. The reader should have
no difficulty in visualizing the structures of the higher order polyphenyls. The drawlngs should be considered to be only schematic and, e.g., should not be interpreted as suggesting that diphenyl and terphenyl are planar molecules. Although benzene is a planar molecule, electron diffraction studies indicate that the two basic hexagonal units of diphenyl are not co-planar in the equilibrium configuration of the molecule. However, questions of this nature will be of little concern to us. Our only objective has been to use a graphical means to focus attention in some of the simplest structural similarities of the different polyphenyls. The recognition of these similarities, together with the experimental and theoretical information that has been made available by extensive studies of the vibration of benzene, provides a basis for at least a qualitative discussion of the vibrations of the polyphenyls. The object of the considerations which immediately follow is to illuminate those aspects of the molecular dynamics which are significant from the viewpoint of the scattering of thermal neutrons.

The normal vibrations of benzene separate into two kinds. $(2,7,8)$ There are sets of normal vibrations for which the amplitude vectors are parallel to the plane of the molecule, and there are other sets for which the amplitude vectors are perpendicular to the plane of the molecule. Altogether there are $3 N-6=30$ normal modes of vibration. Of the se $2 N-3=21$ are of the parallel type. In the remaining 9 modes, the amplitude vectors are of the perpendicular kind. Because of the high degree of symmetry of the benzene molecule, not all of the 30 modes of vibration have different frequencies. Indeed, symmetry considerations show that 7 of the parallel and 3 of the perpendicular vibration Prequencies are doubly degenerate.

In Fig. 4 we indicate the fundamental frequencies of vibration for benzene. The frequencies associated with the planar and perpendicular modes are separately
indicated. We also indicate the degree of degeneracy associated with each frequency. The height of a line in Fig. 4 indicates the average of the squared amplitude of the hydrogen atoms in each normal mode. The evaluation of the ampIltude vectors will be discussed in the next paragraph.

For our purposes the significant features of the vibration spectra of benzene are the following:

1. There exist a relatively small numbers of modes of vibrations, all of whose frequencies are very closely spaced around $3080 \mathrm{~cm}^{-1}(\sim 0.38 \mathrm{ev})$;
2. The frequencies of these most energetic modes are well separated from the next highest frequency of vibration, which occurs at about $1700 \mathrm{~cm}^{-1}$ (~0.20 ev);
3. There are a large number of closely spaced fundamental frequencies extending up to $1700 \mathrm{~cm}^{-1}$. (Taking the degeneracy into account, the average spacing of these frequencies is small and in fact approximately equal to 0.0073 ev . The largest spacing between successive frequencies is $0.025 \mathrm{ev}$. )

We expect these three general features to be common to all of the polyphenyls. The differences in the vibration spectra of the various polyphenyls should only be reflected in differences of the fine structure in the frequency range below $1700 \mathrm{~cm}^{-1}$.

## THE NORMAL MODES OF VIBRAIIONS IN BENZENE

Now we shall discuss the problem of obtaining the physical information that we require in order to perform the calculation of the neutron energy transfer cross section by the methods discussed in Section II. From Eq. (4) it is clear that we require the normal modes frequencies and the amplitude vectors.

For molecules which contain many atoms, the determination of the desired quantities presents a problem of great practical complexity. However, the results of extensive theoretical and experimental studies of the vibrations of benicne provide un excellent basis frou which to begin our considerations. To do this we recall the general features of the molecular structure of benzene.

The symmetry of benzene is that of the group $D_{6 n}$ which consists of the following operations: (2)

$$
\text { E, } 2 C_{6}, 2 C_{3}, C_{2}, 3 C_{2}^{\prime}, 3 C_{2}^{\prime \prime}, 1,2 S_{3}, 2 S_{6}, \sigma_{h}, 3 \sigma_{d}, 3 \sigma_{v}
$$

As indicated in Fig. 1 , it is assumed that the Cartesian $y$-axis is coincident with one of the symmetry axes, $C_{2}^{\prime}$, and the $x$-axis with $C_{2}^{\prime \prime}$. The z-axis is instead perpendiculur to the plane of the figure, which is the $\sigma_{h}$ symmetry plane. Since benzene is a planar molecule, the normal modes of vibrations are motions either in the plane or perpendicular to it.

Thus the structure of the representation formed by the Cartesian coordinates of benzene is: ${ }^{(2)}$

$$
\begin{equation*}
\Gamma_{1}=2 A_{1 g}+A_{2 g}+4 E_{2 g}+2 B_{1 u}+2 B_{2 u}+3 E_{1 u} \tag{18}
\end{equation*}
$$

for the 21 in-plane modes, and

$$
\begin{equation*}
\Gamma_{0}=2 B_{2 g}+E_{1 g}+A_{2 u}+2 E_{2 u} \tag{19}
\end{equation*}
$$

for the 9 out-of-plane modes.
It follows that there are 7 double degenerate in-plane normal modes and 3 double degenerate out-of-plane normal modes.

The symmetry properties have been extensively studied and utilized in the assignment of the fundamental frequencies of vibration, which have been found experimentally from the infrared and Raman techniques. (7,8) In this way the force constants of the harmonic potential function or, in the condensed form, the $\{\vec{F}\}$ matrix for the valence force symmetry coordinates have been evaluated.

The secular equetion for benzene is then obtained. In terms of symmetry coordinates, it is factorized and reads as

$$
\begin{equation*}
\{\overrightarrow{\mathrm{G}} \overrightarrow{\mathrm{~F}}-\mathrm{E} \boldsymbol{\lambda}\}=0, \tag{20}
\end{equation*}
$$

where $\{\vec{G}\}$ is a matrix which contains the atomic masses and the intermuclear distances and it is related to the kinetic energy of the benzene ring. $E$ is the unit matrix. The roots of the secular equations are

$$
\begin{equation*}
\lambda_{j}=\omega_{j}^{2},(j=1,2, \ldots, 3 N-6) \tag{21}
\end{equation*}
$$

where $\omega_{j}$ is the frequency of the $j$ th mode of vibration appearing in Eq. (4).
From the knowledge of the intermal symmetry coordinates and of the frequencies, $\omega_{j}$, we are now able to evaluate the normal mode amplitudes of the benzene molecule. The following procedure is then in order.

The molecular vibrations may be resolved into normal modes by introducing the set of normal coordinates, $Q_{3}$, in terms of which the mass-weighted Cartesian displacement coordinates

$$
\begin{equation*}
\vec{q}_{k}(t)=\sqrt{M_{k}} \vec{u}_{k} \tag{22}
\end{equation*}
$$

read as

$$
\begin{equation*}
\vec{q}_{k}(t)=\sum_{j=1}^{3 N-6} c_{j}(k) Q_{j}(t) \tag{23}
\end{equation*}
$$

In Eq. (22) $M_{k}$ is the mass of the $k$ th atom and the $\vec{u}_{k}^{\prime} s$, as in Eq. (4), are the Cartesian physical displacements. In Eq. (23) ${\underset{\mathrm{C}}{\mathrm{j}}}_{\mathrm{k}}^{\mathrm{k}}$ ) is the amplitude vector, associated with the $j$ th mode, of the $k t h$ atom.

The $j$ th normal coordinate, $Q_{j}$, is known to be expressed as a linear combination of the internal symmetry coordinates, $S_{\ell}$, that is

$$
\begin{equation*}
Q_{j}=\sum_{\ell=1}^{3 N-6} L_{j \ell} S_{\ell}, \tag{24}
\end{equation*}
$$

where the $L_{j \ell}$ 's are the elements of the matrix $\{\vec{I}\}$ which satisfy the set of simultaneous equations

$$
\begin{equation*}
\{\vec{L}\} \cdot\{\vec{G} \vec{F}\}=\{\vec{\Lambda}\} \cdot\{\overrightarrow{\mathrm{L}}\} \tag{25}
\end{equation*}
$$

where $\{\vec{\Lambda}\}$ is the diagonal matrix whose elements are the $\lambda_{j}$ 's given by Eq. (2l).
The internal symmetry coordinates are constructed on the basis of the symmetry properties above mentioned and they are related to the internal coordinates, $S_{i}^{*}$, by the linear combination

$$
\begin{equation*}
S_{\ell}=\sum_{i=1}^{3 N} U_{\ell i} S_{1}^{*} \tag{26}
\end{equation*}
$$

where the $U_{\ell \mathcal{L}}$ are the elements of the transformation matrix given in References $(7,8)$.

The internal coordinates for the in-plane modes are: (1) the C-H and the $\mathrm{C}-\mathrm{C}$ bond stretchings; (ii) an appropriate linear combination of the $\mathrm{H}-\mathrm{C}-\mathrm{C}$ bending. The advantage of this combination is that it breaks the set of the $\mathrm{H}-\mathrm{C}-\mathrm{C}$ bending into two sets, each of which is such that no more than one degenerate set occurs in any one species.

For the out-of-plane modes the intermal coordinates are: (1) the bendings of a $\mathrm{C}-\mathrm{H}$ bond out of the plane of the three nearest carbons; (11) the torsion of the type $\mathrm{C}-\mathrm{C}-\mathrm{C}-\mathrm{C}$.

In turn, the intermal coordinates, $S_{1}^{*}$, are related to the physical displacements, $\vec{u}_{k}(t)$, by the linear combination

$$
\begin{equation*}
S_{i}^{*}=\sum_{k=1}^{N} \vec{s}_{1 k} \cdot \vec{u}_{k} \tag{27}
\end{equation*}
$$

where the dot, as in Eq. (25), symbolizes a scalar product. The $\vec{s}_{1 k}$ 's can be deduced by means of the method described in Reference (2).

Finelly, one may express $Q_{j}$ as

$$
\begin{equation*}
Q_{j}(t)=\sum_{k=1}^{M} \vec{C}_{j}(k) \vec{a}_{k}(t) \tag{28}
\end{equation*}
$$

by utilizing the orthogonality condition

$$
\begin{equation*}
\sum_{k=1}^{N} \sum_{\alpha=1}^{3} c_{k, \alpha}^{(j)} c_{k, \alpha}^{\left(j^{\prime}\right)}=\partial_{j j^{\prime}} \tag{29}
\end{equation*}
$$

where $C_{k, \alpha}^{(j)}$ is the ath Cartesian component of the amplitude voctor, $\bar{C}_{k}^{(j)}$.
Thus, Eqs. ( 28 ) and (29) furnish the sought values of the amplitude vectors. In Tables 1,2 and 3 we list the values of the $x, y$ and $z$ components, respectively, of the vectors $\vec{C}_{j}^{(k)}$. Figs. 5, 6 and 7 show instead the normal modes of vibrations associated with fundamental frequencies around $3080 \mathrm{~cm}^{-1}$.

For diphenyl and the higher order polyphenyls, there does not exict a background of abundant experinents and theoretical aata. However, as previously discussed, one may expect those features of the molecular vibrations which are most significant for the scattering of neutrons to be insensitive to the differences between the different polyphenyls. The valiaity of this expectation may, of course, be checked by means of neutron scattering experiments. The possibility of checking the validity of this expectation theoretically is under consideration.

NEUTRON SPECTRA AND TOTAL SCATWIFRING CROSS SECTION IN BENZENE

The frequencies and amplitude vectors which we have presented in Fig. 4 have been used with Eq. (1) to obtain a scattering kernel for the benzene molecule. The numerical calculations of the benzene kernel were carried out using IBM 7090 code SUMNIT. (9) As the code SUMMIT was designed for calculating
scattering kernel for crystals with a continuous vibration spectrun, it was necessary to artificially broaden the discrete lines of the benzene vibration spectrum.

In turn, the scattering kernel has been used in the calculation of the neutron spectrum in an infinite benzene medium uniformly poisoned with $1 / \mathrm{v}$-material to give a $2200 \mathrm{~m} / \mathrm{sec}$. cross section of 6.04 barns per hydrogen atom. Figs. 8, 9 and 10 show the neutron spectrum in benzene at a temperature of $300^{\circ} \mathrm{K}, 600^{\circ} \mathrm{K}$ and $900^{\circ} \mathrm{K}$, respectively. In Fig. 8 we compare the results of our calculation with a similar calculation using a free gas model and with the Nelkin's water model. (10) In the calculation of these spectra, we included the effects of translations and rotations in an approximate manner.

This approximation consists in adding to the benzene vibrations spectrum a Debye spectrun of low frequency vibrations. For this to be a reasonable approximation, the Debye temperature, $\theta$, associated with these vibrations must be less than the temperature of the moderator. We have chosen $\theta=0.02 \mathrm{ev}$. In addition to the Debye temperuture, one must know an effective mass to associate with the Debye spectrum. The effective mass, $M^{*}$, assoclated with the acoustical branch is given by

$$
\begin{equation*}
M^{*}=\frac{1}{1-\frac{1}{n_{H}} \sum_{j=1}^{3 N-6} \sum_{k=1}^{n_{H}}\left|\mathbb{c}_{j}(k)\right|^{2}}=15.04 \tag{30}
\end{equation*}
$$

We evaluated also the total scattering cross section per hydrogen atom bound in benzene in two cases, 1) the effects of translations and rotations were neglected, 2) these effects were taken into account in the approximate manner indicated above. The corresponding results are plotted in Fig. 11. Currently we are attempting a more careful calculation of the cross section for neutron energy less than 0.02 ev .

| $\begin{aligned} & k= \\ & j= \end{aligned}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 0 | 0.128 | 0.128 | 0 | -0.128 | -0.128 | 0 | 0.3312 | 0.3312 | 0 | -0.3312 | -0.3312 |
| 2 | 0 | 0.333 | 0.333 | 0 | -0.333 | -0.333 | 0 | -0.1184 | -0.1184 | 0 | 0.1184 | 0.1184 |
| 3 | 0.363 | 0.1814 | -0.1814 | -0.363 | -0.1814 | 0.1814 | -0.1868 | -0.0934 | 0.0934 | 0.1868 | 0.0934 | -0.0934 |
| 4 | 0 | -0.1286 | 0.1286 | 0 | -0.1286 | 0.1286 | 0 | -0.3316 | 0.3316 | 0 | -0.3316 | 0.3316 |
| 5 | 0 | -0.333 | 0.333 | 0 | -0.333 | 0.333 | 0 | 0.118 | -0.118 | 0 | 0.118 | -0.118 |
| 6 | -0.2054 | 0.1027 | 0.1027 | -0.2054 | 0.1027 | 0.1027 | -0.3522 | 0.176 | 0.176 | -0.3522 | 0.176 | 0.176 |
| 7 | -0.3552 | 0.1776 | 0.1776 | -0.3552 | 0.1776 | 0.1776 | 0.2024 | -0.1012 | -0.1012 | 0.2024 | -0.1012 | -0.1012 |
| 8 | 0 | -0.0536 | -0.0536 | 0 | 0.0536 | 0.0536 | 0 | -0.3423 | -0.3423 | 0 | 0.3423 | 0.3423 |
| 9 | 0 | -0.2396 | -0.2396 | 0 | 0.2396 | 0.2396 | 0 | 0.0686 | 0.0686 | 0 | -0.0686 | -0.0686 |
| 10 | 0 | -0.0983 | -0.0983 | 0 | 0.0983 | 0.0983 | 0 | 0.1116 | 0.1116 | 0 | -0.1116 | -0.1116 |
| 11 | 0 | -0.224 | -0.224 | 0 | 0.224 | 0.224 | 0 | 0.0527 | 0.0527 | 0 | -0.0527 | -0.0527 |
| 12 | 0.111 | -0.0181 | 0.0181 | -0.111 | 0.0181 | -0.0181 | 0.286 | 0.3072 | -0.3072 | -0.286 | -0.3072 | 0.3072 |
| 13 | 0.0031 | 0.4119 | -0.4119 | -0.0031 | -0.4119 | 0.4119 | 0.0235 | -0.1423 | 0.1423 | -0.0235 | 0.1423 | -0.1423 |
| 14 | 0.155 | 0.0156 | -0.0156 | -0.155 | -0.0156 | 0.0156 | -0.497 | 0.3040 | -0.3040 | 0.4968 | -0.3040 | 0.304 |
| 15 | 0.529 | -0.1412 | 0.1412 | -0. 529 | 0.1412 | -0.1412 | 0.066 | -0.1571 | 0.1571 | -0.0658 | 0.1571 | -0.1571 |
| 16 | 0 | 0.1391 | -0.1391 | 0 | 0.1391 | -0.1391 | 0 | -0.2276 | 0.2276 | 0 | -0.2276 | 0.2276 |
| 17 | 0 | -0.1916 | 0.1916 | 0 | -0.1916 | 0.1916 | 0 | -0.2736 | 0.2736 | 0 | -0.2736 | 0.2736 |
| 18 | 0 | -0.2315 | 0.2315 | 0 | -0.2315 | 0.2315 | 0 | 0.087 | -0.087 | 0 | 0.087 | -0.087 |
| 19 | -0.421 | -0.1802 | -0.1802 | -0.421 | -0.1802 | -0.1802 | 0.3382 | -0.0563 | -0.0563 | 0.3382 | -0.0563 | -0.0563 |
| 20 | 0.3412 | 0.0094 | 0.0094 | 0.3412 | 0.0094 | 0.0094 | 0.2811 | -0.1924 | -0.1924 | 0.2811 | -0.1924 | -0.1924 |
| 21 | -0.014 | -0.4146 | -0.4146 | -0.0137 | -0.414 | -0.4146 | -0.0191 | 0.1316 | 0.1316 | -0.0191 | 0.1316 | 0.1316 |

Table 1. The $x$-components of the amplitude vectors $C_{j}^{(k)}$

|  | $S_{j=}^{k=}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 0.1476 | 0.074 | -0.074 | -0. 1476 | -0.074 | 0.074 | 0.3824 | 0.1912 | -0.1912 | -0.3824 | -0.1912 | 0.1912 |
|  | 2 | 0.3843 | 0.1922 | -0.1922 | -0.3843 | -0.1922 | 0.1922 | -0.137 | -0.0684 | 0.0684 | 0.137 | 0.0684 | -0.0684 |
|  | 3 | 0 | -0.3143 | -0.3143 | 0 | 0.3143 | 0.3143 | 0 | 0.162 | 0.162 | 0 | -0.102 | $-0.162$ |
|  | 4 | 0.1485 | -0.0743 | -0.0743 | 0.1485 | -0.0743 | -0.0743 | 0.383 | -0.1914 | -0.1914 | 0.383 | -0.1914 | -0.1914 |
|  | 5 | 0.3844 | -0.1922 | -0.1922 | 0.3844 | -0.1922 | -0.1922 | -0.1362 | 0.068 | 0.068 | -0.1362 | 0.068 | 0.068 |
|  | 6 | 0 | -0.178 | 0.178 | 0 | -0.178 | 0.178 | 0 | -0.305 | 0.305 | 0 | -0.305 | 0.305 |
|  | 7 | 0 | -0.308 | 0.308 | 0 | -0.308 | 0.308 | 0 | 0.1753 | -0.1753 | 0 | 0.1753 | -0.1753 |
|  | 8 | 0.0128 | 0.080 | -0.080 | -0.0128 | -0.080 | 0.080 | 0.505 | 0.0881 | -0.0881 | -0.505 | -0.0881 | 0.0881 |
|  | 9 | 0.5503 | -0.135 | 0.135 | -0. 5503 | 0.135 | -0.135 | -0.1819 | 0.0631 | -0.0531 | 0.1819 | -0.0631 | 0.0631 |
|  | 10 | 0.072 | 0.098 | -0.098 | -0.072 | -0.098 | 0.098 | 0.239 | 0.4326 | 0.4326 | -0.239 | 0.4326 | -0.4326 |
| 1 | 11 | -0.012 | 0.3995 | -0.3995 | 0.012 | -0.3995 | 0.3995 | -0.1875 | 0.0962 | -0.0962 | c. 1875 | -0.096́2 | 0.0962 |
| $\xrightarrow{\infty}$ | 12 | 0 | 0.0536 | 0.0536 | 0 | -0.0536 | -0.0536 | 0 | 0.3423 | 0.3423 | 0 | -0.3423 | -0.3423 |
| 1 | 13 | 0 | 0.2396 | 0.2396 | 0 | -0.2396 | -0.2396 | 0 | -0.0686 | -0.0686 | 0 | 0.0686 | 0.0686 |
|  | 14 | 0 | 0.0983 | 0.0983 | 0 | -0.0983 | -0.0983 | 0 | -0.1116 | -0.1116 | 0 | 0.1116 | 0.1115 |
|  | 15 | 0 | 0.224 | 0.224 | 0 | -0.224 | -0.224 | 0 | -0.0527 | -0.0527 | 0 | 0.0527 | 0.0527 |
|  | 16 | -0.01 | -0.341 | -0.341 | -0.01 | -0.341 | -0.34i | -0.1873 | 0.207 | 0.207 | -0.1873 | 0.207 | 0.207 |
|  | 17 | -0.1012 | 0.231 | 0.231 | -0.1012 | 0.231 | 0.231 | -0.3507 | 0.1232 | 0.1232 | -0.3507 | 0.1232 | 0.1232 |
|  | 18 | -0.5484 | -0.1474 | -0.1474 | -0.5484 | -0.1474 | -0.1474 | 0.1819 | ᄂ. 0312 | 0.0312 | 0.1819 | 0.0312 | 0.0312 |
|  | 19 | 0 | 0.1391 | -0.1391 | 0 | 0.1391 | -0.1391 | 0 | -0.2276 | 0.2276 | 0 | -0.2276 | 0.2276 |
|  | 20 | 0 | -0.1916 | 0.1916 | 0 | -0.1916 | 0.1916 | 0 | -0.2736 | 0.2736 | 0 | -0.2736 | 0.2736 |
|  | 21 | 0 | -0.2315 | 0.2315 | 0 | -0.2315 | 0.2315 | 0 | 0.087 | -0.087 | 0 | 0.087 | -0.087 |

Table 2. The $y$-components of the amplitude vectors $\vec{C}_{j}^{(k)}$

|  | ${ }_{x=} j=$ | 1 | 2 | 3 | 4 | 5 | 6 | $?$ | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 0.392 | 0.176 | -0.307 | 0 | 0 | 0.335 | -0.476 | 0 | $-0.513$ |
|  | 2 | 0.392 | -0.176 | 0.367 | 0.2904 | -0.4124 | $-0.158$ | 0.238 | 0.4445 | -0.25 |
|  | 3 | 0.392 | 0.175 | -0.367 | -0.2904 | 0.4124 | -0.168 | 0.238 | 0.4445 | 0.257 |
|  | 4 | 0.392 | $-0.176$ | 0.367 | 0 | 0 | 0.335 | -0.476 | 0 | 0.513 |
|  | 5 | 0.392 | 0.176 | -0.367 | 0.2904 | -0.4124 | -0.168 | 0.238 | -0.4445 | 0.257 |
| 1 | 6 | 0.392 | -0.176 | 0.367 | -0.2904 | 0.4124 | -0.168 | 0.238 | -0.4445 | -0.257 |
| $\infty$ | 7 | $-0.114$ | 0.374 | 0.176 | 0 | 0 | 0.475 | 0.327 | 0 | 0.264 |
| 1 | 8 | -0.114 | -0.374 | -0.176 | 0.411 | 0.2834 | -0.2374 | -0.164 | -0. 229 | 0.132 |
|  | 9 | -0.114 | 0.374 | 0.176 | -0.411 | -0.2834 | -0.2374 | $-0.164$ | -0.229 | -0.132 |
|  | 10 | -0.114 | -0.374 | $-0.176$ | 0 | 0 | 0.475 | 0.327 | 0 | -0.264 |
|  | 11 | -0.114 | 0.374 | 0.176 | 0.411 | 0.2834 | -0.2374 | -0.164 | 0.229 | -0.132 |
|  | 12 | -0.114 | -0.374 | -0.176 | -0.411 | -0.2834 | -0.2374 | -0.164 | 0.229 | 0.132 |

Table 3. The z-components of the amplitude vectors $\vec{c}_{j}^{(k)}$

Fig. 2. Diphenyl


Fig. 3. Terphenyls
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Fig. 4. a) In-plane vibrations in benzene


Fig. 4. b) Out-of-plane vibrat $s$ in benzene


Fig. 5. Normal modes in benzene
a) Species $A_{1 g}-\omega=3061.6 \mathrm{~cm}^{-1}$
b) Species $B_{l u}-\omega=3060 \mathrm{~cm}^{-1}$


Fig. 6. Normal modes in benzene
Double degenerate mode, species $E_{l u}-\omega=3080 \mathrm{~cm}^{-1}$
In b) the arrows representing displacements of 1 and 4 hydrogen and 7 and 10 carbon atoms should be only $1 / 4$ as long as show here.


Fig. 7. Normal modes in benzene Double degenerate mode, species $E_{2 g}-\omega=3046.8 \mathrm{~cm}^{-1}$
In b) the arrows representing displacements of 1 and 4 hydrogen and
7 and 10 carbon atoms should be only $1 / 25$ as long as shown here.


Fig. 8. Neutron spectrum in benzene at $300^{\circ} \mathrm{K}$


Fig. 9. Neutron spectrum in benzene at $600^{\circ} \mathrm{K}$


Fig. 10. Neutron spectrum in benzene at $900^{\circ} \mathrm{K}$


Fig. 11. Total scattering cross section of a proton bound in benzene versus energy
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Calculation of Thermal Neutron Flux Spectra In an Infinite Polyethylene Moderated Medium With Varying Amounts of Absorption

|  | D. T. Goldman |
| :--- | :--- |
| I. Introduction | F。D. Federighi |

The measurement of thermal neutron flux spectra in water moderated configum rations is of considerable importance for providing data of interest in reactor analysis and synthesis. A fairly common experimental technique has been to substitute for water moderated media those containing polyethylene which are somewhat more convenient for experimentation. Recently it has been observed that although the thermalization processes are indeed quite similar in water and polyethylene, the details of the experimental information indicate that it is not sufficient to extend the water results directly without modifications to polyethylene moderated media.

It has been found appropriate to calculate the scattering of thermal energy neutrons by polyethylene. The scattering from the polyethylene system is treated as that from a group of harmonically bound oscillators whose normal mode frequencies have been determined by an analysis of spectroscopic data. Thus, it is possible to compare the total scattering cross section with measured results, so as to arrive at some basis for empirically determining the validity of the model.

The differential scattering cross sectinn was used in a program which calculates infinite media spectra. The results of the calculations were compared with experimental data for various amounts of poison material. The agreement between theory and experimental results is sufficiently satisfactory to enable one in the future to use the polyethylene scattering cross section in the analysis of reactor experiments, with reasonable confidence.

The differential cross section for the incoherent scattering of thermal neutrons by a chemical system (except for the ratio of outgoing to incident velocity) is a function of the dynamics of the latter system alone. With this (I) knowledge, Nelkin proposed treating the scattering of slow neutrons by water with a model for the chemical motion associated with the water molecule. Nelkin examined the intermediate scattering function, $\chi(\vec{K}, t)$, which is the spatial Fourier transform of the scattering kernel, and treated the Hamiltonian corresnonding to the molecular motion as separable into motions corresponding to free translation, a hindered rotation of the water molecule in the presence of its neighbors, and three oscillations of the hydrogen atom inside the molecule. Nelkin then replaced the hindered rotational motion by a torsional oscillation of a single frequency with a torsional mass determined by the mass-tensor approxi(3) mation for water vapor of Krieger \& Nelkin.

The energies of phonon excitation associated with each type of motion are given in Table 1.

$$
\text { Table } 1
$$

Phonon Excitation Energy For Water \& Polyethylene

| Nature of Level | $\mathrm{H}_{2} \mathrm{O}$ | $\mathrm{C}_{\mathrm{n}} \mathrm{H}_{2 \mathrm{n}}$ |  |
| :--- | :---: | :--- | :--- |
| rotational | .06 ev | .089 | ev |
| vibrational | .205 ev | .187 | ev |
| vibrational | .474 ev | .354 | ev |
| vibrational | .488 ev | .533 | ev |

Nelkin further treated the two highest energy levels as a single double degenerate level at . 481 ev 。

In Nelkin's published calculation, the scattering from only one of the quantum oscillations was treated exactly. For an incoming neutron with sufficiently high energy toexcite more than one mode, all but the motion requiring the largest energy transfer are treated in the high energy limit. Since throughout one is concerned with energies considerably above the Debye frequency of the lattice, the translational motion is treated in the high energy limit throughout the calculations. The appropriate Fourier inversion of the intermediate scattering function then results in the following formula for the differential cross section for the scattering of neutrons from a system of translational plus vibrational degrees

$$
\begin{aligned}
& \text { of freedom: } \\
& \sigma\left(E_{0}, E, \theta\right)=\frac{\sigma_{b}}{4 \pi} \sqrt{\frac{E_{E}}{E_{0}}} \sqrt{\frac{M}{2 \pi \bar{E} K^{2}}} e^{-K^{2} / 2 A} \\
& \quad \times \sum_{n=-\infty}^{\infty} e^{-\frac{n \omega}{2 T}} I_{n}\left(\frac{K^{2}}{2 B}\right) e^{-\frac{m}{2 \bar{E} K^{2}}\left(E-E_{0}-n \omega+\frac{K^{2}}{2 m}\right)^{2}}
\end{aligned}
$$

The parameters appearing in Equation (1) are different depending upon which oscillatory motion is being treated exactly, $i_{0} e_{0}$, depending upon the amount of energy being transferred through the scattering process. These parameters are defined by Nelkin (Reference 1). An examination of equation (1) shows that corresponds to the Debye-Waller factor ad neffective temperature, $\bar{E}$, where $\overline{\mathrm{E}} \mathbf{Z}_{\mathrm{T}}$ is introduced to account for the fact that energy is not exchanged in a continuous process to a system of free particles at temperature $T$. For the case of translation only, $\bar{E}=T, n=0$ and the differential cross section reduces to the formula for the scattering of neutrons by a system of perfect gas particles of mass Mo Both to simplify the calculation and to guarantee that the principle of detailed balance is fulfilled, only the down scattering portion of the scattering matrix is calculated
(for each angle) and the upscattering is computed from the detailed balance condition:

$$
\begin{equation*}
\frac{d^{2} \sigma_{f+i}}{d \Omega d \epsilon}=\frac{E_{i}}{E_{f}} \frac{d^{2} \sigma_{i \rightarrow f}}{d \Omega d \epsilon} e^{\frac{E_{f}-E_{i}}{T}} . \tag{2}
\end{equation*}
$$

The success of the Nelkin model in predicting the total scattering cross section has appeared in the literature (1) We have extended the calculations to determine additional quantities both of a fundamental nature such as the (4) "scattering law" of Egelstaff and more integral quantities of interest in reactor computations. These results will be discussed in a subsequent publication. It is sufficient to report that the success of the model indicated that it might be appropriate to extend it to determine the scattering from another chemically bound system which could be represented as a system of harmonic oscillators, specifically polyethylene.

The basic structure of polyethylene is that of a long chain molecule with generic formula representation $C_{n} H_{2 n}$. Whereas it might appear foolhardy to treat solid polyethylene in a manner analogous to liquid water, the fact that polyethylene does not have definite crystalline structure and the success of the model that will be apparent seem to justify this attempt. The frequency spectrum for polyethylene is necessary for the calculation of the scattering cross section. We have used the data of Nielsen and Woolett on the infra-red absorption spectrum of solid polyethylene to infer the energies of the phonon excitation. On the basis of these data, there appear to be reasonably well separated energy levels of polyethylene at energies given in Table 1. The cross section was then calculated according to the following model:

Assume that each of the four levels corresponds to a normal mode of oscillation of the polyethylene molecule. This model is especially simple and involves
the selection of only one arbitrary parameter, chosen so that at high neutron energies, $\mathrm{E} \gtrsim I \mathrm{ev}$, the total cross section would be the s mme as that for the scattering from free protons (20 barns).

The equation for the scattering cross section is the same as that for the scattering by water, Equation ( 1 ). . The vibrational mass, $m_{v}$ is determined by

$$
I=\frac{I}{M}+\frac{I}{m_{v}}
$$

where $M$ is the mass of the polyethylene molecule, 14 , so that at high energies the scattering duplicates that form a free proton gas at temperature $\overline{\mathrm{E}}=.1365 \mathrm{ev}$. The other parameters are determined by the requirements of the model and are given in Table 2. The choice of each set of parameters depends upon the energy transferred in the inelastic collision, as indicated in the Table.

The differential cross section, Equation (1), for the scattering of neutrons by polyethylene was calculated for various scattering angles, $\theta$ using the parameters of Table 2. The total cross section was computed from the differential cross section by integrating the result of the numerical evaluation of Equation (1) over angle and final energy. Care must be taken in the numerical integration of the differential cross section to ensure that the integration scheme not introduce spurious results due to the replacing of an analytical continuous integration by a numerical finite size integration mesh. To see where this might arise, we note that for energy transfers less than the lowest phonon excitation of the scattering system, the scattering is similar to that by a free gas. The differential cross section for the scattering of a neutron by a gas of mass $M$ is $(2)$

$$
\sigma\left(E_{0}, E, \theta\right)=a^{2} \sqrt{\frac{M}{2 \pi T K^{2}}} \sqrt{\frac{E}{E_{0}}} e^{-\frac{M}{2 T K^{2}}\left(E+\frac{k^{2}}{2 M}\right)^{2}}
$$

where

$$
\epsilon=\frac{k^{2}-k_{0}^{2}}{2 m} \quad \text {, the energy transfer }
$$

and $\quad \vec{k}=\vec{k}-\vec{k}_{0}$, the momentum transfer

## Table 2

Parameters Entering Into the Equation for the Scattering of Neutrons by Polyethylene

$$
\begin{aligned}
& \text { Region I } \quad \Delta \mathrm{E}<0.187 \mathrm{ev} \\
& \mathrm{~m}=\mathrm{M}=14 \\
& E=T=0.0255 \mathrm{ev} \\
& A^{-1}=\alpha_{V}^{-1}+\left(4 m_{V} w_{V} \tanh w_{o} / 2 T\right)^{-1} \\
& \boldsymbol{\alpha}_{\mathrm{v}}^{-1}=\left(4 \mathrm{~m}_{\mathrm{v}}\right)^{-1}\left(\mathrm{w}_{1}^{-1}+\mathrm{w}_{2}^{-1}+\mathrm{w}_{3}^{-1}\right) \\
& \mathrm{A}=.195 \mathrm{ev} \\
& B=4 \mathrm{~m}_{\mathrm{v}} \mathrm{w}_{\mathrm{o}} / 2 \mathrm{~T} \\
& =1.06 \mathrm{ev} \\
& m_{v}=1.08 \\
& w=w_{o}=0.089
\end{aligned}
$$

Region II $0.187 \mathrm{ev} \leq \mathrm{E}<0.354 \mathrm{ev}$
$\frac{1}{m}=\frac{1}{M}+\frac{1}{4 m_{v}}$
$M=3.234$
$\bar{E}=\frac{4 m_{v} T+M \bar{E}_{0}}{M+4 m_{v}} \quad \bar{E}_{i}=\left(\frac{1}{e^{w_{i} / T}-1}+1 / 2\right) w_{i}$
$=0.0422 \mathrm{ev}$
$A^{-1}=\left(4 m_{v}\right)^{-1}\left[w_{2}^{-1}+w_{3}^{-1}+\left(4 w_{1} \tanh w_{1} / 2 I\right)^{-1} ?\right.$
$A=0.422 \mathrm{ev}$
$B=4 m_{v} w_{1} \sinh w_{1} / 2 T$
$=13.89 \mathrm{ev}$
$\mathrm{w}=\mathrm{w}_{1}=0.182$

Region III $0.354 \mathrm{ev} \leq \mathrm{E}<0.533 \mathrm{ev}$
$\frac{1}{m}=\frac{1}{M}+\frac{1}{2} m_{v}$
$m=1.868$
$\bar{E}=\left[\frac{T}{M}+\frac{\bar{E}_{o}+\bar{E}_{I}}{4 m_{v}}\right] m$
$=0.0603 \mathrm{ev}$
$A^{-1}=\left(4 m_{v}\right)^{-1}\left[w_{3}^{-1}+\left(w_{2} \tanh w_{2} / 2 T\right)^{-1}\right]$
$\mathrm{A}=0.916 \mathrm{ev}$
$B=4 \mathrm{~m}_{\mathrm{v}} \mathrm{w}_{2} \sinh \mathrm{w}_{2} / 2 \mathrm{~T}=787.6 \mathrm{ev}$
$\mathrm{w}=\mathrm{w}_{2}=0.354 \mathrm{ev}$
Region IV $0.534 \mathrm{ev} \leq \mathrm{E} \leq 1 \mathrm{ev}$

$$
\begin{aligned}
\frac{1}{m} & =\frac{1}{M}+\frac{3}{4 m_{v}} \\
m & =1.302 \\
\bar{E} & =\frac{T}{M}+\frac{1}{4 m_{v}}\left(\bar{E}_{0}+\bar{E}_{1}+\bar{E}_{2}\right) \mathrm{m} \\
e & =0.0977 \mathrm{ev} \\
A & =4 m_{v} w_{3} \tanh w_{3} / 2 T \\
& =2.296 \mathrm{ev} \\
B & =4 m_{v} w_{3} \sinh w_{3} / 2 T \\
& =3.967 \times 10^{4} \mathrm{ev} \\
w_{3} & =0.533 \mathrm{ev}
\end{aligned}
$$

In the limit of zero energy transfer, $\epsilon=0$ and if we also force our attention on forward scattering $K^{2} / 2 M \rightarrow 0$ and Equation (3) becomes

$$
\lim _{k^{2} / 2 M \rightarrow 0} \frac{1}{\sqrt{k^{2} / 2 M}} e^{-\frac{1}{4 T}\left(k^{2} / 2 m\right)}=\operatorname{Lim}_{k^{2} / 2 M \rightarrow 0} \frac{1}{\sqrt{k^{2} / 2 M}}
$$

This square root singularity does not occur for $\epsilon \neq 0$ because for this case the differential cross section aymptotically approaches

$$
\operatorname{Lim}_{k^{2} / 2 M \rightarrow 0} \frac{1}{\sqrt{k^{2} / 2 M}} e^{-\frac{\epsilon}{4 T k^{2} / 2 M}}=0
$$

This statement emphasizes the fact that for scattering from a scatterer from a finite mass, there cannot be energy change without a change in momentum.

To account numerically for the square-root singularity of the diagonal term, $\left(K^{2} / \sqrt[M]{ }\right)^{-\frac{1}{2}}$ was subtracted from the calculated value of the different ian
section before the numerical integration over angle is undertaken. The analytical value of the integral of this quantity was then added to the result.

It is apparent that the presence of this integrable singularity must be handled properly when computing the total and energy exchange cross section. It is interesting to note, however, that this divergence has no effect on the calculation of infinite medium spectra. The possible source of error arises from the contribution of the term corresponding to forward scattering with no energy loss. This contribution cannot be separated from the unscattered flux and hence no error is introduced in the spectrum determination.

The calculated total cross section for the scattering of neutrons by polyethylene was compared with the experimental data of Bach et. al. The comparison is shown in Figure 1 where we have also included the total cross section for the scattering of neutrons by water to indicate the experimental and theoretical difference between water and polyethylene. The theoretical cross section was then used to calculate flux spectra as described in the next section 。
III. Calculation of Flux Spectra

In order to determine the usefulness of the scattering model, it is necessary to compare the results calculated using the various models with available experimental data. Beyster and his co-workers have recently measured infinite media spectra for both homogeneous water and polyethylene moderators with varying amounts of absorption. This presented a reasonable test of the importance of the scattering kernel in the calculation of a quantity of use in reactor analysis.

The neutron balance equation for an infinite medium has a particularly simple form

$$
\begin{equation*}
\Sigma_{T}(E) \varphi(E)-\int_{0}^{\infty} \Sigma\left(E^{\prime} \rightarrow E\right) \varphi\left(E^{\prime}\right) d E^{\prime}=S(E) \tag{4}
\end{equation*}
$$

where $\quad \phi$ is the flux
$\sum\left(E^{\prime} \rightarrow E\right)$ is the scattering kernel
$S(E)$ is the slowing down source
and $\quad \sum_{T}(E)=\int_{0}^{\infty} \Sigma\left(E \rightarrow E^{\prime}\right) d E^{\prime}+\sum_{a}(E)$
Three different choices of the scattering kernel were employed in the solution of Equation (4). They are:

1) Perfect gas. The differential cross section for the scattering of neutrons by a perfect gas is given in Equation (3). This has the especially simple property that its integral over angle and energy can be performed analytically. In the past for this reason a great deal of calculational endeaver had been performed using this choice for the scattering kernel.
2) Water. Nelkin's model for the scattering of neutrons by water has been described in Section 2. This model was available to Beyster in his analysis of his experiment.
3) Polyethylene. A model for calculating the cross section of the scattering of neutrons by polyethylene has been proposed in Section 2. The scattering function was computed by a machine program and the cross section information necessary for the flux calculation of Equation ( $l_{4}$ ) presented.

The slowing down equation was solved by replacing the integral in (4) by a summation over discrete energy values. Equation (4) then becomes a matrix equation for the values of $\varnothing$ at these energy points.

$$
\begin{equation*}
\sum_{j=1}^{N}\left\{\sum_{T}\left(E_{i}\right) \delta_{i j}-\sum\left(E_{j} \rightarrow E_{i}\right) \Delta E_{j}\right\} \Phi\left(E_{j}\right)=S\left(E_{i}\right) \tag{5}
\end{equation*}
$$

The flux spectrum is obtained bi direct inversion of the scattering and absorption matrix, using the SWAK code.

Infinite medium spectra using the method described above were calculated. Various amounts of poisons were used in the calculations corresponding to the actual absorptions in the infinite medium spectrum measured by Beyster. All spectra are normalized to the same $1 / E$ dependence at high energies. Figure 2 is a graph of the spectrum for a supposedly infinite medium of polyethylene with no added poison absorption. However, as Beyster pointed out, it is not possible experimentally to approach the condition of an infinite medium without any poisoning: inclusion of a $\mathrm{DB}^{2}$ term, with $\mathrm{B}^{2}$ arbitrarily determined, would cause the experiment and theory to come into agreement. It is significant to note that even for the very low absorption inherent in the pure moderator, there is a difference in the calculated spectra for the various moderators. This inherent absorption to be sure produces the deviation of the calculated spectrum from a pure Maxwellian for this case.

In Figure 3 the calculated and experimental spectra for two different amounts of poison in water are plotted. These are similar to the curves of Beyster and
indicate the hardening of the spectrum produced by including chemical binding effects in the scattering kernel. A further hardening is seen in Figures 4 and 5 where the calculated and experimental spectra for two different amounts of poison in polyethylene are plotted. The difference in the calculated results are apparent, as is the agreement between experiment and calculations with the appropriate theoretical scattering kernel.

## IV. Conclusion

A model has been presented for the calculation of the inelastic scattering of thermal energy neutrons by polyethylene. This model was seen to calculate the total cross section correctly. The scattering, matrix predicted by this theory was then used in the calculation of infinite medium spectra. These theoretical results were compared with experimental measurements and the agreement was seen to be extremely good. Thus there is presently available a model for polyethylene which seems able to predict at least some important quantities.

There remains, to be sure, many questions yet to be answared. From the point of view of understanding the dynamical behavior of polyethylene, the details of the scattering calculated with the rather inexact treatment must be compared with as yet unavailable differential cross section measurements. of interest for reactor applications, the flux spectra in finite media are to be calculated and comparisons with experiments made. Such work has progressed and these results will be presented in a subsequent paper. The behavior of the scattering as a function of temperature is still to be investigated. It is reasonable to expect that a more sophisticated theory be needed to account for a larger hody of experimental information.

Of broader significance is the fact that it appears possible for one to utilize á rather simple model to calculate scattering behavior. This approach should
be able to be extended from water and polyethylene to other scatterers with similar chemical properties thus perhaps lending a large amount of experimental data to theoretical analysis.
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Figure 1 Total Cross Section for the Scattering of Neutrons by Polyethylene


Figure 2 Calculated and Experimental Neutron Spectra in Polyethylene
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Fipure 3 Calculated and Experimental Neutron Spectra in Boric Acid


Figure 4 Calculated and Experimental Neutron Spectra in Borated Polyethylene (5.74 barns/ H atom)


Figure 5 Calculated and Experimental Neutron cpectra in Borated Polyethylene (10.45 barns/ H atom)

## L.S.Kothari
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```

The scattering of thermal and cold neutrons from graphite has recently $1-4$ a 5
been extensively studied both theoretically and experimentily . Using the method 6 suggested by Sjölander and independently by Schofield and Hassitt, one can take account of multy-phonon contributions to neutron scattering. However, it is important to note that the aproximations used in their method break down for one phonon scattering process and this one must calculate seperately. If one is interested in the slowing down of neutrons near thermal equilibriumfin room temperature graphite, then the effect of two and higher phonon processes is small. As such the problem can be worked out by considering just the one-phonon process. Them same is also true for the scłattering of cold neutrons from graphite. 7
Assuming the Krumhansl Brooks frequency distribition for lattice vibrations in graphite we have calculated the one-phonon contribution to the scattering cross section for a neutron of initial energy $E$ being scattered into a final energy $E^{\prime}, \sigma\left(E \rightarrow E^{\prime}\right)$. Using these values and assuming that the neutron energy distribution remains Maxwellian at some temperature $T_{0}$, which is greater than the temperature of the moderator $T$, one can calculate the relaxation time $\mathcal{Z}$ for theslowing down of neutrons near thermal equilibrium,

$$
C=\frac{3}{2}\left(\frac{\pi m_{0}}{2 k_{B} T}\right)^{1 / 2} \frac{1}{M_{2}}
$$

where $m_{0}$ is the neutron mass, $k_{B}$ is the Boltzmann constant, and

$$
M_{2}=\frac{1}{\left(k_{B} T\right)^{4}} \int_{0}^{\infty} \int_{0}^{\infty} \sum\left(E \rightarrow E^{\prime}\right)\left(E-E^{\prime}\right)^{2} E e^{-E / k_{B} T} d E d E^{\prime}
$$

$\sum\left(E \rightarrow E^{\prime}\right)$ is the macroscopic scattering cross section for neutrons of energy $E$ being scattered into energy $E^{\prime}$. For graphite of density $1.00 \mathrm{gm} / \mathrm{cm}^{3}$ at $\mathrm{T}=300^{\circ} \mathrm{K}$
we get $M_{2}=0.064 \mathrm{~cm}^{-1}$, which gives $\mathcal{C}=185 \mu \mathrm{sec}$. The experimentallyls observed value is $185 \pm 45 \mu \mathrm{sec}$.

10
One can also consider this problem in an alternate way . Having calculated $\sigma\left(E-\rightarrow E^{\prime}\right)$ we evaluate mean energy loss per collision for different initial neutron energies E. Again assuming the neutron energy distribution to be Maxwellian one can calculate the rate of decrease of $T_{0}$ and hence the relaxation time. The average relaxation time in the temperature ranger $350^{\circ} \mathrm{K}$ to $300^{\circ} \mathrm{K}$ is nearly $170 \mu \mathrm{sec}$, whereas between $50^{\circ} \mathrm{K}$ to $400^{\circ} \mathrm{K}$ it is only $110 \mu \mathrm{sec}$.

It a few energies we have calculated the mean energy loss per collision on Baldock model ${ }^{11}$ of lattice vibrations. Though the values of $\sigma\left(E \rightarrow E^{\prime}\right)$ on the two models are quite different, it is found that mean energy loss per collision is 10
the same to within 5 per cent.
Another point to note here is that mean energy loss per collision in graphite as one calculates here is much smaller than what a model or a Debye model would give. As a matter of fact on a gas model the effective mass number of graphite would be around $5 n$. (To interpret their experiment on rethermalization of neutrons in 12
graphite, Bennett and Heineman require an effective mass of $200 \mathrm{~m}_{\mathrm{o}}$ for graphite, but this is due to errors in their interpretation.) This large difference between the actual and the effective mass arises because for a layer lattice the number of low frequency modes is much larger than for a three dimensional solid, and hence in the former case scattering is predominantly due to these modes.

We will now discuss the evaluation of the average diffusion constant $\overline{\mathrm{D}}_{0}$ and the diffusion cooling constant $C$. For this one must know the transport cross section, $\sigma_{\mu}$ as a function of energy. For room temperature graphite this had been calculated and reported earlier ${ }^{13}$. Using those values we get,

$$
\begin{aligned}
& \bar{D}_{0}=2.30 \times 10^{5} \mathrm{~cm}^{2} \mathrm{sec}^{-1} \\
& \mathrm{C}=1.64 \times 10^{6} \mathrm{~cm}^{4} \mathrm{sec}^{-1}
\end{aligned}
$$

These may be compared with the following experimental values (reduced to $\rho=1.60 \mathrm{gm} / \mathrm{cm}^{3}$ )

$$
\bar{D}_{0}= \begin{cases}2.15 & \times 10^{5} \mathrm{~cm}^{2} \mathrm{sec}^{-1} \\ 2.07 \pm 0.03 \times 10^{5} & 9 \\ 2.08 & \times 14 \\ & 15\end{cases}
$$

and

$$
C= \begin{cases}1.63 \pm 0.25 \times 10^{6} \mathrm{~cm}^{4} \mathrm{sec}^{-1} & 9 \\ 1.37 \pm 0.25 \times 10^{6} & 14 \\ 1.27 & \times 10^{6}\end{cases}
$$

A better method for calculating $C$ would be the one in which for the neutron energy distribution a Maxwellian is not assumed. By successive iterations one can calculate the neutron energy spectrum as well as the decay constant $\lambda$ in assemblies of different sizesfand plotting $\lambda$ as a function of buckling, determine both $\overline{\mathrm{L}}_{\mathrm{o}}$ and C . Such calculations have been done for beryllium ${ }^{16}$ and bery11ium oxide ${ }^{17}$ and are now being performed for graphite.

At the end one can add a few remarks about $\sigma\left(E-\rightarrow E^{\prime}\right)$. Egelstaff ${ }^{18}$ has presented his detailed experimental data on graphite in terms of the scattering law $S(\alpha, \beta)$ where $\alpha=\frac{\circ \hbar^{2} k^{2}}{2 M k_{B} T}$ and $\beta=\frac{\hbar \omega}{k_{B} T}, \vec{K}$ being the momentum change of the neutron $\hbar \omega$ the energy change and $M$ the mass of the scatterer atom. Unfortunately this interpretation is valid only in the incoherent approximation, and would hold if the incident neutron energy is reasonably high. For cold neutrons, where the number of $\vec{C}$ vectors contributing to the scattering is very small, the scattering cross section, even for a polycrystalline sample will depend not only on $\alpha$ and $\beta$ but also on $E$. Thus to be able to compare theory with experiment, it would be valuable if instead of giving $s(\alpha, \beta)$ as function of $\alpha$ and $\beta$ on1y, one also indicated the energy of the incident neutrons, particularly if one was working in the cold region.
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# APPLICGTION OF SCATTERING LAW DATA TO THE CALCULATION <br> OF THERTIAL NEUTRON: SPECTRA 

> J. D. Macdougall

The work reported in this paper has been carried out by teaus working both at A.E.R.E. Harwell and A.E.E. Winfrith and major contributions have been made by Dr. P. A. Egelstaff, Mr. P. Schofield and Mr. R. IcLatchie of Harwell and Dr. J. Askew, Mr. R. Brissenden anc Mr. S. Francescon of winfrith.

Acknowleagement is also due to the scattering law project team at Chalk River under Mr. S. J. Cocking ard Dr. B. Haywoud, and the time of filight team at Harwell under Dr. $\mathrm{M}_{\text {. }}$ J. Poole, who made their experimental results available prior to publication.

## 1. INLRODUCTION

We discuss in this paper the method of using the data from the scattering law experiments at Chalk River in calculations of reactor thermal neutron spectra, and present some comparisons of calculated and measured spectra for a Calder Hall lattice.

In the experiments at Chalk River ${ }^{(1)}$ the differential scattering crosssection $\sigma\left(E \longrightarrow E^{\prime}, \theta\right)$ for scattering from energy $E$ to energy $E^{\prime}$ through angle $\theta$ is measured; this data may be reduced to a scattering law $S(\alpha, \beta)$ which is a function of two variables only, basically the momentum and energy transfers. The range of the scattering law which is measured does not however include all the energy and momentum transfers required for spectrum calculations, and some method of extrapolating and interpolating the data is required; the extrapolation being particularly difficult. A suitable theoretical method has been developed by Egelstaff and Schofield ${ }^{(2)}$, which involves deducing a generalized frequency spectrum from the experimental results, and then calculating a complete scattering law from this frequency spectrum. The available experimental data and the method of extending this to all required energy and momentum transfers is discussed in Section 2.

In Section 3 the Fortran program LFAP for calculating the scattering law from the generalized frequency spectrum is discussed.

Section 4 discusses the nuclear data required for multigroup spectrum calculations; in particular, methods of group-averaging are discussed anū the program PIXSE which produces multigroup cross-sections from the scattering law, primarily for use with the Winfrith DSN programe, is described.

In section 5 is given a brief description of the Winfrith DSN programme. This is a Fortran programe solving the one-dimensional multigroup transport equation in Carlson's discrete $S_{n}$ approximation, and is at present working in cylindrical geometry. The programe incorporates scveral improvements on Carlson's DSN code, in particular acceleration of convergence by a group selection technique and a different method of solving the reflected boundary condition.

In Section 6 the results of applying the above techniques to a particular reactor system are given; the thermal neutron spectrum in a

Calder Hall lattice cell is calculated, and comparison made with some experimental spectra obtained using a neutron chopper (3).

Finally in Section 7 accuracy is discussed. Topics covered are accuracies requirud in scattering, absorption and fission cross-sections, in groupaveraging procedures and in numerical techniques; these topics are corsidered in relation to both criticality and temperature coefficient determinations.

## 2. EXPEFIMENTAL SCATTERING IAW MEASUREMENTS AND THEORETICAL EXTENSION

The scattering law experiment at Chalk River measures the differential scattering cross-section $\sigma\left(E \rightarrow E^{\prime}, \theta\right)$ from energy $E$ to energy $E^{\prime}$ through angle $\theta$. This cross-section is assumed to be independent of the orientation of the scatturing material; this means that crystalline materials are assumed to consist of randomly oriented microcrystals, and this has been found to be a good approximation for the graphite used in the experiments.

The differential scattering cross-section is a function of 3 variables, and this an enormous quentity of data is required to describe it; however, making only the assumption of the first Born approximation, this data may be reduced to a function $S$ of two variables $\alpha$ and $\beta^{(4)}$ (basically the momentini and energy transfers in the scattering reaction) by the relation

$$
\begin{equation*}
\sigma\left(E \longrightarrow E^{\prime}, \theta\right)=\frac{\sigma_{b}}{4 \pi k T}\left(\frac{E^{\prime}}{E}\right)^{\frac{1}{2}} e^{-\beta / 2} S(\alpha, \beta) \tag{1}
\end{equation*}
$$

Here

$$
\begin{aligned}
& \alpha=\left(E+E^{\prime}-2\left(E E^{\prime}\right)^{\frac{1}{2}} \cos \theta\right) / \Lambda k T \\
& \beta=\left(E^{\prime}-\mathbb{T}\right) / k T
\end{aligned}
$$

$\sigma_{b}$, $A$ and $T$ are the bound atom cross-section, atomic mass and temperature of the scatterer; $S(\alpha, \beta)$ which is an even function of $\beta$, is called the scattering law. Equation (1) applies to both monatomic and polyatomic scattering law. Equation (1) aprlies to both monatomic and polyatomic scattering systems; for polyatomic systems care must be token in the choice of $\sigma_{b}$ cind $A$. In this paper we discuss only monatomic systems, the extension of the theory to diatomic systems is considered in Ref. (5); we note here thet the generalized frequency spectrum $(p(\beta)$ ) formalism described bolow hes been used with some success for $\mathrm{H}_{2} \mathrm{O}, \mathrm{D}_{2} \mathrm{O}$ and BeO where one species of
scattering stom is much more important than the other, but it should be observed that the physical significance of $p(\beta)$ has been largely lost in this application.

The experiment at Chalk River ${ }^{(1)}$ gives scattering law date for energy transfers up to several kT, with a corresponding range of $\alpha$ about $4 / \mathrm{A}$ times that of $\beta$. These data available from the Chalk River experiments are inadequate for reactor thermal spectrum calculations, since if the energy region less than 1 eV only is considered energy transfers up to somewhere between 10 and 40 kT are likely to be important; thus some method of extending the data to higher $\alpha$ and $\beta$, and also of interpolating the experimental results is reqiired.

Egelstaff and Schofield ${ }^{(2)}$ have developed a method of extending this scattering law data to the entire $\alpha, \beta$ plane; we only outline the method here. By means of the relation

$$
\begin{equation*}
p(\beta) / \beta^{2}=\lim _{\alpha \rightarrow 0} S_{S}(\alpha, \beta) / \alpha \tag{2}
\end{equation*}
$$

a generalized frequency spectrum $p(\beta)$ may be obtained from the experimental scattering law data. In equation $2, S_{s}(\alpha, \beta)$ is the 'self' part of the scattering law which results from the motion of andividual atoms; the remainder of $S, S_{d}$, which results from interference effects, modulates $S_{S}$ and is important only at low $\alpha$ which are unimportant for reactor calculctions (for further details see Ref.(7)). In practise the experimental $\mathrm{S} / \alpha$ is extrapclated to $\alpha=0$, ignoring the fairly clearly distinguishable region near $\alpha=0$ where interference effect becomes important.

From $p(\beta), S_{s}(\alpha, \beta)$ may be reconstructed (neglecting anharmonic effects - see Ref. (2)) using the relation

$$
\begin{equation*}
S_{s}(\alpha, \beta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-\alpha w(t)+i \beta t} d t \tag{3a}
\end{equation*}
$$

where

$$
\begin{equation*}
w(t)=\int_{2}^{\infty}\left(p(\beta) / \beta^{2}\right)[\cosh \beta / 2-\cos \beta t] \alpha \beta \tag{3b}
\end{equation*}
$$

Direct numerical integration of equations (3) does not appear feasible, and methods used to calculate $S_{s}(\alpha, \beta)$ from these equ-tions are described in the noxt soction.

The procedure used for obtaining $S_{S}(\alpha, \beta)$ is to deduce a $p(\beta)$ frou relation (2) using the experimental deta; because of experimentel errors, interference effects, etc., this $p(\beta)$ will not be very accuratc. This $p(\beta)$ is then used as the starting point for an iterative scheme in which $S_{s}(\alpha, \beta)$ is calculated from $p(\beta)$ for the experimental ( $\alpha, \beta$ ) region, and from the discrepancies betwecn the experimental and calculated scattering laws corrections to $p(\beta)$ are deduced, giving a more accurate fr-quency spectrum; this procedure is repeated until satisfactory agreement with the oxpurinental scattering law is obtained.

Satisfactory frequency spectra $p(\beta)$ have to dats been obtained for light water at room temperature and $150^{\circ} \mathrm{C}$, graphite at room temperature, $380^{\circ} \mathrm{C}$ and $610^{\circ} \mathrm{C}$ and for beryllium at room tumperature ${ }^{(6)}$; although work is continuing in order to improve tho fit between theory and experiment, including the calculation of interference ofeccts (i.e. $S_{\alpha}(\alpha, \beta)$ ). Results for beryllia and heavy water are expected shortly.

## 3. EVALUATION OF THE SCATTERTNG LAW

The Fortran programme LRAF has been written by McLatchie to evaluate the self part of the scattering law from the frequency spectrum; the reletion between $S_{s}(\alpha, \beta)$ and $p(\beta)$ being as given by equations (3). In this section we briefly revicw the methods used in LZAP; in particular the numerical devices and expansions used in evaluating (3). Further dotails may bo found in Ref. (2).

In order to evaluate (3), $\rho(\beta)$ is split, somewhat arbitrarily, into a 'diffusive' term $p_{\alpha}(\beta)$ which is finite at the origin, end a 'bounded' term $p_{b}$ which increases at least as fast as $\beta^{2}$ in the neighbourhood of the origin. The diffusive term only exists where an atom can slowly diffuse away from its initial position (thus this torm exists in liquids, but not in crystals). When we have put $p(\beta)=p_{b}(\beta)+p_{d}(\beta)$, we may evaluate the scattering law from

$$
\begin{equation*}
S(\alpha, \beta)=\int_{-\infty}^{\infty} S_{\alpha}\left(\alpha, \beta^{\prime}\right) S_{b}\left(\alpha, \beta-\beta^{\prime}\right) \alpha \beta^{\prime} \tag{}
\end{equation*}
$$

where $S_{d}$ and $S_{b}$ are to be calculated from $p_{d}$ and $p_{b}$ using equation (3). By a suitable choice of $w_{d}(t)$ it is possible to obtain a ruasonably simple
form for $S_{\alpha}(\alpha, \beta)$ and the convolution integral (4) cen then be evaluated directly once $S_{b}(\alpha, \beta)$ has been determined. In LTEAP the form

$$
w_{d}(t)=2 d\left\{\left(t^{2}+c^{2}+\frac{1}{4}\right)^{\frac{1}{2}}-c\right\}
$$

is used (this is the simplest possible form satisfying the required restraints); $p_{d}(\beta)$ and $S_{b}(\alpha, \beta)$ then appear as simple expressions involving the Bessel function $K_{1}$.

The evaluation of $S_{b}(\alpha, \beta)$ is more troublesome. It has been found that for small $\alpha$, a 'quasi-phonon' exparsion is satisfactory. The expansion used is

$$
\left.\begin{array}{c}
S_{b}(\alpha, \beta)=e^{-\alpha \lambda} \sum_{n=0}^{\infty} \frac{1}{n!}(B \alpha)^{n} T_{n}(\beta)  \tag{5}\\
\text { where } B=\int_{-\infty}^{\infty}\left[p(\beta) / \beta^{2}\right] d \beta \quad, \lambda=2 \int_{0}^{\infty}\left[p(\beta) / \beta^{2}\right] \cosh \beta / 2 d \beta \\
T_{0}(\beta)=\delta(\beta), T_{1}(\beta)=p(\beta) / B \beta^{2}, T_{n}(\beta)=\int_{-\infty}^{\infty} T_{b-1}\left(\beta^{\prime}\right), \\
T_{1}\left(\beta-\beta^{\prime}\right) d \beta^{\prime}
\end{array}\right\} .\left\{\begin{array}{l}
\end{array}\right.
$$

In the programme LFAP, the $T_{n}(\beta)$ may be evaluated by numerical integration (using Simpson's rule) for $1 \leqslant n \leqslant 6$. The range of $T_{n}(\beta)$ is $n$ times the range of $p(\beta)$, and $p(\beta)$ may be specified at up to 2000 equally spaced values of $\beta$. (Since $p(\beta)$ is symmetric, only positive $\beta$ are considered; $p(\beta)$ is assumed zero beyond the greatest $\beta$ at which it is specified; discontinuities in $p(\beta)$ are allowed.) The $T_{n}(\beta)$ which are not calculated numerically are evaluated using on Edgeworth series approximation ${ }^{(7)}$; viz:

$$
T_{n}=\left(2 \pi n E_{2}\right)^{\frac{1}{2}}\left[1+\frac{1}{24 n}\left(\frac{E_{4}}{E_{2}^{2}}-3\right)\left\{\left(\frac{\beta^{2}}{n E_{2}}-3\right)^{2}-6\right\}\right] e^{-\beta^{2} / 2 n E_{2}}
$$

$$
\text { where } E_{i}=\frac{1}{B} \int_{-\infty}^{\infty}\left[p(\beta) / \beta^{2}\right] \beta^{i} \cosh \beta / 2 \alpha \beta \quad(i=2,4) \text {. }
$$

For large $\alpha$ this quasiphonon expansion is unsatisfactory (a very large number of terms are required), and a steepest ascents method $(2)$, which is in extension of the 'short collision time' approach of 'rick ${ }^{(8)}$, is used. This gives rise to an asymptotic expansion in inverse powers of $\alpha$, in contrast to (5) which is an expansion in ascending powers of $\alpha$.

The resulting axpression is

$$
\begin{aligned}
S_{S}(\alpha, \beta) & =\left(2 \pi \alpha f_{2}(\tau)\right)^{\frac{1}{2}} \exp \left\{-\left(\tau f_{1}(\tau)-f_{0}(\tau)\right)\right\} \\
& \left\{1+\left(\alpha f_{2}(\tau)\right)^{-1} C_{1}(\tau)+\left(\alpha f_{2}(\tau)\right)^{-1} C_{2}(\tau)+\ldots\right\}
\end{aligned}
$$

where $f_{n}(\tau)=\int_{0}^{\infty}\left[p(\beta) / \beta^{2}\right] \beta^{n}\left[e^{\beta \tau}+(-1)^{n} e^{-\beta \tau}-2 \delta(n) \cosh \beta / 2\right] d \beta$, $\tau$ is defined by $f_{1}(\tau)=\beta / \alpha$, and the $C_{m}$ are simple functions of the $f_{n} / f_{2}$ $(n \geqslant 3)$.

LEAP calculates $S_{S}(\alpha, \beta)$ for any set of values of $\alpha$, where for each $\alpha$ there is an arbitrary set of $\beta$. For each value of $\alpha$, it starts vith the highest $\beta$ requested nd evaluates the scattering law using the ste pest descents nethod; it corries on with successive $\beta$ until it finds that the $S(\alpha, \beta)$ calculated using the steepest descents method does not satisfy an accurncy criterion. For this and for all other smaller $\beta$ values the quasiphonon cxpansion is used. The tro expansions will agree at the chengeover point provided thet tho Edgeworth approximetion is a good one at the lowest convolution at which it is used; the goodness of fit is indicated on the output from the programme. The progromme nlso prints useful quantities such as the Debye/wallor factor constant $\lambda$, the mean kinetic unergy of the modermor atoms $\bar{K}$ and the reloted quantities $\bar{B}, \bar{C}$.

The timo token to calculate $S(\alpha, \beta)$ is strongly dependent upon the number of points $m$ used to specify the frequency spectrum $p(\beta)$, the number of $T_{n}(\beta)$ evaluated numerically, and whether the diffusion convolution (4) is required. The evaiuation of each $T_{n}(\beta)$ takes about $3.5 \mathrm{~m}^{2} \mu \mathrm{~min}$; and some typical times fur runs using on IBil7090 are:-
$m=70,4 I_{n}(\beta)$ evalu:ted numerically, 10 values each with $35 \beta$ values 2 mins.
a similar run with diffusion - 3 mins.
$m=35,6 \mathrm{~T}_{\mathrm{n}}(\beta)$ evaluated numerically, $24 \alpha$ values each with 57 קvolues -

$$
9 \text { mins. }
$$

a sirilen run with $m=175-20$ mins.
$m=350,6 T_{n}(\beta)$ evaluatea numerically, $2 \alpha$ values each with $57 \beta$ values 12 mins.

The treatment of spatial variation in thermal spectrum calculations in gencral falls into 3 catogories: calculation of spectra in infinite homogeneous nedia, calculation of spectrcu using diffusion theory for spatial veriation, and celculation of spectra using a tronsport approximation such as $S_{n}$ or $P_{n}$ for spatial varistion. The energy depondence mey be specified eithor by a finite difference mesh ('point representation') or by a group representation. In the point ropresentation the cross-sections to be used in the equations cre clearly just point cross-sections, and there is no difficulty in defining them; however in many cases the group representetion is more convenient as in general a smallor energy mesh is required, and in this case care must be teken in defining the group cross-sections.

In this section we discuss the method of averaging necessary to obtain group cross-sections; we confine the discussion to isotropic scettering in the laboratory system, but the arguments are easily extended to anisotropic scattering in the $P_{n}$ approximation.

Consider first homogeneous calculations; in theso the basic equation to bc solved is

$$
\begin{equation*}
\Sigma_{t}(E) \not \varnothing(E)=\int^{\infty} \Sigma\left(\Sigma^{\prime} \longrightarrow E\right) \not\left(E^{\prime}\right) d B^{\prime}+S(E) \tag{6}
\end{equation*}
$$

and this is represented by the sot of $G$ group equations

$$
\begin{equation*}
\Sigma_{t g} \varnothing_{g}=\sum_{g=1} \Sigma_{g^{\prime} g} \varnothing_{g^{\prime}}+s_{g} \tag{7}
\end{equation*}
$$

where $\varnothing_{g}=\int_{g}^{g=1} \phi(\mathbb{E}) \mathrm{dE} \quad\left(\int_{g}\right.$ indicates integration over the $g{ }^{\text {th }}$ energy group). By integrating (6) over the $g^{\text {th }}$ group we find thet

$$
\begin{align*}
& \Sigma_{t g}=\int_{g} \Sigma \mathrm{~g}_{\mathrm{t}}(\Sigma) \not(E) d E / \int_{g} \not(E) d E  \tag{8.1}\\
& \left.\Sigma_{g^{\prime} g}=\int_{g^{\prime}} \phi\left(E^{\prime}\right) \int_{g} \Sigma(E \longrightarrow E) d E d E^{\prime} / \int_{g^{\prime}} \not E^{\prime} \not E^{\prime}\right) d E^{\prime}  \tag{8.2}\\
& S_{g}=\int_{g} S(E) d E+\int_{E_{m}}^{\infty} \not E^{\prime}\left(E^{\prime}\right) \int_{g} \Sigma\left(E^{\prime} \rightarrow E\right) d E d E^{\prime} \tag{8.3}
\end{align*}
$$

where $E_{m}$ is the highest energy considered in the group scheme (for multi-group thermal spectrum colculations $E_{m}$ is usually of the order of 1 oV ). Thus we see that the total and scottering group cross-sections should be weighted with the flux.

In diffusion theory calculntions the basic equetion differs from (6) nly in the adition of a term $D(E) \nabla^{2} \phi(E)$ on the left hand side; and the group equ tions differ from (7) only in the addition of a term $\nabla^{2} D_{g} \varnothing_{g}$ on the left hand side, where

$$
\begin{equation*}
D_{g}=\int_{g} D(E) \not(E) d E / \int_{g} \phi(E) d E \tag{+}
\end{equation*}
$$

We observe thet $D(E)=1 / 3 \Sigma_{t r}(E)$; so thet although $D_{g}$ is to be calculat.d as a flux weighted averege, the effective averege of $\Sigma_{t r}$, the transport cross-section, is the reciprocel of the flux weighted average of the reciprocil.

Let us now consider the tronsport equation,

$$
\begin{equation*}
\underline{\Omega} \cdot \nabla \varnothing(E, \underline{\Omega})+\Sigma_{t}(E) \phi(E, \Omega)=\int_{0}^{\infty} \Sigma\left(E^{\prime}->E\right) \phi\left(E^{\prime}\right) d E^{\prime}+S(E) \tag{9}
\end{equation*}
$$

Ir. . transport approximation the $\varnothing(\mathrm{E}, \Omega)$ at any energy is represented by $\therefore \operatorname{set} \emptyset_{\mu}(E)$. Examination of equation (9) shows that $\Sigma_{t}$ should be averaged by the asfferent $\varnothing_{\mu}(E)$ spectra for each $\mu$ considered. This is impracticable, and Askew and Brissenden have shown thet the best definition of $\Sigma$ tg for a DSN problem when only the scalar flux is available for averaging is

$$
\begin{equation*}
\Sigma_{t_{g}}=\int_{g} \phi(E) d \Xi / \int_{g}\left[\phi(E) / \Sigma_{t}(E)\right] \quad d E \tag{10.1}
\end{equation*}
$$

and that in this case $\Sigma_{g g}$ should be defined by

$$
\begin{equation*}
\Sigma_{g g}=\Sigma_{t g}+\int_{g}\left(\int_{g} \Sigma\left(E \rightarrow E^{\prime}\right) d E^{v}-\Sigma_{t}(E)\right) \phi(E) d E / \int_{g} \phi(E) d E \tag{10.2}
\end{equation*}
$$

In an extreme case the use of 10.2 instead of 8.2 for a one-group problem (fission and thermal) resulted in a $10 \%$ change in reactivity, but the effect in a multigroup problem in the thermal rugion is normally small.

The FORTKIN programme PIXSE has been written to celculate $\Sigma$ ggi and $\mathrm{S}_{\mathrm{g}}$
as defined by (8.2) and (8.3) from scattering laws calculated by LEAP, or for a monatomic gas scattering law; the function $\varnothing$ is calculated by a subroutine and may thus be chosen arbitrarily. The output is designed for use with the Winfrith DSN, and thus there is a facility which enebles $\Sigma_{g g}$ to be colculated from 10.2. Scattering matrices for Carlson's SNG code can be produced by using PIXSE in conjunction with the progrem PIXMIX written by II. J. Terry. In addition PIXSE can be used to produce point crosssections and to calculate quantities such as

$$
\int_{-1}^{1} P_{n}(\mu) \sigma\left(E \rightarrow E^{\prime}, \mu\right) d \mu(\mu=\cos \theta) \text { and } \int_{0}^{E_{m}}\left(E^{\prime}-E\right)^{n} \sigma\left(E \rightarrow X^{\prime}\right) d E^{\prime} .
$$

Typically the programe takes 2 or 3 minutes on an IBM7090 to calculate a $40 \times 40$ group cross-section metrix.

## 5. THE WINFRITH DSN PROGR'MIIE

The Winfrith DSN progranme conceived by hskew and Brissenden and written by Francescon is a one-dimensional Carlson discrete ordinates programme written in Fortran. At present it is only available in cylindrical geometry. The choice to write the programme in Fortran was made in order that its use would not be restricted to one particular computer. The programme is conceived as an improvement on Carlson's DSN programme for the IBM704; in particular the treatment of reflected boundary conditions and the iteration technique have been radically changed. The facilities in Carlson's DSN for forming mixtures of materials within the programme have been excluded as it is anticipated that the Winfrith DSN will be used with a dato-editing programne (see $\mathbf{S}_{4}$ ). The variable lungth storage arrays used in Carlson's programme have been retained so thet full use is made of machine storage; in addition the cross-section data has been compressed so that only nonzero inter-group scattering cross-sections need be stored. n'e consider here briefly the methods used for dealing with reflected boundary conditions and in the iteration technique.

In the DSN method, in any energy group, the procedure is to solve the transport equetion for each discrete ordinate direction starting from the outside of the system for the inward directions, and from the inside of
the system for the outward directions. For a reflected system, the problem is specifying the inward fluxes to start the calculation; if a noive view is taken and the inward fluxes are taken as, say, the mean of the inward and outward fluxes from the previous iteration, convergence may not be Jbtained. In the Winfrith DSN, the boundary inward fluxes at the start of the $n^{\text {th }}$ iteration, (the vector $\bar{\varnothing}_{n}$ ), are obtained from a relation of the form

$$
\phi_{n}^{-}=\phi_{n-1}^{-}+(1-\Lambda)^{-1}\left(\phi_{n-1}^{+}-\phi_{n-1}^{-}\right)
$$

where $\phi_{n}^{+}$is the outward flux at the end of the $n^{\text {th }}$ iterotion, and $A$ is $a$ (matrix) function of the geometry of the system only. This form is based on the relation

$$
\phi^{+}=A \phi^{-}+S
$$

between the ingoing and outgoing fluxes; the first term on the right represents the contribution to the outgoing flux from neutrons which pass through the cylinder without colijision, the second term the remainder of the outgoing flux. The matrices $(1-\Lambda)^{-1}$ need only to be calculated at the beginning of the computation. The method of treatment of a reflected boundary above is described for specular reflection; the programme will also allow total reflection at the outer boundary which is any combination of white (i.e. isotropic) and specular reflection. This fecility is useful for cell colculations in which a very small cell has been cylindricalized.

The iteration technique used in Winfrith DSN in multigroup problems is quite novel. Instead of the usual procedure of solving all groups consecutively a group selection procedure is employed whereby the next group to be solved is chosen as that which has had the greatest proportional change in the source term (i.e. scatterings into the group) since it was last solved. This technique has proved very powerful in many cases, but for certain fixed source problems with no fission it wes found only to be equal in power to the scaling method used by Carlson. A combination of scaling and group selection has been found to be very powerful in some of these cases, convergence to an accurncy of about $10^{-6}$ in about 2000 group passes being obtained in 40 -group thermal calculations. The programme has been used with success to solve few group eigenvalue problems for thurmal systems (e.g. mixed light and heavy water systems.)

The output from the Winfrith DSN consists essentially of the eigenvalue, and the energy-space flux solution of the problem, together with quentities such as total leakage, total absorpion etc. In aädition there is a binary dump of useful information whtch moy be edited by the programme ED to give reaction rates of any required substance over any portion of the space energy mesh.

Typical running times using an IBM7090 are:-

Fixed source, 40 group reflected boundary, 25 space points - 15 mins. Eigenvalue problem,

5 group reflected boundery, 50 space points - 5 mins.
It should be noted that it is believed that there is an inefficiency of $\varepsilon$ factor of about 1.5 in time due to the use of Fortran rather than mechine language.

## 6. CALDER HALI RESULIS

The thermal neutron spectrum in a Calder Hall lattice cell has been measured at several temperatures using time of flight techniques (3). These exporiments measure the neutron spectrum parallel to the fuel rods at a position midway between two fuel elements. Spectrum calculations have been mede (using LEAP, PIXSE and Winfrith DSN) for comparison with experiments for moderator temperatures of $293^{\circ} \mathrm{K}$ and $594^{\circ} \mathrm{K}$; at both temperatures calculations have been made using both the monatomic gas model and a scattering law derived as described above ( $\mathrm{S}_{2}$ ), (in addition a calculation at $293^{\circ} \mathrm{K}$ has beon made assuming graphite to be a Debye crystal with Debye temperature $1172^{\circ} \mathrm{K}$ ).

The frequency spectrum $p(\beta)$ used to represent graphite in these calculations was chosen so that $2 p(\beta) \sinh (\beta / 2) / \beta$ was constant for $300^{\circ} \mathrm{K}<\beta \mathrm{kT}<2100^{\circ} \mathrm{K}$, and proportional to $\beta$ for $\beta \mathrm{kT}<300^{\circ} \mathrm{K}$ except for a small range of $\beta$ near $\beta=0$ where $p(\beta)$ wes taken perabolic in order to obtain convergence of the phonon series (sec \$3).

The $S(\alpha, \beta)$ calculated from LEAP for the $293^{\circ} \mathrm{K}$ case are shown for severnl values of $\beta$ in Figure 2.

Using both the $S(\alpha, \beta)$ colculated from LiAN and the ges law, 40 group cross-sections were calculated using PIXSE; these cross-sections coverod the energy range from 0 to 1.5 eV with about 20 groups in the range 0 to 0.2 eV .

These cross-sections and up-scatter and source term data were then usud as input for DSN calculations which represented the Colder cell ir a cylindricel approximation. (The volume of moderator in the Calder cell is sufficient for cylindricalization to be a good approximation, the cell consists of a Magnox conned natural uranium bar $1.1^{\prime \prime}$ in diameter in a $3.75^{\prime \prime}$ channel, the channels being set on an $8^{\prime \prime}$ square pitch). DSN calculated the energy space distribution of the flux, and the axperimentally measured flux is compared with the calculated scalar flux at the outside edge of the cell in Figs 3-6. The comparison of the directed experimental flux with the theoretical scaler flux was justified by examination of one of the DSN calculations which showed that the directed flux differed from the mean flux at this point by less then $1 \%$ even in the bottom group where the apsorption was highest and the anisotropy would be greatost. The thooretical fluxes in Figs. 3-6 are normalised to unit total absorption in the cell. The normalisation of the experimental spectra is rather arbitrary. In the room temperature case it is seen that the agreement of the observed spectrum with the spectrum calculated using the frequency distribution above (EG3A) is much better then the agreement with the gas spectrum particulerly below about. 2 kT . The departure of the $E G 3 A_{1}$ spectrum from $1 / E$ in the 1 eV region is rather peculiar and is thought to be due to numerical crror; this point is being investignted. In the $594^{\circ} \mathrm{K}$ case the difference between the gas and EG6A (calculated using the frequency distribution above) is much less than in the roon temperature case (as would be expected), but it is seen that the EGGf spectrum is still closer to the experiment than the gas spectrum.

In Table I is shown the effect of the scattering model on thermal component of recctivity, $\eta f$, on the fission rate ratios in the spectra, and on temperature coefficiont. The effect on $\eta f$ is very small, one sixth of $1 \%$ betreen the gas and 'bust' models for graphite at $293^{\circ} \mathrm{K}$, and rather less thon holf this amount at $594^{\circ} \mathrm{K}$. The effect on the $239 / 235$ fission rate rotio is more marked and a comperison with experimental fission chamber
mensurements is plenned.
The effect on temperature coefficient, a chenge of $10 \%$, is probably marginally important for control problems.

## 7. DISCUSSION OF ACCURICY

In this section some remarks are made on the effect of accuracy of dats and numerical approximations on the type of calculation described in this paper. We will consider inaccuracies in scattering law data rnd scattering cross-sections, inaccuracies in absorption and fission crosssection data, inaccuracies in weighting cross-sections and source terms, and the effect of different orders of $S_{n}$ approximations.

Little work has been done on the accuracy required in scattering data and we must restrict ourselves to general comment. In the well thermalised system described in this paper, it has been shown that the choice of scattering model makes a small difference to quantities of importance in reactor calculations; the differences between the crystal model of graphite and the gas model being of marginal importance in quantities such as reactivity and temperature coefficient. In less well moderated systems the available evidence (see (9)) suggests that the moderator model is more important (giving effects of up to about $\frac{1}{2} \%$ in reactivity), and the same is likely to be true in mixed $\mathrm{Pu} / \mathrm{U}$ systems. If the difference between models was 10 times as important as in the system considered here, we would roquire to know the scattering law to about $1 / 10$ of the difference between the gas and crystril models of graphite, that is an error of some 10 or $20 \%$ on $S(\alpha, \beta)$ (see Fig. 2). The calculation of the scattering cross-sections should be such that the accuracy on $\int_{0}^{\infty} \sigma\left(E \rightarrow D^{\prime}\right)$. ( $E-E^{\prime}$ ) dE' (i.e. total scattering cross-section times mean energy transfer) at any energy $E$ is consistent with the permissible errors in $S(\alpha, \beta)$. Ve stress here that the figure of 10 above is at this stage merely a guess; further we point out that the scattering law requires to be known most accurately in order to calculcte the moderator temperature coefficients of small components close to the fuel, such as moderating sleeves, cans and coolant. Work is in progress on this topic.

In investigation of the accuracy required on absorption and fission cross-section data has been made by Griggs and Sumner with particular emphasis
on the encrgy variction of the fissile isotope cross-sections. Wic mey describe all errors in terms of errors in $\eta(E)$, the number of fission neutrons produced per absorption, and $\sigma_{a}(E)$ the absorption cross-section. It is quite obvious that an $x \%$ error in $\eta(E)$ at all energies sives en $x \%$ errcr in reactivity, but less clear what errors are introduced by variotions in $\sigma_{a}(E)$ and energy dependent variations of $\eta$. The result of the investigation above suggested that in order to obtcin recctivity correct to $\frac{1}{2} \%$ for low enrichment reactor systems it is necessery to know the $2200 \mathrm{~m} / \mathrm{sec}$ cross-sections for the fissile isotopes to $\frac{1}{2} \%$ at worst, and thet the error in $\eta(E) \sigma_{a}(E)$ and $\sigma_{a}(E)$ should be less than $2 \%$ relative to the $2200 \mathrm{~m} / \mathrm{sec}$ values in the range from about 0.02 to 0.4 eV ; for temperature coefficient celculations the accurecy requirement on $\eta(E) \sigma_{a}(E)$ relative to the 2200 $\mathrm{m} / \mathrm{sec}$ value needs to be $1 \%$ in order to obtain temperature coefficients to $0.5 \mathrm{mn} /{ }^{\circ} \mathrm{C}$. For reactors with a lower moderator to fissile ratio (say approaching 1000:1) the requirements nre similar, but extend to rather higher energies.

In early calculations of cell thermal spectra up to 1.5 eV it was assumed in the calculation of the scurce term for neutrons slowing down past 1.5 eV that above 1.5 eV neutrons were slowed down by stationary moderator atoms and that the spectrum was $1 / \mathrm{E}$. For grnphite it was soon observed that this technique gave rise to Placzek wiggles of about $10 \%$ of the flux and extending to an energy of about 1 eV ; this, while only slightly affecting the reactivity of the system then under consideration, would introduce important errors in $n$ system containing a fair amount of Puz40; it could also introduce significcnt errors in n water system where the Placzek wiggles would be expcoted to be smoller but extend over a greater energy range. In Fig. 1 is shown (for sraplite $n t 293^{\circ} \mathrm{K}$ ) the effect of using a slowing down scurce comperce with using the source colculated from PIXSE which uses the correct scattering duts abjvo 1.5 eV , but still assunies a $1 / E$ spectrum above 1.5 UV (the uso of a $1 / \mathbb{T}$ spectrum obove 1.5 eV was found to be a sufficient approximetion by comporison with on exact calculation up to 3 eV ). Nlso shown in Fig. 1 is the effect or weighting the group scattering cross-sections with a Maxvellian compared with an unweighted avorage; the group width was about 0.1 EV . The Maxwellian weighting is clocrly silly in this 1 eV region as it assumes that the averege energy
of the neutrons in $\therefore$ group is practicolly equal to the lowest energy in the group; in froct the difference in effect between $\& 1 / E$ weighting and $\varepsilon$ unit weighting is only about $3 \%$ of the difference botwcen a unit weighting and : Maxwellian weighting. In present calculations a Maxwellian weight is used up to energies of a few kT (where T is the physical temperature), and a $1 / E$ weight above this point; this representation is believed to bu adequete for 40 -group problems such es considered in $\$ 6$. For few-group problems, care must be taken to use the correct weighting method as discussud in $S_{4}$, where the extreme case of $10 \%$ difference in reactivity wes obtained between flux weighting and the weighting described in $S_{4}$ for $\therefore 1$-group problem from fission to thermal energies.

Comparison of $\mathrm{S}_{4}$ and $\mathrm{S}_{8}$ approximetions using Corlson's SNG programme, for a Calder Holl lattice showed a difference of $.01 \%$ in reactivity and about $\frac{1}{4} \%$ change in shape of the moderator spectrum in the range up to 1.5 eV . The diffurence betweun SNGG and Winfrith DSN in $S_{4}$ approximetion is about $1 \frac{3}{4} \%$ in spectrum shape using Carlson's DSN constant, and about $2 \frac{1}{2} \%$ using improved DSN constants. The effect on $\eta f$ has not been ascertoined but is expected to be less than $0.1 \%$, which is just acceptrble. We thus conclude that $S_{4}$ is a satisfactory approximation in the cell colculations considered in this paper; higher $S_{n}$ epproximations will only be required in celculations involving very black rods.

## 8. CONCLUSIONS

In this paper we have shown how scattering law data may be used in thermal neutron spectrum celculations. The methods and programes used are satisfactory; but a rather large anount of computer time is required. The graphite scattering lew has been found to give quite good agreement with exporiment, olthulgh there is still room for impruvement; work on resolving the remaining discrepancics is continuing. Comparison of experimentel spectrum measuremonts with scrttering law calculations for water moderated systens is under way.
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## A $\underline{B} \underline{S} \underline{T} \underline{R} \underline{A} \underline{T}$

As an approach to developing methods for calculating differential scattering cross sections of materials for neutrons with energy below 1 ev five approximations to the exact formalism of Zemach and Glauber have been applied to treat the scattering by gases composed of semi-rigid molecules. This paper outlines the theory for the methods which are the following. (1) A quite rigorous method valid when the neutron energy and $k_{B} T$ are both much less than the characteristic vibrational energies of the molecules. (2) A method which treats vibrations harmonically, rotations classically, and neglects rotation-vibration coupling. Within these limitations the method is valid at all neutron energies. (3) A method like (2) except that averages over orientation are approximated by the KriegerNelkin method of introducing average values of functions of the Eulerian angles wherever they appear. (4) A method which treats vibrations with characteristic energies much less than the neutron energy by a short collision time approximation. (5) A method which treats such low energy vibrations classically.

[^5]
#### Abstract

Method (5) has the feature that when all normal modes are treated rlassically the equation for the differential scattering cross section rodures to that for scattering by unbound particles. If some, but not all, vibrations are treated classically and averages over orientation are approximated as in method (3) the effective mass for a scattering atom attached to the molecule is intermediate between the mass of the atom and the Sachs-Ieller mass which applies when all vibrations are treated Exactily by quantum mechanics. Method (5) has the advantage of being easily adapted to treating simple models for liquids and amorphous solids. These methods are evaluated in the accompanying paper.


## INIRODUCTION

Refinements in reactor physics calculations have focused attention on the need for reliable cross section information. For thermal neutrons it is necessary to know, among other things, the differential scattering cross sections with respect to energy and angle of the reactor materials. With such data it becomes possible to attempt detailed calculations of the dependence of thermal neutron flux on neutron energy, position in the reactor and direction of neutron flow. Moreover, less detailed computational techniques can be improved because group constants can be calculated more reliably.

Although studies of inelastic scattering of slow neutrons have emphasized applications to the study of atomic motions in liquids and solids, data more suited to the needs of the reactor physicist are now becoming available $(\underline{-}-2)$. They cover scattering of neutrons with energies up to $0.2 \mathrm{ev}$. However, some time will elapse before all materials of interest have been studied. Moreover, it will never be true that experimental data will cover exactly the materials and physical conditions in every practical problem. In addition to these limitations which apply to data obtainable with present experimental techniques, there is the fact that little work is being done with neutrons above 0.2 ev because of experimental difficulties. For these reasons the development of computational techniques capable of yielding differential scattering cross sections satisfactory for reactor physics calculations is imperative.

The program underway in this laboratory is a study of approximations to the rigorous formalism of Zemach and Glauber (6, hereafter referred to as Z. G.) which takes account of the quantum nature of the scattering system, and the distribution of its energy states due to thermal agitation. The methods described in this paper apply to gases composed of semi-rigid molecules. These are amenable to rather exact treatment and data exist for direct comparison of theory with experiment for neutrons with energy below $0.2 \mathrm{ev}(\underline{3}, \underline{4})$. Computational techniques which give agreement with experiments in this energy range can be used to evaluate approximate methods which are applicable at neutron energies above 0.2 ev . For neutrons in this energy range approximations are developed which make use of the fact that the neutron energy is much higher than $k_{B} T$ and higher than some or all of the characteristic vibrational energies of the scattering molecules. The insights gained by studying these simple systems should be a guide to finding methods applicable to liquids and solids, at least for scattering of higher energy neutrons.

This paper outlines the theoretical bases for five computational techniques. The accompanying paper evaluates them by comparisons with experimental data from the MTR slow neutron velocity selector, and comparisons of less rigorous with more rigorous methods. The methods discussed are:
(1) A rigorous quantum treatment valid when $\mathrm{k}_{\mathrm{B}} \mathrm{T}$ and the neutron energy $E_{O}$ are both much less than any characteristic vibrational energies in the scat,tering molecule.
(2) A method which treats rotations classically and includes effects due to transfers of vibrational energy to and from the molecule. Vibrations are assumed to be harmonic and vibration-rotation coupling is neglected. Averages over orientation are obtained exactly by numerical integration. Within these limitations the method is valid at all neutron energies.
(3) The same as (2) except that averages over orientation are approximated by replacing functions of the Eulerian angle variables by their average values. This is essentially the Krieger-Nelkin method(7) differing only in that quantities appearing in matrix elements associated with vibrational transitions are also included and averaged in this way.
(4) A short collision time method in which matrix elements associated with vibrations having characteristic energies much lower than the neutron energy are obtained by a Wick type expansion(8) of the operators involved.
(5) A treatment in which vibrations with characteristic energies much lower than $E_{O}$ are treated classically. A feature of this method Is that when all modes are treated classically the equation for the scattering reduces to that for scattering by unbound atoms. Moreover, when some but not all modes are treated classically the Krieger-Nelkin averaging leads to an effective mass for a scattering atom intermediate between the Sachs-Teller mass which holds when all vibrations are treated quantum mechanically, and the mass of the atom itself which applies when all vibrations are treated classically.
A. General Appraach

When nelutron; are scattered by a moderator or any system of chemically bound atoms impulsive interactions with individual atoms, or atom pairs, are involved. However, the recoiling atoms are part of the larger system and any transfers of energy and momentum from the neutron to the system must be consistent with its quantum nature. Zemach and Glauber(6) have given an exact quantum mechanical formalism for calculating the scattering from any system composed of chemically bound atoms. The quantities calculated are $\sigma_{\nu}\left(E_{O}, \epsilon, \mu\right)$ and $\sigma_{\nu^{\prime}}\left(E_{O}, \epsilon, \mu\right)$. The first is the differential scattering cross section for direct scattering by atom $\nu$ and the second for scattering by the pair of atoms $v$ and $\nu^{\prime}$. The units are conveniently expressed as barns/(atom $x$ ev $x$ steradian). For isotropic systems these differential cross sections depend on the incident neutron energy $E_{o}$, its energy change $\epsilon=E-E_{0}$ and the cosine of the scattering angle $\mu$.

This paper will deal with systems where proton scattering is dominant and the pair scattering ovv' can be neglected (9). However, $\sigma_{v}$ still depends on how the proton is bound. For example, when neutrons are scattered by the protons in propane gas $\left(\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{CH}_{3}\right)$ the H atoms on the $\mathrm{CH}_{2}$ group scatter differently from those on the $\mathrm{CH}_{3}$ groups and, in fact, the protons in the $\mathrm{CH}_{3}$ groups do not all scatter identically (4).

The measured differential scattering cross section $\sigma\left(E_{0}, \epsilon, \mu\right)$ for an entire system is

$$
\sigma\left(E_{0}, \epsilon, \mu\right)=\Gamma_{\nu} \frac{N_{v} \sigma_{\nu}\left(E_{0}, \epsilon, \mu\right)}{N}=\sum_{\nu} f^{f} v \sigma\left(E_{0}, \epsilon, \mu\right)
$$

In this equation $N_{V}$ is the number of atoms of type $v$ (meaning the same species of nuclide in the same environment), $N$ is the total number of atom in the scattering system and $f_{v}=N_{v} / N$ is the fraction for atoms of type $v$.

In semi-rigid molecules the interparticle distances never depart far from equilibrium values. Rotation-vibration coupling can be neglected and for molecules in the gas phase the molecular wave function can be written as a product of factors for the translational, rotational, and vibrational degrees of freedom. Eq. (2.11) of $Z$. G. can then be put in the form (10) $\left.\sigma_{v}\left(E_{o}, \epsilon, \mu\right)=\frac{A_{\nu}^{2}+C_{\nu}^{2}}{2 \pi E_{o}}\left(1+\frac{\epsilon}{E_{O}}\right)^{\frac{1}{2}} \int_{-\infty}^{\infty} e^{-i t \epsilon / E_{O}}<0_{\dot{C}}>\right\rangle_{\mathrm{T}}<\bar{O}_{\dot{V}} \pi_{T}<0_{\dot{V}} \gg_{\mathrm{T}}>{ }_{\mathrm{T}} d t$

The spin states formed during the interaction between the neutron and atom $v$ determine the strength of the interaction. Eq. (1) averages over the various spin states by using suitable coherent and incoherent scattering lengths $A_{v}$ and $C_{\nu}(11)$. Eq. (1) employs a time in units of $\hbar / E_{O}$. This makes the time dimensionless and time in seconds is given by $\hbar t / E_{O}$. The primes on the $O_{C}^{\dot{C}}(t), \bar{O}_{V_{R}}^{\dot{\prime}}(t)$ and $O_{V T}^{\prime}(t)$ are used to distinguish them from other related operators which will be introduced when some of the approximate techniques are developed. The operators are defined as follows:

$$
\begin{align*}
& O_{C}^{\prime}(t)=e^{i t H_{C}^{\prime}} \quad e^{i \underset{\sim}{k} \cdot{\underset{\sim}{r}}_{C}} e^{-i t H_{C}} e^{-i \underset{\sim}{i k} \cdot \underset{\sim}{r}} C  \tag{2a}\\
& O_{V_{T}}(t)=e^{i t H_{T}^{\prime}} e^{i \underset{\sim}{K} \cdot \Delta r} \nu \nu e^{-i t H_{T}^{\prime}} e^{-i \underset{\sim}{k} \cdot \Delta r} \nu \tag{ab}
\end{align*}
$$

In these equation $H_{\dot{C}}^{\dot{C}}=H_{C} / E_{O}, H_{R}^{\prime}=H_{R} / E_{O}, H_{\tau}^{\prime}=H_{\tau} / E_{O}$ where $H_{C}$, $H_{R}$ and $H_{\tau}$ are the Hamiltonian operators for the translational, rotational, and $T$ normal vibration. The $H_{R}$ is for a rigid molecule with atoms at their equilibrium positions and $H_{T}$ assumes a harmonic potential function. The $\underset{m}{r} C$ is the vector to the center of mass, $\underset{\sim}{r}$ is from the C.M. to the equilibrium position of atom $v$ and $\Delta r_{\nu}$ is from the equilibrium position to the displaced position. For a semi-rigid molecule $|\Delta r v| \ll r v$. The $k_{n}=k_{n}-k_{0} \hbar_{i}$ is the change in momentum of the neutron resulting from the scattering impact. Here $k o$ and $k$ are the wave vectors of the neutron before and after impact, respectively. The $\pi_{T}$ denotes a product over all normal modes.

The thermal expectations in Eq. (1) are defined as follows:

$$
\begin{align*}
& <O_{C}>_{T}=\sum_{j} \gamma_{j C}<O_{C}{ }_{j C}=e^{-i t \alpha / \beta_{O}} e^{-\alpha t^{2} / \beta_{O}^{2}}  \tag{3a}\\
& \left\langle 0_{\nu T}\right\rangle_{T}=\sum_{j} \gamma_{j \tau}\left\langle 0_{\nu T}^{\prime}\right\rangle_{j \tau}  \tag{3b}\\
& <\bar{o}_{\nu_{R}} \pi_{T}<0_{\nu_{T}}>_{\mathrm{T}}>_{\mathrm{T}}=\sum_{j R} \gamma_{j R}<\bar{o}_{V_{R}} \pi_{T}<0_{\nu_{T}}^{\prime}>_{T}>_{j R} \tag{3c}
\end{align*}
$$

In Eqs. ( $3 a-3 c$ ) the $\gamma_{j C}, \gamma_{j R}$ and $\gamma_{j T}$ are the probabilities that a seattering impact involves the molecule in a translational wave function $\Psi_{j C}$, a rotational wave function $\psi_{j R}$ and the $\tau$ normal vibrational wave function $\psi_{j \tau}$. The expression given for $<O_{C}>_{T}$ is given in Eq. (5.1) of Z.G. It involves the neutron mass $m$, the mass of the molecule $M$ and is conveniently expressed in terms of function $\varnothing$ and $\alpha$ defined by

$$
\begin{align*}
& \phi=\frac{\epsilon}{E_{0}}+2-2\left(1+\frac{\epsilon}{E_{0}}\right)^{\frac{1}{2}} \mu  \tag{4}\\
& \alpha=\frac{k^{2} n^{2}}{2 M} \frac{1}{k_{B} T}=\frac{m}{M} \beta_{0} \varnothing  \tag{5}\\
& \beta_{0}=E_{0} / k_{B} T
\end{align*}
$$

The use of $\alpha$ and $\varnothing$ in place of $\kappa^{2}$ has the advantage that they are dimensionless quantities of moderate magnitude which are closely related to the energy transferred to the motion of the molecular center of mass. Furthermore, the presentation of differential scattering cross sections in terms of functions of $\alpha$, or quantities proportional to $\alpha$, is gaining acceptance (2,12).
B. Rigorous Treatment of Rotations

Griffing(13) has used Eq. (1) to calculate the scattering of very low energy neutrons by methane which is a spherical top. When $\mathrm{E}_{\mathrm{O}}$ is much less than any of the characteristic vibrational energies the $<0_{\nu_{\tau}} \gg_{T}$ are nearly unity. Griffing found it satisfactory to use the Krieger-Nelkin expression(7) which inserts average values of functions of the Eulerian angles into the expression for $\left.\left\langle O_{\psi \tau}^{\prime}\right\rangle\right\rangle_{T}$. When this is done the expestation in Eq. (3c) may be written in the form


Eq. (6) results by introducing the sum over rotational states explicitly analogous to the formulation used in Eq. (2.4) of Z. G.
$\left.<\bar{x}_{\nu}^{O}\right\rangle_{T} \simeq \pi_{T} \exp \left\{-\left(E_{0} \not \mathrm{~m} \bar{\delta}_{\nu_{\tau}} / 3 E_{\tau}\right) \operatorname{coth}\left(\beta_{T} / \Omega\right)\right\}$
Eq. (7) is the same as Eq. (20) of Krieger and Nelkin (7) with $\kappa^{2} \gamma_{V V}$ of K.N being the same as the terms in the exponent. The $\bar{\delta}_{\nu T}$ is determined from the transformation between the normal coordinates and the cartesian displazements of the atoms relative to axes fixed in the molecule. Its
derivation for any semi-rigid molecule is outlined in the Appendix. The $E_{T}$ is the characteristic energy of the $\tau$ vibrational mode, $\beta_{T}=E_{T} / k_{B} T$ and $\varnothing$ is given by Eq. (4).

The matrix elements in Eq. (6) are calculated by expanding $e^{-i k \cdot r} r_{V}^{O}$ is a series of Legendre polynomials of $\cos \theta$ where $\theta$ is the angle between $\underset{\sim}{\kappa}$ and $\underset{\sim}{r} \mathcal{V}$. The coefficients in the series are spherical Bessel's functions of $\left|\underset{\sim}{f} \| r^{O}\right|$. The cases of greatest interest involve molecules where $r_{V}^{O}$ lies on a symmetry axis. Then $\cos \theta$ is an argument in the rotational wave functions and the integrations over orientation can be obtained in closed form(13). Then Eq. (6) is a series which, together with Eq. (3a), can be inserted into Eq. (1). The time integration can be carried out yielding

$$
\begin{equation*}
\sigma_{\nu}\left(E_{O}, \epsilon, \mu\right)=\left(1+\epsilon / E_{0}\right)^{\frac{1}{2}} e^{-\beta / 2} S_{\nu}(\alpha, \beta) \tag{8}
\end{equation*}
$$

The $S_{\mathcal{V}}(\alpha, \beta)$ is the Egelstaff scattering function(12) which is given in this case by

$$
\begin{align*}
& S_{\nu}(\alpha, \beta)=\frac{1}{2 k_{B} T}\left(\frac{A_{\nu}^{2}+C_{\nu}^{2}}{\pi \alpha)^{2}} \exp \left\{-\frac{\left(\beta^{2}+\alpha^{2}\right)}{4 \alpha}\right\} \frac{1}{Z}\left\{\sum_{j} x_{j j}+2 \sum_{j>f} x_{j f}\right\}\left\langle\bar{x}_{\nu}^{\prime}\right\rangle_{T}\right. \tag{9}
\end{align*}
$$

$$
\begin{align*}
& Z=\sum_{-j} W_{j} e^{-\beta_{j R}}  \tag{10}\\
& \beta_{j R}=E_{j R} / k_{B} T \quad \beta_{j R}=E_{j R} / k_{B} T
\end{align*}
$$

The $W_{j}$ in Eq. (10) is the degeneracy of the states with energy $E_{j R}$. In linear molecules and spherical top molecules the energy is given by the total angular momentum quantum number $J$ and the degeneracy is $2 J+1$ for a linear molecule and $(2 J+1)^{2}$ for a spherical molecule. For asymmetric tops the energy depends on the quantum number K associated with the projection of the total angular momentum along the top axis. States with $\pm K$ are degenerate with degeneracy $2(2 J+1)$. When $K=0$ the degeneracy is $2 J+1$. Some writers do not incorporate the $1 / k_{B} T$ into the definition of $S_{V}(\alpha, \beta)$. Its inclusion gives $S_{\nu}$ the same units as $\sigma_{\nu}$ which has some practical convenience.
C. Classical Treatment of Rotations, Inclusion of Vibrational Excitations. Molecules with large moments of inertia will have densely spaced rotational levels. When the symmetry is low the splitting of degeneracies will make the levels still more densely distributed. When either or both of these conditions cause a dense distribution of levels a classical treatment of rotations is tenable.

The classical treatment is achieved by commuting the operators $O_{\gamma_{T}}^{\prime}$ and $\bar{O}_{\nu_{R}}^{\prime}$ in Eqs. (1) and (3c) and calculating the thermal average of the rotational expectations $\left\langle\overline{0} \nu_{R}\right\rangle_{T}$ by using a classical treatment of the rotational motion. This is done by considering a phase space defined in terms of the classical angular momentum $(\underline{7}, 10)$. When principal axes of inertia are used the result may be expressed in the form (10)

$$
\begin{align*}
& <0_{\nu \mathrm{R}}^{\prime}>_{\mathrm{T}}=\exp \left\{-i \operatorname{tm\phi }\left[\mathrm{~A}_{\mathrm{Z}}^{\prime}\right] \mathrm{R}_{i}^{\prime} \mathrm{I}^{-1} \mathrm{R}_{\nu}\left[\mathrm{A}_{Z}\right]\right\}<0_{\nu \mathrm{R}}>_{\mathrm{T}}  \tag{11}\\
& <0_{\nu \mathrm{R}}>_{\mathrm{T}}=\exp \left\{-t^{2} \frac{\phi}{\beta_{0}} m\left[\mathrm{~A}_{\mathrm{Z}}^{\prime}\right] \mathrm{R}_{\nu}^{\prime} \mathrm{I}^{-1} \quad \mathrm{R}_{\nu}\left[\mathrm{A}_{Z}\right]\right\} \tag{12}
\end{align*}
$$

In Eqs. ( 11,12 ) the term $\left[A_{Z}^{\prime}\right] R_{V}^{\prime} I^{-} I_{R_{\nu}}\left[A_{Z}\right]$ is a matrix product. Brackets denote column matrices and primes denote transposed matrices. Thus [A: ${ }_{Z}^{\prime}$ ] is a row matrix. Its significance is explained below. The $I^{-l}$ is the reoiprocal of the moment of inertia tensor which is most conveniently expressed in terms of principal axes of inertia so that $I^{-1}$ is diagonal. The $R_{v}$ is in terms of the equilibrium positions $x \mathcal{Q}, y_{v}^{\circ}, z \beta$ of atom $v$ relative to the axes fixed in the molecule.

$$
\mathrm{R}_{v}=\left[\begin{array}{ccc}
0 & -z_{v}^{0} & \mathrm{y}_{v}^{0}  \tag{13}\\
\mathrm{z}_{\nu}^{0} & 0 & -\mathrm{x}_{v}^{0} \\
-\mathrm{y}_{v}^{0} & \mathrm{x}_{v}^{0} & 0
\end{array}\right]
$$

In deriving Eqs. ( 11,12 ) the vector product of $\underset{\sim}{\kappa}$ and a vector related to the angular momentum $I$ is needed. The $I$ is most conveniently expressed in terms of components along the molecular axes $x, y, z$, while $\underset{\sim}{\kappa}$ is most easily written in terms of components along space fixed axes $X, Y, Z$. Hence the vector product of $\underset{\sim}{k}$ with any vector related to $\mathrm{I}_{\mathrm{m}}$ will depend on molecular orientation. It proves convenient to express such vector products as products of row and column matrices. The general procedure is as follows: let [L] denote a three element column matrix with its elements being $L_{x}, L_{y}, L_{z}$, the components of $I_{\text {al }}$ along the molecular axes $x, y, z$. Let $A$ denote a $3 x 3$ matrix with the top row [A $X$ ], the midale row [ $A_{Y}^{\prime}$ ] and bottom row [ $A_{Z}^{\prime}$ ] containing the direction cosines of $X, Y, Z$, respectively, relative to $x, y, z$. Then the matrix product $A[L]$ gives a three element column matrix with elements $L_{X}, L_{Y}, L_{Z}$ being tine components of $L$ along $X, Y, Z$. There is no loss in generality if
the $Z$ direction is taken along $\underset{\sim}{\kappa}$. The vector product $\underset{\sim}{k} \cdot L$ is given then by $\left.\kappa_{L}^{r} A_{Z}^{\prime}\right][L]$ where $\kappa=|\kappa \sim|$. In this way the dependence on orientation in Eqs. (11, 12) appears through the presence of [A $A_{Z}^{\prime}$ ]. Specifically

$$
\begin{equation*}
\left[A_{Z}^{\prime}\right]=\lceil-\sin \theta \cos x \quad \sin 9 \sin \chi \cos \theta] \tag{14}
\end{equation*}
$$

In Eq. (14) $\theta$ and $x$ are two of the Eulerian angles used in defining the molecular orientation. Eq. (14) is obtained directly from Table I-1 of ref. (144).

In dealing with the operators $O_{V}^{\prime} \tau$ in Eq. ( 2 b and 3 b ) it is necessary to express the $H_{T}$ and $\Delta \underset{\nu}{\nu}$ in terms of the normal coordinates. Some useful properties of the transformation between the normal coordinates and the cartesian displacements of the atoms are given in the Appendix. The vector $\Delta r y$ in terms of components along the space fixed axes $X, Y, Z$ is

$$
\begin{equation*}
\left[\Delta r_{\nu}\right]=A \sum_{T}\left[T \nu_{T}\right] Q_{T} \tag{15}
\end{equation*}
$$

In Eq. (15) [ $\left.\mathrm{T}_{V T}\right]$ is a three element column matrix with elements $T_{V T}, x$, $T V_{T}, y, T_{V T, z}$ such that $T_{V \tau}, x_{T}, T_{V T}, y^{Q_{T}}, T_{V \tau},{ }^{Q_{T}}$ give the displacement of atom $v$ along the $x, y, z$ axes when the $T$ normal coordinate has the magnitude $Q_{T}$. When the $Z$ axis is taken along $\underset{\sim}{\kappa}$ it is then true that

$$
\begin{equation*}
\underset{\sim}{k} \cdot \Delta \underset{\sim}{\underset{V}{V}}=k\left[A_{\Sigma}^{\prime}\right] \sum_{T}\left[\mathrm{~T}_{V T}\right] Q_{T} \tag{16}
\end{equation*}
$$

When the transformation

is specialized to the case where $H^{\prime}=H_{T}^{\prime}$ and $\underset{\sim}{r} v=\underset{v}{v}$ the result is (15)

$$
\begin{equation*}
O_{V_{T}}^{\prime}=\exp \left\{-i \pm \not \partial m \delta_{V^{\prime} T}\right\} o_{V \tau} \tag{17}
\end{equation*}
$$

$$
\begin{align*}
& o_{\nu \tau}=\exp \left\{i t H_{\tau}^{\prime}\right\} \exp \left\{-i t\left[H_{\tau}^{\prime}-\left(2 m \varnothing \delta_{\nu_{T}} / E_{O}\right)^{\frac{I}{2}} \mathrm{p}_{\tau}\right]\right\}  \tag{18}\\
& \delta_{\nu T}(\theta, \chi)=\left(\left[\mathrm{A}_{\mathrm{Z}}^{\prime}\right]\left[\mathrm{T}_{\nu \tau}\right] j^{2}\right. \tag{19}
\end{align*}
$$

In Eq. (18) $\mathrm{p}_{\mathrm{T}}$ is the momentum conjugate to the T normal coordinate. When mass adjusted normal coordinates are used $p_{T}=\dot{Q}_{T}$.

Eq. (3.19) of Z. G. gives the expression for $<0_{\nu_{T}}^{\prime}>_{T}$ which (for $v=v^{\prime}$ )
is

$$
\begin{equation*}
\left\langle 0_{\nu T}^{\prime}>_{T}=\left\langle x_{\nu}^{\circ}>_{T} \sum_{n_{\tau}=-\infty}^{\infty} I_{n_{T}}\left(g_{\nu_{T}}\right) \exp \left\{\left(n_{\tau} \beta_{\tau} / 2\right)-i t\left(n_{\tau} \beta_{\tau} / \beta_{\circ}\right)\right\}\right.\right. \tag{20}
\end{equation*}
$$

In Eq. (20)

$$
\begin{align*}
& g_{\nu T}=\frac{\beta_{0}}{\beta_{T} \sinh \left(\beta_{T} / 2\right)} \not \mathrm{m} \delta_{\nu T}  \tag{21}\\
& \beta_{T}=E_{T} / \mathrm{k}_{\mathrm{B}} \mathrm{~T} \quad \text { where } E_{\tau} \text { is the characteristic energy of the } \tau \text { mode. } \\
& <X_{\nu T}^{\circ}>=\exp \left\{-\left(E_{0} \not \mathrm{~m}_{\mathrm{O}} \delta_{\nu T} / E_{T}\right) \operatorname{coth}\left(\beta_{\tau} / 2\right)\right\} \tag{22}
\end{align*}
$$

The $I_{n}$ 1.s the modified Bessel function of order $n$ and $\delta_{\nu_{T}}$ is given by Eq (19).

When Eqs. (3a, 11, 20) are used in Eq. (1) the time integration can be carried out yielding

$$
\begin{equation*}
\sigma_{v}\left(E_{0}, \epsilon, \mu\right)=\frac{\left(1+\epsilon / E_{0}\right)^{\frac{1}{2}}}{4 \pi} e^{-\beta / 2} \int_{\chi=0}^{2 \pi} \int_{u=-1}^{1} s_{v}(\alpha, \beta) d u d x \tag{23}
\end{equation*}
$$

Integrations are only needed over the Eulerian variables $X$ and $u=\cos \theta$ since the azimuthal variable $\varphi$ is not in [A $A_{Z}^{\prime}$ ]. The Egelstaff scattering function $S_{V}$ includes terms due to vibrational transitions which were not included in Eq. (8). In fact, Eq. (8) uses Eq. (20) with only the terms with $n_{T}=0$ and with $\left\langle\bar{x}_{V}^{O}\right\rangle$ calculated using a $\bar{\delta}_{V_{T}}$ obtained by averaging

Eq. (19) over orientation in the Krieger-Nelkin manner (7, 15). Hence, Eq. (23) applies to neutron energies high enough to cause vibrational transitions, and temperatures high enough so that collisions with molecules in thermally excited vibrational states are possible. It assumes no rotation-vibration coupling and neglects anharmonicities in the vibrations. The equation for $S_{v}$ is

$$
\begin{align*}
& S_{\nu}(\alpha, \beta)=\frac{A_{\nu}^{2}+C_{\nu}^{2}}{2 k_{B} T\left(T \alpha_{\nu}\right)^{\frac{1}{2}}}<X_{\nu}^{0}>_{T} \exp \left\{\frac{-\left(\beta^{2}+\alpha_{\nu}^{2}\right)}{4 \alpha_{\nu}}\right\} \Psi_{\nu}  \tag{24}\\
& \bar{\Psi}_{\nu}=T_{T} I_{0}\left(g_{\nu_{\tau}}\right)+2 \sum_{n_{1}, n_{2} \ldots} \mathcal{T}_{n_{\tau}} I_{n_{T}}\left(g_{\nu T}\right) \cosh \left\{\frac{\beta\left(\Sigma_{n_{T} \beta_{\tau}}\right)}{2 \alpha_{\nu}}\right\} \exp \left\{\frac{-\left(\Sigma_{\tau} n_{\tau} \beta_{T}\right)^{2}}{4 \alpha_{\nu}}\right\} \tag{25}
\end{align*}
$$

In the summation term in Eq . (25) each $\mathrm{n}_{\mathcal{T}}$ can take all integral values beginning at 0 , but at least one $n_{T}$ must be greater than zero. Any factor with $\mathrm{n}_{\mathrm{T}}=l$ gives contributions to excitation and de-excitation of one quantum of the $T$ vibrational mode. If the $\mathrm{n}_{\mathcal{T}}=2$ double excitation and deexcitation is involved etc. The $\left\langle x_{\nu}^{0}\right\rangle_{T}$ is the product of factors given by Eq. (22) for all the normal modes.

$$
\begin{equation*}
\alpha_{\nu}=\beta_{0} \phi\left\{\frac{m}{\bar{M}}+m\left[A_{Z}^{\prime}\right] R_{V}^{\prime} I^{-1} R_{\nu}\left[A_{Z}\right]\right\} \tag{26}
\end{equation*}
$$

In many applications some or all of the $\beta_{\top}$ are much larger than one. The arguments $g_{V \tau}$ are then small and it is possible to approximate using

$$
\begin{equation*}
I_{n_{T}}\left(g_{\nu_{T}}\right)=\frac{1}{n_{T}}:\left|\frac{\beta_{0} \phi m \delta_{\nu_{T}}}{\beta_{T}}\right|^{n_{T}} \exp \left\{-\frac{n_{T} \beta_{T}}{2}\right\} \tag{27}
\end{equation*}
$$

Eq. (24) with the approximation in Eq. (27) has been used to calculate the scattering of $\mathrm{CH}_{4}$ up to $0.3 \mathrm{ev}(16)$, and in the accompanying paper for evaluating computations made by less rigorous methods.
D. The Equations With Krieger-Nelkin Averaging.

Eqs. (23-27) involve functions of the Eulerian angles through the presense of $\left[A_{\underset{\sim}{\prime}}^{\prime}\right]$ in the $g v_{\tau}$ and $\alpha_{V}$. In the Krieger-Nelkin method average values of the functions of the Eulerian angles are used (7). This leads to replacing $\alpha_{\nu}$ by $\bar{\alpha}_{\nu}$ and $g_{\nu T}$ by $\bar{g}_{\nu_{T}}$ where

$$
\begin{align*}
& \bar{\alpha}_{v}=\beta_{o} \varnothing \frac{m}{\bar{M}_{v}}  \tag{28}\\
& \frac{1}{M_{V}}=\frac{1}{M}+\frac{1}{\bar{M}_{V R}} \tag{29}
\end{align*}
$$

$$
\begin{align*}
& \bar{g}_{V T}=\frac{m \phi \bar{\delta} V_{T}}{3} \frac{\beta_{O}}{\beta_{T} \sinh \left(\beta_{T} / 2\right)}  \tag{31}\\
& \bar{\delta}_{V T}=\left[T_{V T}^{\prime}\right]\left[T_{V T}\right] \tag{32}
\end{align*}
$$

In Eqs. (28, 29) $m_{v}$ is the Sachs-Teller mass for atom $v(\underline{7}, 15,17)$.
When the approximation in Eq. (27) is valid it is better to use (15)

$$
\begin{equation*}
I_{n_{T}}\left(\bar{g}_{V_{T}}\right) \simeq \frac{1}{\left(2 n_{T}+1\right) n_{T}!}\left(\frac{\beta_{0} \phi m \bar{\sigma}_{\gamma T}}{\beta_{T}}\right)^{n_{T}} \exp \left\{-\frac{T \beta_{T}}{2}\right\} \tag{33}
\end{equation*}
$$

When Krieger-Nelkin averaging is used Eq. (33) becomes

$$
\begin{equation*}
\sigma_{\nu}\left(E_{O}, \epsilon, \mu\right)=\left(1+\frac{\epsilon}{E_{O}}\right)^{\frac{\pi}{2}} \bar{S}_{v}(\bar{\alpha}, \beta) \tag{34}
\end{equation*}
$$

In Eq. (34) $\bar{S}_{v}$ is calculated from Eq. (24) by inserting average values for $\bar{\alpha}_{\nu}, \bar{\delta}_{V \lambda}$ wherever they appear.

## E. The Short Collision Time Equation

When the neutron energy $\mathrm{E}_{\mathrm{O}} \gg \mathrm{k}_{\mathrm{B}} \mathrm{T}$ and $\mathrm{E}_{\mathrm{O}} \gg \mathrm{E}_{T}$ the neutron will pass over an atom before it moves appreciably either because of the thermal motion or of the vibrational motion contributed by the $\tau$ mode. In such cases the operator $O_{V T}$ in Eq. (18) can be represented by an expansion in powers of (it)( ${ }^{(8)}$. In some problems $E_{0}$ will greatly exceed some of the $\mathrm{E}_{\mathrm{T}}$ but will be near to or less than others. To distinguish these situations the subscript $\lambda$ is used for those modes with $\mathrm{E}_{\lambda} \ll \mathrm{E}_{\mathrm{O}}$ which are treated by the time expansion while $T$ is reserved for those with $E_{T} \simeq E_{O}$ or $E_{T}>E_{O}$ which are treated exactly by Eq. (20).

The time expansion of $O_{\nu \lambda}$ can be obtained by Wick's procedure ( 8 ). It employs the expansion

$$
o_{\nu \lambda}(i t)=\sum_{n=0}^{\infty} \frac{1}{n}: o_{\nu \lambda}^{(n)}(i t)^{n}
$$

In this equation $O_{\nu \lambda}^{(n)}$ denotes the nth derivative of $O_{\nu \lambda}$ (it) with respect to (it) evaluated at $t=0$. It is readily shown that (15)

$$
\begin{align*}
& o_{\nu \lambda}^{(n)}=\left[H_{\lambda}^{\prime}, o_{\nu \lambda}^{(n-1)}\right]+o_{\nu \lambda}^{(n-1)_{B_{\nu \lambda}}} \\
& B_{\nu \lambda}=\left(2 m \phi \delta_{\nu \lambda} / E_{0}\right)^{\frac{1}{2}} p_{\lambda} \tag{35}
\end{align*}
$$

The thermal average $\left\langle 0_{\nu \lambda}\right\rangle_{\mathrm{T}}$ is a power series in (it). The necessary expectations can be calculated from the properties of the harmonic oscillator wave functions. The result to the third order is (15)

$$
\begin{align*}
& <0_{\nu \lambda}>_{\mathrm{T}} \approx 1-\frac{\mathrm{t}^{2}}{2}<00_{\nu \lambda}^{(2)}>_{\mathrm{T}}-\frac{i t^{3}}{3!}<00_{\nu \lambda}^{(3)}>_{\mathrm{T}}  \tag{36}\\
& <0_{\nu \lambda}^{(2)}>_{\mathrm{T}}=2 \not \square \delta_{\nu \lambda} \cdot \frac{\beta_{\lambda}}{B_{0}} \cdot\left(\frac{1}{2}+\frac{1}{e^{\beta_{\lambda-1}}}\right) \tag{37}
\end{align*}
$$

$$
\begin{equation*}
<0_{V \lambda}^{(3)}>_{T}=-\phi m \delta_{\nu \lambda}\left(\frac{\beta_{\lambda}}{\beta_{0}}\right)^{2} \tag{38}
\end{equation*}
$$

When Eq. (3a) and (Il) are used for the thermal averages of the txanslational and rotational expestations, Eq. (20) for the $\tau$ modes and Eq. (36) for the $\lambda$ modes the result is

$$
\begin{align*}
& \sigma_{\nu}\left(E_{0}, \epsilon, \mu\right)=\frac{A_{v}^{2}+C_{V}^{2}}{4 \pi} \frac{\left(1+\epsilon / E_{0}\right)^{\frac{1}{2}}}{2 k_{B} \gamma^{\prime} \bar{\pi}^{2}} \int_{x=0}^{2 \pi} \int_{u=-1}^{1} \Phi_{v}(x, u) d u d x  \tag{39}\\
& \Phi_{\nu}(x, u)=<\chi_{\nu_{q}}^{o}>_{T} \frac{1}{\sqrt{\alpha_{v}}} e^{-\frac{\Delta v}{4}} \bar{\Psi}_{\nu \mathcal{L}}\left\{1-\frac{\beta_{0} \phi}{2 \alpha_{\nu}}\left(1-\frac{\Delta \nu}{2}\right)\left[\sum_{\lambda} \beta_{\lambda}{ }^{m \delta_{\nu \lambda}}\left(\frac{1}{2}+\frac{1}{e^{\beta \lambda_{-1}}}\right)\right]\right. \\
& \left.\left.\left.+\frac{\beta_{0} \phi}{24 \alpha_{v}} \right\rvert\, \frac{\Delta v}{\alpha_{\nu}}\right)^{\frac{1}{2}}\left(3-\frac{\Delta_{\nu}}{2}\right)\left[\sum_{\lambda} \beta_{\lambda}{ }^{2} m \delta_{v \lambda}\right]--\right\}  \tag{40}\\
& \Delta_{\nu}=\frac{\left[\beta+\alpha_{\nu}+\beta_{0} \phi m \sum_{\lambda} \delta_{v \lambda}\right]^{2}}{\alpha_{\nu}} \tag{41}
\end{align*}
$$

In Eq. (40) $\varnothing$ is given by Eq. (4), $\alpha_{\nu}$ by Eq. (26), $\delta_{\nu \lambda}$ by Eq. (19). The $\left\langle X_{V_{\mathrm{q}}}^{\circ}\right\rangle_{\mathrm{T}}$ is calculated from products of factors from Eq. (22) and $\Psi_{v q}$ from Eq. (25). However, only the $\tau$ modes are included.

The Krieger-Nelkin equivalent to Eq. (40) is obtained by using average values of functions of the Eulerian angles in $\Phi_{V}$. When this is done the numerator in Eq. (41) for $\Delta_{V}$ involves the sum

$$
\begin{align*}
& \bar{\alpha}_{\nu}+\frac{1}{3} \beta_{0} \phi \sum_{\lambda} \bar{\delta}_{v \lambda}=\frac{m}{\bar{M}_{\nu c}} \beta_{0} \phi  \tag{42}\\
& \bar{M}_{\nu c}=\frac{1}{\bar{M}_{v}}+\frac{1}{3} \sum_{i} \bar{\delta}_{\nu \lambda} \tag{43}
\end{align*}
$$

It is shown in the Appendix that $M_{V c}$ defined by Eq. (43) is intermediate between the Sachs-Teller mass $M_{\nu}$ which holds when all modes are treated exactly by Eq. (20), and the mass $m_{v}$ of atom $v$ which holds when all modes are treated by the expansion method in Eq. (36).
E. The Classical Treatment of Vibrations.

When $E_{O} \gg E_{T}$ it should be permissible to treat the vibrations classically just as is done for the rotational motion when the rotational levels are closely spaced compared to $E_{O}$. As before it will be convenient to use the subscript $\lambda$ for modes with $E_{\lambda} \ll E_{O}$ which are treated classically, reserving $\tau$ for those with $E_{T} \simeq E_{O}$ or $E_{T}>E_{O}$ which are treated exactly.

The classical treatment assumes that the factors in Eq. (18) for $O_{V \lambda}$ commute so that

$$
o_{\nu \lambda}=\exp \left\{i t\left(2 \notin \delta \nu \lambda / E_{0}\right)^{\frac{1}{2}} p_{\lambda}\right\}
$$

The thermal expectation of this operator is found by considering a phase space for the momentum $p_{\lambda}$. The equation for $<O_{\nu \lambda}>T_{T}$ in the classical approximation is

$$
\begin{align*}
<0 \nu \lambda>{ }_{T} & =\left(\frac{1}{2 \pi k_{B} T}\right)^{\frac{1}{2}} \int_{-\infty}^{\infty} \exp \left\{\frac{-p_{\lambda}^{2}}{2 k_{B}{ }^{2}}\right\} o_{\nu \lambda} d p \lambda \\
& =\exp \left\{-\left(m \phi \delta_{\nu \lambda} / \beta_{0}\right) t^{2}\right\} \tag{44}
\end{align*}
$$

When Eqs. (3a, 11, 20, 44) are used in Eq. (1) and the time integration is sarried out the result is
$\sigma_{v}\left(E_{O}, \epsilon, \beta\right)=\frac{\left(1+\epsilon / E_{0}\right)^{\frac{1}{2}}}{4 \pi} e^{-\beta / 2} \int_{\chi=0}^{2 \pi} \int_{u=-1}^{1} S_{v c}(\alpha, \beta) d x d u$

$\alpha_{\nu c}=\beta_{O} \varnothing\left\{\frac{m}{M}+m\left[A_{Z}^{\prime}\right] R_{\nu}^{\prime} I^{-1} R_{\nu}\left[A_{Z}\right]+m \sum_{\lambda} \delta_{\nu \lambda}\right\}$
As in Eq. $(39,40)$ the $\left\langle X_{V q}^{O}>_{\mathrm{T}}\right.$ and $\underline{\Psi}_{\nu q}$ in Eq. $(45,46)$ are calculated from products of Eq. (22) and from Eq. (25) using only terms for the t modes.

It is shown in the Appendix that when all modes are treated classically $\alpha_{v c}$ reduces to $\beta_{0} \phi\left(m / m_{\nu}\right)$ where $m_{\nu}$ is the mass of atom $\nu$. The equation is then just that for the scattering by.an unbound particle. The equation is

$$
\begin{align*}
& \sigma_{\nu}=\left(1+\epsilon / E_{0}\right)^{\frac{1}{2}} e^{-\beta / 2} S_{\nu}(\alpha, \beta)  \tag{48}\\
& S_{v}=\frac{A_{\nu}^{2}+C_{V}^{2}}{2 k_{B} T(\pi \alpha)^{\frac{1}{2}}} e^{\frac{-\left[\beta^{2}+\alpha^{2}\right]}{4 \alpha}} \tag{49}
\end{align*}
$$

In Eq. (49) $\alpha$ is given by Eq. (5) with $m=m_{v}$.
When Krieger-Nelkin averages are used Eq. (46) comes out in terms of the $M_{\nu C}$ in Eq. (43). This mass is intermediate between the mass $m_{V}$ of the atom, whirh holds when all modes are treated classically as in Eq. (48) and the Sachs-Teller mass $M_{\nu}$ which applies when all modes are treated exactly.

Although Eq. (44) uses a classical operator it yields a thermally averaged expectation which is not limi.ted by the number of terms taken in a series expansion as in Eq. (36). For that reason Eq. (45) based on the classical treatment may give better results than Eq. (39) based on the time expansion which can only be practical for calculations if a few terms suffice.

When $E_{O} \gg E_{T}$ the quantum treatment which uses the harmonic oscillator approximation will be inadequate for calculating the contribution of transitions to high vibrational states. The spacings of the excited states will get closer together and will merge when the excitation exceeds tho energy to break the bond. In these situations the equations for scatering by an unbound at om may be preferable to a quant um treatment based on the assumption of harw nic oscillator potential functions.

## ACKNOWLEDGEMENTS

The writer has benefited from many discussions with Dr. R. C. Young, Dr. G. W. Griffing and Mr. G. D. Marshall. Dr. R. G. Fluharty, head of the Nuclear Physics Branch, has given much encouragement.

## APPENDIX

## EFFECTIVE SCATTERING MASS WHEN VIBRATIONS ARE TREATED CLASSICALIY

When some of the normal vibrations are treated classically and averages over orientation are obtained by the Krieger-Nelkin method the effective mass of a scattering atom is intermediate between the Sachs-Teller mass which holds when no vibrations are treated classically, and the mass of the atom itself which holds when all vibrations are treated classically. In the latter case the statement is true in general because the dependence on molecular orientation disappears.

These properties can be shown by using the properties of the orthogonal transformation which relates the normal coordinates to the mass adjusted cartesian displacements. The proof will be given on the assumption that principal axes of inertia are used for the molecule. There is no loss of generality in this.

The normal coordinate transformation may be expressed in the form (14,18)

$$
\left[\begin{array}{l}
Q  \tag{A-1}\\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
Q \\
\hat{C}_{T} \\
\hat{C}_{R}
\end{array}\right][q]
$$

If there are $N$ atoms the column matrix [q] has the form

$$
[q]=\left[\begin{array}{l}
q_{1}  \tag{A-2}\\
q_{2} \\
- \\
\overline{-} \\
q_{N}
\end{array}\right] ; \quad\left[q_{\nu}\right]=\sqrt{m_{\nu}}\left[\begin{array}{c}
\Delta x_{\nu} \\
\Delta y_{\nu} \\
\Delta z_{\nu}
\end{array}\right]
$$

The column matrix on the left side of Eq. (A-1) contains the $3 \mathrm{~N}-6$ normal coordinates as elements, together with two sets of three elements which are zeros. These are indicated by the 0 symbols. The matrix multiplying [q] is orthogonal with dimension $3 N$. There are $3 N-6$ rows of $3 N$ elements in $\hat{Q}$ and three rows of $3 N$ elements in $\hat{C}_{T}$ and $\hat{C}_{R}$. The normal coordinates $Q$ are defined by the equation

$$
\begin{equation*}
[Q]=\hat{Q}[q] \tag{A-3}
\end{equation*}
$$

The equations $[0]=\hat{C}_{T}[q]$ express the condition that the linear momenta vanish relative to the axes fixed in the molecule. The equations $[0]=\hat{C}_{R}[q]$ express the condition that the molecular axes $x, y, z$ are oriented so that when the atoms are in their equilibrium positions the angular momenta observed from this coordinate system vanish. The matrices $\hat{C}_{T}$ and $\hat{C}_{R}$ may be written (18)

$$
\begin{align*}
& \hat{C}_{T}=\left[\hat{C}_{1 T}--\hat{C}_{V T}-\cdots \hat{C}_{N T I}\right] \\
& \hat{C}_{R}=\left[\hat{C}_{1 R}--\hat{C}_{V R}--\hat{C}_{N R}\right] \\
& \hat{\mathrm{c}}_{\nu T}=\left(\frac{m_{\nu}}{M}\right)^{\frac{1}{2}}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \tag{A-4}
\end{align*}
$$

In Eq. (A-7) $R_{V}$ is the matrix in Eq. (13) and $I^{-\frac{1}{2}}$ is such that $I^{-\frac{1}{2}} I^{-\frac{1}{2}}=I^{-1}$ where $I^{-1}$ is the reciprocal of the moment of inertia tensor. Eq. (A-5) assumes the use of principal axes of inertia.

If Eq. (A-3) is expanded the expression for any normal coordinate $Q_{\lambda}$ is

$$
\begin{align*}
Q_{\lambda} & =\sum_{\nu}\left[\hat{Q}_{\nu \lambda}^{\prime}\right]\left[q_{\nu}\right] \\
{\left[\hat{Q}_{\dot{\nu} \lambda}\right] } & =\left[\hat{Q}_{\nu \lambda, \mathrm{x}} \hat{Q}_{\nu \lambda, y} \hat{Q}_{\nu \lambda, z}\right] \tag{A-6}
\end{align*}
$$

From Eqs. (A-4, A-5, A-6) it follows that

$$
\begin{align*}
& \sum_{\lambda}^{-}\left(\left[A_{Z}^{\prime}\right]\left[\hat{Q}_{\nu \lambda}\right]\right)^{2}+\left[A_{Z}^{\prime}\right] \hat{C}_{V M}^{\prime} \hat{C}_{\nu T}\left[A_{Z}\right]+\left[A_{Z}^{\prime}\right] \hat{C}_{V R}^{\prime} \hat{C}_{\nu R}\left[A_{Z}\right]= \\
& \sum_{\lambda}\left(\left[A_{Z}^{\prime}\right]\left[Q_{\nu \lambda}\right]\right)^{2}+\frac{m \nu}{M}\left[A_{Z}^{\prime}\right]\left[A_{Z}\right]+m_{\nu}\left[A_{Z}^{\prime}\right] R_{V}^{\prime} I^{-1} R_{\nu}\left[A_{Z}\right] \tag{A-7}
\end{align*}
$$

However, from the orthogonality properties of the transformation matrix in Eq. (A-1) it follows that the terms on the left hand side of Eq. (A-7) sum to unity. This can be seen by carrying out the matrix operations. The coefficients of the terms multiplying $A_{Z x} A_{Z y}, A_{Z x} A_{Z z}, A_{Z y} A_{Z z}$ all vanish because they involve products of different column vectors in the transformation matrix and these are zero because of the orthogonality property. The surviving terms are

$$
\begin{align*}
& A_{\Sigma x}^{2}\left\{\sum_{\lambda} \hat{Q}_{\nu \lambda, x}+\frac{m_{\nu}}{M}+m_{\nu}\left(\frac{z_{p}^{2}}{I_{y}^{2}}+\frac{y_{\nu}^{0^{2}}}{I_{z}}\right)\right\} \\
& +A_{Z y}^{2}\left\{\sum_{\lambda} \hat{Q}_{v \lambda, y}^{2}+\frac{m_{\nu}}{M}+m_{\nu}\left|\frac{x_{y}^{0}}{I_{z}^{2}}+\frac{z_{y}^{0}}{I_{y}^{2}}\right|\right\} \\
& +A_{Z z}^{2}\left\{\sum_{\lambda} \hat{Q}_{V \lambda, z}^{2}+\frac{m_{\nu}}{M}+m_{\nu}\left(\frac{y_{\nu}^{0}}{I_{x}^{0}}+\frac{x_{\nu}^{0}}{I_{y}}\right)\right\}=A_{Z x}^{2}+A_{Z y}^{2}+A_{Z z}^{2}=1 \tag{A-8}
\end{align*}
$$

Each factor in brackets in Eq. (A-8) is a product of a column vector in the transformation matrix in Eq. (A-1) by itself and gives unity because these column vectors are normalized.

The column matrix [ $T_{\nu \lambda}$ ] which appears in Eq. (15) and other places is related to $\left[\hat{Q}_{\nu \lambda}\right]$ by

$$
\begin{equation*}
\left[T_{\nu \lambda}\right]=\frac{1}{m_{\nu}} \frac{1}{2}\left[\hat{Q}_{\nu \lambda}\right] \tag{A-9}
\end{equation*}
$$

Substituting Eq. (A-9) into Eq. (A-7) and using Eq. (A-8) yields

$$
\begin{equation*}
\sum_{\lambda}\left(\left[A_{Z}^{\prime}\right]\left[I_{V \lambda}\right]\right)^{2}+\frac{1}{M}+\left[A_{Z}^{\prime}\right] R_{\nu}^{\prime} I^{-1} R_{\nu}\left[A_{Z}\right]=\frac{I}{m_{V}} \tag{A-10}
\end{equation*}
$$

From Eq. (10) it follows that if the sum over $\lambda$ in Eq. (47) includes all normal modes the result is

$$
\begin{equation*}
\alpha_{\nu c}=\frac{m}{m_{v}} \beta_{0} \varnothing \tag{A-11}
\end{equation*}
$$

There is then no dependence of $\alpha_{\nu_{c}}$ on the Eulerian angle variables and $S_{\nu}(\alpha, \beta)$ in Eq. (45) can be integrated to give Eqs. (48, 49).

If some, but not all, modes are treated classically and the KriegerNelkin method of averaging is used an effective mass $M_{V_{c}}$ intermediate between the Sachs-Teller mass $M \gamma$ and the atom mass $m \nu$ is defined by the equation

$$
\begin{equation*}
\sum_{\lambda} \overline{\left(\left[A_{Z}^{\prime}\right]\left[T_{V \lambda}\right]\right)^{2}}+\frac{1}{M}+\overline{\left[A_{Z}^{\prime}\right] R_{V}^{\prime} I^{-} I_{R_{V}}\left[A_{Z}\right]}=\frac{1}{3} \sum \bar{\delta}_{V \lambda}+\frac{1}{M_{\nu}}=\frac{1}{M_{V C}} \tag{A-12}
\end{equation*}
$$

In Eq. (A-12) the sum over $\lambda$ includes only the modes which are treated classically. The mass $M_{V}$ in the Sachs-Teller mass for a non-vibrating molecule(17). When principal axis of inertia are used it is given by Eqs. (29,30). The $\bar{\delta}_{\nu \lambda}$ is defined in Eq. (32) and [ $\left.T_{V \lambda}\right]$ by Eq. (A-9).

Eq. (A-1) can be inverted to yield

$$
\begin{equation*}
[q]=\hat{Q}^{\prime}[Q] \tag{A-13}
\end{equation*}
$$

Equation (A 23), shiws that the vibrational kinetic energy is giren by

$$
\begin{equation*}
2 T_{\boldsymbol{v}}=\left[\dot{q}^{\prime}\right][\dot{q}]=\left[\dot{Q}^{\prime}\right] \hat{Q} \hat{Q}^{\prime}[\dot{Q}]=\left[\dot{Q}^{\prime}\right][\dot{Q}] \tag{A-14}
\end{equation*}
$$

Eq. (A-14) shows that the momentum $p_{\lambda}$ conjugate to the coordinate $Q_{\lambda}$ is $p_{\lambda}=\dot{Q}_{\lambda}$.
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## 

The methods presented in the accompanying paper for computing partial differential scattering cross sections are evaluated by comparing calculated results with experimental results for methane and propane, and by comparing results on a hypothetical oH molecule of the more approximate methods with the most rigorous ones.

The method which treats rotations quantum mechanically gives good agreement with experiments on methane and can be considered as rigorous. The method which treats rotations classically, vibrations by quantum mechanics and averages over orientation exactly also agrees well with methane experiments, except for scattering at forward angles and low neutron energies where the energy exchanges are comparable to the rotational level spacings. It is used as a standard of comparison for calculations on the OH molecule.

The Krieger-Nelkin method, which averages over orientation by inserting average values of functions of the Eulerian angles wherever they appear, works very well at low neutron energies. Calculations on OH show that when the characteristic vibrational energy is high, but much lower than the incident neutron energy, the K.N. method breaks down.

The short collision time method of treating low energy vibrations is impractical because too many terms in the required series expansion are needed to give good results.

The method which treats low energy vibrations classically is very promising. It gives very good results when the characteristic vibrational energies are low, and is better than the $\mathrm{K} . \mathbb{N}$. when the characteristic energy is high, but much lower than the neutron energy.

## INTRODUCTION

This paper evaluates the methods presented in the accompanying paper ( (I), hereafter referred to as I) for calculating the partial differential scattering cross sections of semi-rigid molecules in the gas phase. Such systems are relatively easy to deal with theoretically and it is hoped that the insights gained from their study will help in devising practical techniques for computing partial differential scattering cross sections of liquids and solids.

Five methods are considered ranging from a quantum treatment, which is strictly valid provided the neutron energy and $k_{B} T$ are less than any of the characteristic vibrational energies of the molecule, to two methods which treat vibrational contributions approximately and are simple enough to be adaptable to treating liquids and solids.

Several of the methods are evaluated for low neutron energies by comparing calculated values for the partial differential scattering cross section with respect to energy and angle with experimental results for methane and propane obtained using the MTR slow neutron velocity selector (2, 3). Further evaluations, particularly for neutrons with energies beyond the range of present scattering experiments, are made by calculations on methane and a hypothetical OH molecule. Here methods which are shown to be good by eompariscn with the experiments on methane and propane are used to evaluate the more approximate procedures.

The hypothetical OH molecule is used because it has but one vibrational degree of freedom and this makes it easy to study the effect of changing the characteristic vibrational energy, as well as the incident neutron energy.

## A. Methods

The most rigorous method was developed by Griffing and treats the translational and rotational motions correctly by quantum mechanics (4). It is applied at temperatures and incident neutron energies low enough so that the effects of zero point vibrations can be dealt with adequately in an approximate way. The method is too cumbersome to apply to scattering by any but highly symmetrical molecules and the results reported here are only for scattering by methane. The method will be denoted by Q.M. for "quantum mechanical".

The second method treats rotations classically but goes beyond the first method by including the contributions due to exchanges of vibrational energy quanta with the neutron. The vibrational contributions are calculated quantum mechanically assuming a harmonic potential function and neglecting rotation-vibration coupling. Averages over molecular orientation are computed exactly by numerical integration and for this reason the method is designated by E.A. for "exact average". The method gives good results for methane and, within the limitations imposed by the classical treatment of rotations, applies rigorously to the case of the hypothetical $O H$ molecule. Hence it is the chief standard of comparison for that case.

The third method is like the second except that averages over orientation are approximated in the manner of Krieger and Nelkin(5) by inserting average values of functions of the Eulerian angles wherever they appear. Hence the method is designated by K.N.. The K.N. averaging
simplifies the equations so that numerical integrations are not required. Hence there are wider possibilities for practical application.

The fourth method treats vibrations with characteristic energies much lower than the incident neutron energy by a short collision time approximation(6) and is denoted by S.C.T.

The fifth method treats these low energy vibrations classically. It is denoted by the letters C.A. which are meant to imply that some or all of the vibrations are treated by a classical approximation.
B. Physical Data

1. Methane

The equation for the partial differential scattering cross section of methane is

$$
\begin{equation*}
\sigma_{\mathrm{CH}_{4}}={ }^{4} \sigma_{\mathrm{H}}+\sigma_{\mathrm{C}} \tag{1}
\end{equation*}
$$

Eqs. (8-10) of I tell how to calculate $\sigma_{H}$ and $\sigma_{C}$ in the Q.M. method. The calculations are described in detail by Griffing(4). He used numerical data from the work of Krieger and Nelkin(5). These authors made use of Pope's normal coordinate analysis for methane(7).

The physical data for the K.N. and C.A. calculations may be derived from those needed in the $E . A$. calculation. The quantities needed appear in Eqs. (23-25) of I. Among them are $\alpha_{H}$ and $\alpha_{C}$ for which Eq. (26) of I yields(8)

$$
\begin{align*}
& \alpha_{\mathrm{H}}=\beta_{O} \phi\left[\frac{1}{16}+\frac{3}{8}\left(1-u^{2}\right)\right]  \tag{2}\\
& \alpha_{\mathrm{C}}=\beta_{\mathrm{O}} \phi / 16 \tag{3}
\end{align*}
$$

In Eq. (2) $u$ is the cosine of the angle between the momentum change of the neutron $\underset{\sim}{x} \kappa$ and the vector ${\underset{\sim}{\sim}}^{H}$ from the molecular center of mass to the scattering proton. The $\beta_{0}=E_{O} / k_{B} T$ where $E_{O}$ is the incident neutron energy, and $\varnothing$ is defined by Eq. (4) of I. The 16 is the mass of methane in atomic units.

The other quantities which are needed to express Eqs. (23-25) of I can be obtained after the quantities $\delta_{V_{T}}$ defined in Eq. (19) of I are derived from a normal coordinate analysis. Pope's analysis will be used (7). The accepted numbering of the normal modes, together with their degeneracies, characteristic energies and symmetries are show in Table I.

TABLE I
NORMAL COORDINATE ENERGIES FOR $\mathrm{CH}_{4}$

| Mode | Characteristic <br> Energy (ev) | Symmetry <br> Species | (0.361 |
| :---: | :---: | :---: | :---: |

The present calculations are for neutron energies no higher than 0.306 ev and take $k_{B} T=0.0252 \mathrm{ev}$. Under these conditions the only energy transfers to the vibrational modes which contribute significantly to the $\sigma_{v}$ are for single excitations of modes $2,3,7,8,9$. Also, the characteristic vibrational energies are high enough to permit the use of the approximation in Eq. (27) of $I$. This means that Eq. (25) of I may be approximated by

$$
\begin{align*}
\underline{\Psi}_{v} \simeq I+2 & {\left[\frac{\beta_{0}}{\beta_{2}} \not \mathrm{~m}\left(\delta_{v 2}+\delta_{\nu 3}\right) \exp \left\{-\frac{\beta_{2}}{2}\right\} \cosh \left\{\frac{\beta \beta_{2}}{2 \alpha_{\nu}}\right\} \exp \left\{-\frac{\beta_{2}^{2}}{4 \alpha_{\nu}}\right\}\right.} \\
& \left.+\frac{\beta_{0}}{\beta_{7}} \not \mathrm{~m}\left(\delta_{\nu 7}+\delta_{\nu 8}+\delta_{v 9}\right) \exp \left\{\frac{-\beta_{7}}{2}\right\} \cosh \left\{\frac{\beta \beta_{7}}{2 \alpha_{\nu}}\right\} \exp \left\{\frac{-\beta_{7}^{2}}{4 \alpha_{v}}\right\}\right] \tag{4}
\end{align*}
$$

The use of Pope's normal coordinates leads to( $(\underline{8})$

$$
\begin{align*}
& \delta_{\mathrm{H} 2}+\delta_{\mathrm{H} 3}=0.2500\left(1-\mathrm{u}^{2}\right)  \tag{5}\\
& \delta_{\mathrm{H} 7}+\delta_{\mathrm{H} 8}+\delta_{\mathrm{H} 9}=0.01875+0.5746 \mathrm{u}^{2}  \tag{6}\\
& \delta_{\mathrm{C} 2}=\delta_{\mathrm{C} 3}=0  \tag{7}\\
& \delta_{\mathrm{C} 7}+\delta_{\mathrm{C} 8}+\delta_{\mathrm{C} 9}=0.01341 \tag{8}
\end{align*}
$$

Finally, the $\left\langle x_{V}^{O}\right\rangle_{\mathrm{T}}$ appearing in Eq. (24) of $I$ are given by (8)

$$
\begin{align*}
<x_{H}^{O}>_{T} & =\exp \left\{-E_{O} \phi\left(2.23+2.37 u^{2}\right)\right\}  \tag{9}\\
<x_{C}^{O}>_{T} & =\exp \left\{-0.103 E_{0} \phi\right\} \tag{10}
\end{align*}
$$

The quantities $\bar{\alpha}_{\nu}, \bar{\delta}_{\nu T}$ which replace $\alpha_{\nu}$ and $\delta_{\nu T}$ in obtaining the K.N. forms of Eqs. (23-25) of I are defined by Eqs. (28) and (32) of I. The $\bar{\alpha}_{H}$ is obtained readily by replacing $u^{2}$ in Eq. (2) by its average value of $\frac{1}{3}$. The $\alpha_{C}$ and $\bar{\alpha}_{C}$ are identical. The use of $\bar{\delta}_{V T}$ also implies the use of Eq. (33) of $I$ for $I_{n T}\left(\bar{\varepsilon}_{\nu T}\right)$. The results for methane are (ㅇ)

$$
\begin{align*}
& \bar{\alpha}_{\mathrm{H}}=\frac{m}{\bar{M}_{\mathrm{H}}} \beta_{\mathrm{O}} \phi=\frac{1}{3.2} \beta_{O} \varnothing  \tag{II}\\
& \bar{\alpha}_{\mathrm{C}}=\frac{m}{\bar{M}_{\mathrm{C}}} \beta_{\mathrm{O}} \phi=\frac{1}{16} \beta_{O} \varnothing  \tag{12}\\
& \bar{\delta}_{\mathrm{H} 2}+\bar{\delta}_{\mathrm{H} 3}=0.5000  \tag{13}\\
& \bar{\delta}_{\mathrm{H} 7}+\bar{\delta}_{\mathrm{H} 8}+\bar{\delta}_{\mathrm{H} 9}=0.6303 \tag{14}
\end{align*}
$$

$$
\begin{align*}
& \bar{\delta}_{\mathrm{C} 7}+\bar{\delta}_{\mathrm{C} 8}+\bar{\delta}_{\mathrm{C} 9}=0.0402  \tag{15}\\
& <\overline{\mathrm{X}}_{\mathrm{H}}^{0}>{ }_{\mathrm{T}}=\exp \left\{-3.02 E_{\mathrm{O}} \phi\right\}  \tag{16}\\
& <\mathrm{X}_{\mathrm{C}}^{O}>\mathrm{T}=<\mathrm{X}_{\mathrm{C}}^{0}>\mathrm{T} \tag{17}
\end{align*}
$$

The equation for $\Psi_{\nu}$ is the same as Eq. (4) except that $2 / 3$ replaces the factor 2 and the $\alpha_{\nu}$ and $\delta_{\nu \tau}$ are replaced by the $\bar{\alpha}_{\nu}$ and $\bar{\delta}_{\nu_{\tau}}$ given in Eqs. (11-15).

The C.A. method was applied only for the case of $E_{0}=0.306 \mathrm{ev}$. In this application modes $2,3,7,8,9$ with the lowest characteristic energies were treated classically and the others by the K.N. method.

Using the numbers in Eqs. (13-15) in Eqs. $(42,43)$ of I leads to

$$
\begin{aligned}
& M_{\mathrm{Hc}}=1.450 \\
& M_{\mathrm{Cc}}=13.16 \\
& \bar{\alpha}_{\mathrm{Hc}}=\beta_{\mathrm{O}} \varnothing / 1.450 \\
& \bar{\alpha}_{\mathrm{Cc}}=\beta_{\mathrm{O}} \varnothing / 13.16
\end{aligned}
$$

The $\left\langle\bar{X}_{V_{q}}^{\circ}\right\rangle_{\mathrm{T}}$ quantities called for in Eq. (46) of I are obtained by subtracting out the contributions of modes $2,3,7,8,9$ to the $\left\langle\bar{X}_{V}^{0}\right\rangle_{T}$.
The numbers in Eqs. (13-15) lead to
$<\bar{\chi}_{\mathrm{Hq}}^{\mathrm{O}}>_{\mathrm{T}}=\exp \left\{-0.839 \mathrm{E}_{\mathrm{O}} \phi\right\}$
$<\overline{\mathrm{x}}_{\mathrm{Cq}}^{\mathrm{O}}>_{\mathrm{T}}=\exp \left\{-0.020 \mathrm{E}_{\mathrm{O}} \phi\right\}$
In all the calculations the quantities $A_{H}^{2}+C_{H}^{2}$ and $A_{C}^{2}+C_{C}^{2}$ are the same as used by Krieger and Nelkin(2).

$$
\begin{aligned}
& A_{H}^{2}+C_{H}^{2}=6.53 \text { barns } \\
& A_{C}^{2}+C_{C}^{2}=0.41 \text { barns }
\end{aligned}
$$

2. Propane

Only the K.N. and C.A. methods are used for propane. All of the physical data and most of the computations are from Marshall's work( $\underline{3}, \underline{9}$ ). The $A_{H}^{2}+C_{H}^{2}$ and $A_{C}^{2}+C_{C}^{2}$ are the same as for methane. Marshall computed the 27 normal modes using a potential function that gave good agreement for all but two observed frequencies. However, there are no experimental data for some frequencies including the two lowest which involve mainly torsional oscillations of the $\mathrm{CH}_{3}$ groups about the symmetry axes for these groups. Marshall's work employs values calculated for these energies which arise by using a force constant for the torsional motion derived assuming a potential barrier against rotation about the symmetry axis of a $\mathrm{CH}_{3}$ group of $3 \mathrm{kcal} / \mathrm{mol}$. In writing the $\mathrm{K} . \mathrm{N}$. form of Eq. (25) of I Marshall included only the terms associated with transfers of single quanta of vibrational energy to and from the three lowest energy modes. In his work they are denoted by the numbers 9 ( 0.0455 ev ), $14(0.0387 \mathrm{ev})$ and $27(0.0343 \mathrm{ev})$. The approximation of Eq. (33) of I was used for all modes except these three.

In propane two of the hydrogens on each methyl group are equivalent as far as neutron scattering is concerned, but the third one is so nearly like the others that Marshall treated all methyl hydrogens as equivalent using weighted averages of the $\bar{\alpha}_{\mathrm{H}}, \bar{\delta}_{\mathrm{H} T}$ etc. Then the equation for the partial differential scattering cross section may be expressed as

$$
\begin{equation*}
\sigma_{\mathrm{C}_{3} \mathrm{H} 8}=6 \sigma_{\mathrm{Hl}}+2 \sigma_{\mathrm{H} 2}+2 \sigma_{\mathrm{Cl}}+\sigma_{\mathrm{C} 2} \tag{20}
\end{equation*}
$$

In Eq. (20) subscripts 1 and 2 denote atoms in the methyl and methylene groups, respectively. The molecular dimensions, together with quantities derived from the normal coordinate analysis yield the following quantities
which are needed in the K.N. form of Eq. (23) of I

$$
\begin{aligned}
& M_{H 1}=12.98 ; M_{H 2}=12.73 \\
& <\bar{x}_{\mathrm{HI}}^{\circ}>_{\mathrm{T}}=\exp \left\{-9.15 \mathrm{E}_{\circ} \varnothing\right\} \\
& \left\langle\overline{\mathrm{X}}_{\mathrm{H} 2}^{\ominus}>_{\mathrm{T}}=\exp \left\{-6.78 \mathrm{E}_{\mathrm{o}} \varnothing\right\}\right. \\
& M_{C 1}=24.03 ; M_{C 2}=31.8 \\
& <\bar{x}_{\mathrm{Cl}}^{\circ}>_{\mathrm{T}}=\exp \left\{-0.466 \mathrm{E}_{\mathrm{O}} \varnothing\right\} \\
& <\overline{\mathrm{x}}_{\mathrm{C} 2}^{\mathrm{O}}>_{\mathrm{T}}=\exp \left\{-0.522 \mathrm{E}_{0} \phi\right\} \\
& \bar{\delta}_{\mathrm{Hl}, 9}=0.0612 ; \bar{\delta}_{\mathrm{Hl}, 14}=0.1624 ; \bar{\delta}_{\mathrm{Hl}, 27}=0.1409 \\
& \bar{\delta}_{\mathrm{H} 2,9}=0.00929 ; \bar{\delta}_{\mathrm{H} 2,14}=0.00068 ; \bar{\delta}_{\mathrm{H} 2,27}=0.0457 \\
& \bar{\delta}_{\mathrm{Cl}, 9}=0.0202 ; \bar{\delta}_{\mathrm{Cl}, 14}=0.00105 ; \bar{\delta}_{\mathrm{CI}, 27}=0.00142 \\
& \bar{\delta}_{\mathrm{C} 2,9}=0.0108 ; \bar{\delta}_{\mathrm{C} 2,14}=0.00192 ; \bar{\delta}_{\mathrm{C} 3,27}=0.00650
\end{aligned}
$$

When the throe low energy modes are treated classically in the C.A. method there results

$$
\begin{aligned}
& M_{\mathrm{H} 1, \mathrm{c}}=5.07 ; M_{\mathrm{H} 2, \mathrm{c}}=10.29 \\
& <\overline{\mathrm{X}}_{\mathrm{H} 1, \mathrm{q}}^{\mathrm{O}}>_{\mathrm{T}}=\exp \left\{-4.11 \mathrm{E}_{\mathrm{O}} \phi\right\} \\
& <\overline{\mathrm{X}}_{\mathrm{H} 2, \mathrm{q}}^{\mathrm{O}}>\mathrm{T}=\exp \left\{-5.84 \mathrm{E}_{\mathrm{O}} \phi\right\} \\
& M_{\mathrm{Cl}, \mathrm{c}}=20.34 ; M_{\mathrm{C} 2, \mathrm{c}}=26.84 \\
& <\overline{\mathrm{X}}_{\mathrm{C} 1, \mathrm{q}}^{\mathrm{O}}>\mathrm{T} \\
& <\overline{\mathrm{X}}_{\mathrm{C} 2, \mathrm{q}}^{\circ}>{ }_{\mathrm{T}}=\exp \left\{-0.225 \mathrm{E}_{\mathrm{O}} \phi\right\}
\end{aligned}
$$

In this approximation the $\bar{\Psi}_{H q}$ and $\bar{\Psi}_{C q}$ were put equal to one.

## 3. The OH Molecule

Only the hydrogen is considered to scatter in this molecule and the equation for the partial differential scattering cross section is

$$
\begin{equation*}
\sigma_{\mathrm{OH}}=\sigma_{\mathrm{H}} \tag{2I}
\end{equation*}
$$

The $A_{H}^{2}+C_{H}^{2}$ is as for methane. The $\alpha_{H}, \bar{\alpha}_{H}, \delta_{H \tau}$ and $\bar{\delta}_{H \tau}$ are given from Eqs. (26, 28, 19, 32) of I, respectively, by

$$
\begin{aligned}
& \alpha_{H}=\beta_{O} \varnothing\left[1-\frac{16}{17} u^{2}\right] ; \\
& \bar{\alpha}_{H}=\frac{1}{1.457} \beta_{O} \varnothing ;\left(M_{H}=1.457\right) \\
& \delta_{H T}=\frac{16}{17} u^{2}=0.9412 u^{2} \\
& \bar{\delta}_{H T}=0.9412 \\
& <X_{H}^{O}>T=\exp \left\{-\frac{E_{0} \phi}{E_{T}}\left(0.9412 u^{2}\right) \operatorname{coth}\left(\beta_{T} / 2\right)\right\} \\
& \left.<\bar{X}_{H}^{O}\right\rangle_{T}=\exp \left\{-0.3134\left(E_{O} \varnothing / E_{T}\right) \operatorname{coth}\left(\beta_{T} / 2\right)\right\}
\end{aligned}
$$

In this simple example the C.A. equation results in

$$
\begin{aligned}
& \alpha_{\mathrm{Hc}}=\bar{\alpha}_{\mathrm{Hc}}=\beta_{\mathrm{O}} \varnothing ; M_{\mathrm{Hc}}=1 \\
& \left\langle\chi_{\mathrm{Hq}}^{\circ}>_{\mathrm{T}}=\left\langle\overline{\mathrm{X}}_{\mathrm{Hq}}^{\circ}>{ }_{\mathrm{T}}=1\right.\right.
\end{aligned}
$$

Therefore, the equation for the partial differential scattering cross section reduces in the C.A. approximation to that for scattering by hydrogen atoms in a monatomic hydrogen gas.

In the applications several values of $E_{T}$ are used so that this quantity enters as a parameter in the equations.
A. Comparison of Theory with Experiment for Methane and Propane

1. Methane

Fig. 1 compares calculated with measured $\sigma\left(E_{O}, E, \mu\right)$ vs. E curves for incident neutrons of 0.015 ev and 0.103 ev scattered at $16.3^{\circ}$. At this low scattering angle the conditions of energy and momentum conservation dictate that the average energy transferred to the molecule in a collision is quite small. The 0.015 ev neutrons have an energy comparable to the spacings of the rotational levels. Hence the quantum nature of the levels is expected to influence the scattering of such neutrons, particularly at forward angles. The results in Fig. 1 bear this out. Only the Q.M. method satisfactorily predicts the profile for the scattering of the 0.015 ev neutrons. The narrowness in the profile is due to the discrete character of the rotational levels which results in an inhibition of energy transfers to the rotational motion. This effect is revealed more dramatically when the partial differential scattering cross section $\sigma\left(\lambda_{0}, \lambda, \mu\right)$ with respect to neutron wavelength $\lambda$ is presented (4). At 0.103 ev the E.A. and K.N. methods give mush better agreement. This is because the neutron energy is now high enough so that many possibilities exist for transfers of rotational energy and a classical treatment of rotations is more adequate.

There is a sizeable discrepancy in the peak heights at the $16.3^{\circ}$ angle. This discrepancy may be due to experimental errors but further work is needed to establish its origin.

Fig. 2 shows the scattering of 0.0252 ev neutrons at the high angle of $59.5^{\circ}$. The Q.M. method gives very close agreement and both the K.N. and E.A. results are also good.

Neutrons of the energies studied here have wavelengths of 0.893 , 1.803 and $2.236 \mathrm{~A}^{\circ}$ for the $0.103,0.0252$, and 0.015 ev energies, respectively. These wavelengths are comparable to the $\mathrm{C}-\mathrm{H}$ and $\mathrm{H}-\mathrm{H}$ distances $\left(\mathrm{r}_{\mathrm{CH}}=1.09 \mathrm{~A}^{\circ}\right.$, $r_{H H}=1.79 A^{\circ}$ ) and Griffing (10) finds that scattering by C-H and H-H pairs can be significant. Some of his results are included in Figs. 1, 2. The C-H contribution is often negative and Griffing's calculations show that under some conditions the $\mathrm{C}-\mathrm{H}$ and $\mathrm{H}-\mathrm{H}$ contributions nearly cancel. However, there are cases where the C-H scattering dominates and amounts to as much as $15 \%$ of the direct scattering.

It can be concluded that at these low energies and temperatures the scattering by a semi-rigid molecule with relatively high characteristic vibrational energies can be calculated satisfactorily by the Q.M. method and, except at forward angles, the K.N. and E.A. methods give good results. However, if precise results are required pair scattering must be considered even for hydrocarbons.

## 2. Propane

Figs. 3, 4 compare calculated and measured $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ profiles for propane. The results in Fig. 3 for scattering by 0.0254 ev neutrons show very good agreement for the K.N. method and quite good agreement for the C.A. method which treats the three lowest energy vibrations ( $0.0455,0.0387$ and 0.0343 ev ) classically.

For the 0.101 ev neutrons Fig. 4 displays good agreement at $16.3^{\circ}$ by both methods, but considerably worse at $84.7^{\circ}$. Even here, however, the C.A. agrees quite well with the more rigorous K.N.

Factors to be considered in seeking the cause of the discrepancy are the contributions from the $\mathrm{C}-\mathrm{H}$ and $\mathrm{H}-\mathrm{H}$ pair scattering (not included in any of the propane calculations), the error arising from the K.N. approximation for averaging over orientation, and errors due to using incorrect normal modes and characteristic frequencies for the two lowest frequency vibrations for which lack of experimental data make reliance on computed values necessary.

The contribution of the pair scattering is difficult to assess. Examination of Griffing's calculations(10) for methane shows that there these terms contribute the most in the vicintiy of the peak of the $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ curves and in extreme cases can amount to as much as $15 \%$ of the direct scattering contribution. However, the amount is usually less than this and it is often negative because the $\mathrm{C}-\mathrm{H}$ scattering can make a negative contribution. In propane there are more atom pairs to contribute to the indirect scattering, but the pairs occur with different distances. This means that if conditions are right for a large
scattering at one distance they may be less favorable for another. For example, if the $\mathrm{C}-\mathrm{H}$ pairs on a methyl group scatter strongly the contribution from the carbon on one methyl and a hydrogen on the other is probably smaller. These facts indicate that the large discrepancy for the $84.7^{\circ}$ case in Fig. 4 may be due partly to neglect of pair scattering in the calculation, but that this is probably not the major reason for the difference.

The K.N. averaging inserts average values of $\delta_{\nu \tau}$ and $\alpha_{\nu}$ into Eq. (24) of $I$ and thereby affects all the factors in this equation. Some evaluation of this averaging can be made by comparing the E.A. and K.N. results for methane. Here the K.N. calculations never give results more than a few percent different from the E.A. results near the peaks of the $\sigma\left(E_{O}, E, \mu\right)$ vs E curves. This is true for scattering of 0.306 ev neutrons as shown in Fig. 5 as well as for the scattering of lower energy neutrons already considered.

It is not certain that this situation is repeated in propane. For one thing the exponents of the $\left\langle\chi_{\mathrm{H}}^{\circ}\right\rangle$ factors are always large in propane because the very low frequency modes have large $\delta_{\nu_{T}} / E_{\tau}$ ratios and $\operatorname{coth}\left(\beta_{T} / 2\right)$ factors (see Eq. (22) of I). However, for 0.306 ev neutrons scattered at $84.7^{\circ}$ in methane the exponent in the $\left.<X_{H}^{O}\right\rangle$ factor is comparable to what it is for 0.1 ev neutrons scattered at this angle in propane. Since in methane the K.N. and E.A. results are fairly close it does not seem that the E.A. treatment of the $<x\rangle$ factor in propane would lead to a large change.

In support of this is the fact that when the three lowest frequency vibrations of propane are treated classically the C.A. calculation for the $84.7^{\circ}$ scattering of 0.1 ev neutrons is not greatly different from the full K.N. calculation. However, the C.A. calculation uses exponents in the $\left.<\bar{X}_{\mathrm{H}_{q}}^{\circ}\right\rangle \mathrm{T}$ factors, particularly for the methyl hydrogens, which are much smaller than in the K.N. equations. Also, the other factors depend on $\bar{\alpha}_{\mathrm{Hc}}$ etc. which have magnitudes rather like those in methane and are much different from those used in the K.N. calculation. This suggests that the C.A. calculations would not change much if exact averages were used rather than the Krieger-Nelkin averages. This implies that if the K.N. calculation for the $84.7^{\circ}$ scattering of 0.1 ev neutrons was low because the averaging was a poor approximation the results would be lower than on the C.A. method. However, this is not the case as the values are comparable, a result which lends weight to the conclusion that K.N. averaging is not at fault.

While these arguments are not complete proof that causes other than K.N. averaging are responsible for the discrepancy in Fig. 4, they suggest looking for a more plausible explanation. The use of incorrect normal modes and characteristic energies for the two lowest frequency modes is a good possibility. The frequencies for these vibrations are not known from experiment and they, as well as the associated normal modes, were obtained from calculations which depend most on the value of the force constant for the torsional motion. The assumed value was based on a barrier height inhibiting $\mathrm{CH}_{3}$ torsional rotations of uncertain validity(9). A higher barrier would result in higher values
of $E_{T}$ for these modes and lower $\bar{\delta}_{H T}$ values. Both changes would decrease the exponents in the $<\bar{X}_{H}^{\circ}>_{\mathrm{T}}$ terms, and that for the methyl hydrogens is particularly sensitive to such a change. Reduction in $\bar{\delta}_{H \tau}$ would raise the value of $M_{H c}$ in the C.A. method (see Eq. (43) of I) which would increase the $\sigma$ values. A complete study would require recalculating the normal modes but a qualitative idea of what would result from an increase in $E_{T}$ values can be gained by assuming the $\bar{\delta}_{H T}$ remain unchanged. It is found that then increase of $25 \%$ in the characteristic energy of each of these modes would alter the $\left.<\overline{X_{H}}\right\rangle_{\mathrm{T}}$ factors so that they alone would cause a $25 \%$ increase in the calculated $\sigma\left(E_{O}, E, \mu\right)$ at the peak value for 0.1 ev neutrons scattered at $84.7^{\circ}$, and only a $5 \%$ increase for 0.0254 ev neutrons scattered at this angle. Therefore, it is quite possible that an incorrect choice of barrier height is the main cause of the discrepancy.

It would be useful to study the influence of barrier height on the slow neutron scattering of ethane. This molecule possesses a single low frequency torsional vibration and is simple enough in structure to make more detailed calculations, including interference contributions, feasible. Such a study amounts to exploring the possibility of using slow neutron scattering data to estimate barrier heights.
B. Evaluations from Computations on $\mathrm{CH}_{4}$ and OH

1. General Remarks

The evaluations based on experimental data focus attention on how well calculated $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ agree with experiment. Available data limit these studies to neutron energies $E_{0}$ below about 0.15 ev and for molecules whose $E_{T}$ values are either all high, or are not all known.

To study the validity of the computational techniques under a wider range of condition the E.A. method is used as a standard against which the other techniques are tested. The exception to this is for some cases where the approximation in Eq. (27) of I is not valid. There reliance has been on the $K . N$. method because the results on methane (Figs 1,2 ) show that it is a reasonable standard.

In making these evaluations there always occurs the question as to what constitutes "good" agreement. Thus it is generally true that the $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ profile calculated by the C.A. method is shifted toward lower E from that obtained on the reference method. There will obviously be large differences when an $E$ value is on the slope of one $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ curve and near the peak of the other. Therefore, it is evident that a comparison of $\sigma\left(E_{O}, E, \mu\right)$ vs $E$ profiles is very stringent. Reactor calculations generally use integrals of $\sigma\left(E_{O}, E, \mu\right)$ over ranges of $E$ and $\mu$ and techniques which give rather different results for $\sigma\left(E_{O}, E, \mu\right)$ may give close agreement between the integrated quantities. Preliminary calculations of differential scattering cross sections $\sigma\left(E_{O}, E\right)=\int_{-1}^{1} \sigma\left(E_{O}, E, \mu\right) d \mu$ bear this out.

Therefore, in what follows the term "good" and "poor" will be used qualitatively but it is felt that when "good" is used the $\sigma\left(\mathrm{E}_{\mathrm{O}}, \mathrm{E}, \mu\right)$ will suffice for most reactor physics needs.
2. Inadequacy of the S.C.T. Method

Figs. 6,7 compare the K.N., C.A., and S.C.T. calculations on a hypothetical OH molecule with $\mathrm{E}_{\mathrm{O}}=0.01 \mathrm{ev}, \mathrm{E}_{\mathrm{T}}=0.025 \mathrm{ev}$, and $\mathrm{E}_{\mathrm{O}}=0.20 \mathrm{ev}$, $E_{T}=0.10 \mathrm{ev}$.

It is immediately apparent that S.C.T. calculations based on the three term expansion in Eq. (40) of I has limited value. While the results for $\mathrm{E}_{\mathrm{O}}=0.01 \mathrm{ev}$ are fairly close to the K.N. calculation, they are not as good as those given by the simpler C.A. approximation. As EO is increased the S.C.T. method diverges badly, especially at the forward angles. Calculations at higher $E_{0}$ than shown in Figs. 6,7 lead to still worse results.

The main difficulty is that more than three terms in the S.C.T. expansion (Eq. (36) of I) are required for many practical cases. A condition for the S.C.T. method to be valid might be that the term $\left(\sum_{\lambda}<0 \underset{\lambda}{(3)}>\right)_{T} t^{3 / 3}$ : arising when Eq. (36) of $I$ is used in Eq. (1) of I should be less than one when the time $t$ is large enough so that the factor $\exp \left(-\alpha \nu t^{2} / \beta_{0}^{2}\right)$ coming from Eqs. (3a) and (11) is small. In the K.N. approximation this leads to a condition

$$
\begin{equation*}
\left[\frac{\mathrm{m} \sum \lambda^{\bar{\delta}} v \lambda \beta_{\lambda}{ }^{2}}{18}\right]^{2}\left(\frac{\mathrm{M} \nu}{\mathrm{~m}}\right)^{3} \frac{1}{\varnothing}<\frac{\mathrm{E}_{0}}{\mathrm{k}_{\mathrm{B}} \mathrm{~T}} \tag{22}
\end{equation*}
$$

For high values of $E_{O}$ at forward angles $\epsilon / E_{O}$ is small where $\sigma_{v}$ is largest. Then $\varnothing \sim 2(1-\mu)$ and the criterion in (22) shows that a three term expansion
will be poor at forward angles. It will also be poor when $\beta_{\lambda} \gg 1$ because the left side of Eq. (22) involves the $\beta_{\lambda}$ to the fourth power.

If enough terms were used in Eqs. (36) and (40) of I, agreement could be obtained with the K.N. or E.A. calculations. However, this is impractical because the higher terms in Eq. (36) become very complicated. Although the C.A. approximation is classical it is not limited by the number of terms in an expansion and turns out to be superior to the S.C.T. method in all cases tried.
3. Evaluation of the C.A. Approximation

The $\sigma\left(E_{0}, E, \mu\right)$ vs E profiles in Figs. $4-10$ computed using the C.A. method are always displaced toward lower E from the comparison standard. The heights are usually low at the forward scattering angles and in fair agreement at the larger angles. There is some deviation from this at high $E_{0}$ where the C.A. peaks are sometimes higher at all angles. Preliminary claculations of $\sigma\left(E_{O}, E\right)$ vs $E$ curves shows that the C.A. method is close to the K.N. in those cases where the latter is expected to be valid.

The C.A. results are especially good when $E_{T}$ is low (less than 0.1 ev in this work). This is shown in Figs. 6, 7 which give results for the hypothetical OH molecule, and in Fig. 4 for propane.

When $E_{T}$ is raised the C.A. results are less good, but for a given $\mathrm{E}_{\mathrm{T}}$ the result improves as $\mathrm{E}_{\mathrm{O}} / \mathrm{E}_{\mathrm{T}}$ increases.

The effect of raising $E_{T}$ can be seen by comparing the good C.A. and K.N. agreement shown in Fig. 4 for 0.1 ev neutrons scattered by propane, and the mediocre agreement shown in Fig. 5 for 0.306 ev neutrons scattered by methane. The vibrations which are treated classically in propane all
have $\mathrm{E}_{\boldsymbol{\tau}}<0.05 \mathrm{ev}$ while those in methane have $\mathrm{E}_{\boldsymbol{\tau}}=0.188 \mathrm{ev}$ (modes 2,3) and 0.162 ev (modes 7,8,9). A further example is shown in Figs. (9-10) where increasing the $E_{T}$ of the OH molecule from 0.25 ev to 0.50 ev causes a detrimental effect on the C.A. calculation of the scattering of 2.5 ev neutrons.

The effect of raising $E_{0} / E_{T}$ when $E_{T}$ is fixed is shown in Figs. 8,9. The increase in $E_{0} / E_{\tau}$ from 2 to 10 when $E_{\tau}=0.25 \mathrm{ev}$ is accompanied by an improvement in the C.A. result.

Calculations based on the assumption of harmonic vibrations are of questionable validity when $E_{O}$ is much over $l$ ev. This is because the vibrational eigenstates can no longer be looked on as equally spaced. Rather they begin to converge until they merge into a continuum when the dissociation energy is reached. When $\mathrm{E}_{\mathrm{O}}$ is large enough so that vibrational excitations involve more densly distributed upper states the C.A. method, which assumes a continuum at the outset, may be preferable even to the E.A. method, and is certainly to be preferred to the K.N..
4. Deviation of the K.N. Method at High EO

Fig. 9 shows that even if the assumption of harmonic vibrations were valid the K.N. method is poor when $E_{O}$ and $E_{O} / E_{T}$ are both high. For the more extreme case considered ( $E_{0}=2.5 \mathrm{ev}, E_{\top}=0.25 \mathrm{ev}$ ) it is much worse than the C.A. calculations.

Some calculations have been made for low $\mathrm{E}_{\mathrm{O}}$ and $\mathrm{E}_{\mathrm{T}}$ low enough so $E_{0} / E_{T}$ is quite large. The C.A. and K.N. methods agree well even though many terms in Eq. (25) of I are needed. Since calculations have not been done by the E.A. method it is not certain that the C.A. and K.N. results are applicable in such situations.

The results on methane show that the Q.M. method is rigorous when $\mathrm{E}_{\mathrm{O}}$ and $\mathrm{k}_{\mathrm{B}} \mathrm{T}$ are much less than any of the $\mathrm{E}_{\mathrm{T}}$. They also show that the E.A. method is accurate except in special cases where small momentum and energy exchanges take place with a molecule having relatively widely spaced rotational energy levels. These methods are too cumbersome for general application and mainly serve to evaluate more easily used procedures.

Of those studied the S.C.T. approach is impractical because accuracy will require using many terms in the expansion upon which the equation is based, and the coefficient of all but the first few involve complicated algebraic expressions.

The K.N. method is good for small and intermediate values of $\mathrm{E}_{\mathrm{O}}$. Some unreported calculations indicate that it may serve in these cases even when $E_{0} / E_{T}$ is quite large. However, more needs to be done on this. When $\mathrm{E}_{\mathrm{T}}$ is in the range of the energies associated with $\mathrm{H}-\mathrm{C}-\mathrm{H}$ and $\mathrm{H}-\mathrm{O}-\mathrm{H}$ bending vibrations (about 0.2 ev ), or $\mathrm{C}-\mathrm{H}$ and $\mathrm{O}-\mathrm{H}$ stretching vibrations (about 0.4 ev ) in hydrocarbons and water the K.N. method should apply as long as $\mathrm{E}_{\mathrm{O}}$ is less than about 1 ev .

When $E_{O}$ exceeds $l$ ev the $C . A$. approximation should be preferable to the K.N. partly because the K.N. averaging becomes suspect at these high $E_{0} / E_{T}$, but also because the assumption of harmonic vibrations begins to lose its validity and the C.A. method, which treats vibrational energy states as a continuum, may be closer to reality. If all vibrations are treated by the C.A. method for $E_{o}>1$ ev the scattering reduces to that for unbound particles.

Preliminary calculations of $\int_{-1}^{1} \sigma\left(E_{O}, E, \mu\right) d \mu=\sigma\left(E_{O}, E\right)$ for the hypothetical OH molecules show that the C.A. and K.N. results are quite close. For the $E_{0}=0.01 \mathrm{ev}, \mathrm{E}_{\boldsymbol{T}}=0.025 \mathrm{ev}$ and $\mathrm{E}_{\mathrm{O}}=0.2 \mathrm{ev}, \mathrm{E}_{\boldsymbol{T}}=0.1 \mathrm{ev}$ cases they agree to within a few percent over most of the E range. For $E_{O}=0.50 \mathrm{ev}, \mathrm{E}_{\mathrm{T}}=0.25 \mathrm{ev}$ the deviation, while larger, are not very great. For neutron energies above 0.2 ev $\sigma_{H}\left(E_{O}, E\right)$ approaches $\sigma_{f H} / E_{O}$ where $\sigma_{f H}$ is the free atom cross section for the proton. This is just the result required by a calculation based on scattering by free protons at rest.

In view of these results it appears that the scattering by liquid water for neutrons above a few hundreths of an ev could be calculated by treating the system as a dense gas and using the K.N. method up to 1 ev (possibly less) to calculate the effect of the internal vibrations with high $E_{T}$. The dense gas model would result from treating degrees of freedom associated with low energy translational and torsional oscillations of the molecules by the C.A. method which is equivalent to regarding them as unrestricted.

Similarly, it should be possible to calculate the scattering by hydrocarbons of neutrons above about 0.1 ev by treating all interatomic motions and low frequency molecular vibrations on the C.A. method, using the K.N. method to deal with the relatively high energy $\mathrm{H}-\mathrm{C}-\mathrm{H}$ bending and stretching modes.
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Fig. 1 Partial Differential Scattering Cross Sections of methane for low Neutron Energies


Fig. 2 Partial Differential Scattering Cross Section of Methane for 0.103 ev Neutrons


Fig. 3 Partial Differential Scattering Cross Sections of Propane for 0.0252 ev Neutrons


Fig. 4 Partial Differential Scattering Cross Sections of Propane for 0.101 ev Neutrons


Fig. 5 Comparison of Computational Methods for Partial Differential Scattering Cross Section of Methane for 0.306 ev Neutrons


Fig. 6 Calculated Partial Differential Scattering Cross Sections of a Hypothetical OH Molecule for 0.01 ev Neutrons


Fig. 7 Calculated Partial Differential Scattering Cross Sections of a Hypothetical OH Molecule for 0.20 ev Neutrons


Fig. 8 Calculated Partial Differential Scattering Cross Sections of a Hypothetical OH Molecule for 0.5 ev Neutrons


Fig. 9 Calculated Partial Differential Scattering Cross
Sections of a Hypothetical OH Molecule
for 2.5 ev Neutrons


Fig. 10 Calculated Partial Differential Scattering Cross Sections of a Hypothetical OH Molecule for 2.5 ev Neutrons
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The numerical study of the Boltzmann equation undertaken by standard multigroup methods is based upon knowledge of the scattering matrix - the differential scattering cross section as a function of energy and angle. Alternatively, the study of the Boltzmann equation using orthogonal polynomials requires determination of the "matrix elements of the scattering operator." By using these matrix elements, a large class of neutron thermalization problems can be reduced to the numerical solution of a set of linear algebraic equations. For the energy variable, the associated Laguerre polynomials are chosen, and for the velocity variable the Hermite polynomials are the logical choice. The matrix elements corresponding to the associated Laguerre polynomials can be obtained from energy transfer moments or their associated integrals. It is the purpose of this study to obtain energy transfer moments and their associated integrals for the crystalline case by using Placzek's mass expansion formalism (1). In another paper submitted to this conference, Purohit and Rajagopal (2) have discussed formal expressions for obtaining energy transfer moments and their associated integrals in terms of "time integrals" derived from Van Hove's well-known scattering formalism. It is shown that these integral. quantities can be
analytically given for the "general Doppler approximation" case. For this approximation, the width function (the mean square displacement of scattering atoms in terms of the collision time between a neutron and an atom) is of the quadratic form. For a scattering medium characterized by vibrational modes, such as crystals, the time integrals can be transformed into integrals involving the frequency distribution of vibrational modes by using mass expansion, or they may be evaluated numerically .

Kothari and Singwi (3) have reviewed thermal neutron scattering in solids by mass and phonon expansions in an excellent article. The usefuiness of mass expansion in obtaining the total neutron scattering cross section (coherent and incoherent), demonstrated first by placzek (1), has been further established by the recent studies of Marshall and stuart (4) on polycrystalline materials. Nelkin (5) studied the thermal neutron spectrum in a heavy crystal by using the differential scattering cross section obtained by retaining only the first term of the mass expansion. The phonon expansion is also extensively used in studying thermal neutron scattering. The contribution of multiphonon processes, as proposed by Sjölander (6) and also by Schofield and Hasset (ㄱ) , is obtained by using the central limit theorem. Parks et.al. (8) have undertaken extensive neutron thermalization studies in graphite by using phonon expansion as developed by Parks (3).

We extend the application of Placzek's mass expansion to obtain integral quantities of interest in the study of neutron thermalization. For a heavy crystal, these results are exact and easy to evaluate numerically.

Once energy transfer moments and their associated integrals are determined, the matrix elements of the scattering operator corresponding to any set of polynomials in energy can be constructed. The use of orthogonal polynomials in the study of neutron thermalization problems, especially in a heavy gas, is very well known. A brief summary of such studies is presented below.

Kottwitz (9) studied the problem of neutron flux in two media having a temperature discontinuity at the interface, by using the heavy gas model. Bailly du Bois, Horowitz, and Maurette (10) employed the Hermite polynomials in the study of neutron thermalization in a heavy gas and hydrogen. Kazarnovsky et. ai. (11) used the Laguerre polynomials to study many neutron thermalization problems. Häfele and Dresner (12), Michael. (13), and Virkkunen (14) have also applied these polynomials to specific problems of a heavy gas, and Singwi (15) used them in the development of a general theory of diffusion cooling in an arbitrary moderator. Purohit $(\underline{16}, 17)$ has given a general formalism for obtaining eigenvalues associated with a decaying pulse of
neutrons in a finite multiplying or nonmultiplying medium and has considered its extension to the spatial decay of neutrons in an infinite medium. The application of the polynomial method to the study of thermal neutron spectrum problem from a slowing-down source has been recently proposed by the author (18).

Schofield (19) has discussed the application of perturbation theory to the study of the thermal neutron spectrum, using the energy polynomials. Nelkin (20) formulated the variational method with the "neutron temperature" as the variational parameter in estimating thermalization parameters. Corngold and Zamick (21) employed the velocity polynomials as the trial function. Takahashi (22) has undertaken studies of time and space dependent neutron thermalization by the supervariational method. Selengut (23) has discussed applications of the general variational method in the study of a large class of neutron thermalization problems.

All these studies emphasize the importance of matrix elements 0 E the scattering operator in studying neutron thermalization problems. In Appendix I we give expressions for the thermalization parameters - the diffusion cooling coefficient, the thermalization time constant, the diffusion length, the rethermalization area, and the "neutron temperature" - in terms of $M_{2}$ (second energy transfer moment weighted by the Maxwellian distribution). Nelkin (20) first introduced $M_{2}$ in estimating thermalization parameters by the variational method.

We obtain analytical results for energy transfer moments and their associated integrals for a crystalline scatterer in the incoherent approximation. Numerical results for the first two energy transfer moments for a heavy Debye crystal for various values of $\theta / T_{0}$ (ratio of Debye to thermodynamic temperatures) are presented and discussed. The numerical results of the associated integrals for studying neutron thermalization in a heavy Debye crystal $\left(\frac{\theta}{T_{0}}=3.33\right)$ using five associated Laguerre polynomials of any order are given in Table $I$.

We also discuss the variation of $M_{2}$ with the frequency distribution of vibrational modes. A comparative study of $\mathrm{M}_{2}$ as a function of $\theta / T_{0}$ for Debye and Einstein models and the "Detailed Balance Doppler approximation" (2) for a heavy crystal is presented. It indicates that an Einstein temperature $\xi_{0} \cong 0.75 \theta$ and a fictitious Debye temperature $\theta^{*} \simeq 1.5 \theta$ for the Doppler approximation would give the same value of $M_{2}$ as the exact Debye model over a limited range of binding.

## 2. MATHEMATICAL DEFINITIONS

The differential scattering cross section in the incoherent approximation is given by the following well-known time integral. (See Sjölander (으)).

$$
\begin{equation*}
\frac{d^{2} \Sigma}{d 2 d E^{\prime}}=\frac{\sigma_{b} N}{8 \pi^{2}}\left(\frac{E^{\prime}}{E}\right)^{\frac{1}{2}} \int_{-\infty}^{+\infty} \exp \left[i\left(E^{\prime}-E\right) t-\frac{K^{2}}{2 M} \gamma(t)\right] d t \tag{I}
\end{equation*}
$$

where

| $E^{\prime}, E=$ | final and initial energy of scattered neutrons |
| ---: | :--- |
| $M, m=$ | mass of scattering atom and neutron |
| $\underline{K}=$ | gain in momentum of scattered neutrons in units |
|  | of $\hbar$ |
| $\sigma_{b}=$ | bound atom scattering cross section |
| $\gamma(t)=$ | width function - the mean square displacement of |
|  | scattering atoms in terms of collision time be- |
|  | tween a neutron and an atom |
| $N=$ | number of scattering atoms per c.c. |

For a simple cubic Bravais lattice, $\gamma(t)$ is given by

$$
\begin{equation*}
\gamma(t)=-\lambda+\int_{-\infty}^{+\infty} \frac{d \xi f(\xi) e^{-i \xi t}}{\xi\left(e^{\xi / T_{o}}-1\right)} \tag{2}
\end{equation*}
$$

$f(\xi) d \xi$ is the symmetric frequency distribution of phonons. $T_{0}$ is the thermodynamic temperature measured in Boltzmann constant units. The symbol $\lambda$ represents the well-known Debye-Waller factor integral.

$$
\begin{equation*}
\lambda=\int_{0}^{\infty} \frac{d \xi f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T_{0}} d \xi \tag{3}
\end{equation*}
$$

The kth energy transfer moment $A_{k}(E)$ is obtained by integrating the differential scattering cross section $d^{2} \Sigma / d \Omega A E^{\prime}$ over all angles and final energy.

$$
\begin{equation*}
A_{k}(E)=\int_{0}^{\infty} \int_{\Omega} \frac{d^{2} \Sigma}{d \Omega d E^{\prime}}\left(E^{\prime}-E\right)^{k} d E^{\prime} d \Omega \tag{4}
\end{equation*}
$$

We define mathematically the matrix elements of the scattering operator that correspond to the associated Laguerre polynomials of order $\alpha$, as follows:

$$
\begin{align*}
F_{m n}= & \int_{0}^{\infty} L_{m}^{\alpha}\left(\frac{E}{T_{0}}\right) \int_{0}^{\infty} M\left(E, T_{0}\right) \Sigma_{s}\left(E \rightarrow E^{\prime}\right) L_{n}^{\alpha}\left(\frac{E^{\prime}}{T_{0}}\right) d E^{\prime} d E  \tag{5}\\
& -\int_{0}^{\infty} L_{m}^{\alpha}\left(\frac{E}{T_{0}}\right) L_{n}^{\alpha}\left(\frac{E}{T_{0}}\right) \Sigma_{s}(E) M\left(E, T_{0}\right) d E .
\end{align*}
$$

where

$$
\begin{aligned}
L_{m}^{\alpha}\left(\frac{E}{T_{0}}\right): L_{n}^{\alpha}\left(\frac{E}{T_{0}}\right)= & m t h \text { and nth associated Laguerre } \\
& \text { polynomials of order } \alpha \text { and argument } \\
& \left(\frac{E}{T_{0}}\right) \\
M\left(E, T_{0}\right)= & \text { Maxwellian distribution of neutrons of } \\
& \text { energy } E \text { at thermodynamic temperature } T_{0}
\end{aligned}
$$

$$
\begin{aligned}
\Sigma_{s}\left(E \rightarrow E^{\prime}\right)= & \text { partial scattering cross section } \\
& \text { obtained from eq. (1) by integrating } \\
& \text { over all angles }
\end{aligned}
$$

The matrix elements $F_{m n}$ are obtained from the Boltzmann equation, when the energy part of the neutron flux is expanded in a complete set of associated Laguerre polynomials of order $\alpha$ and argument $\left(E / T_{0}\right)$. By using the Detailed Balance theorem and the series representation of Laguerre polynomials in powers of $E / T_{0}, F_{m n}$ is transformed into

$$
\begin{align*}
F_{m n}=\frac{1}{\sqrt{\left(\begin{array}{c}
m+\alpha \\
m
\end{array}\left(_{n}^{n+\alpha}\right)\right.}}[ & \sum_{q=1}^{m}\left(\frac{1}{q}\right)\binom{m+\alpha}{m-\alpha}\left\{\sum_{r=1}^{n} \sum_{r=1}^{r}\left(-\frac{1}{T_{0}}\right)^{r+q}\left(\frac{1}{r!}\right)\right.  \tag{6}\\
& \left.\left.\binom{n+\alpha}{n-r}\binom{r}{k} M_{k ; q+r-k}\right\}\right] \frac{1}{\Gamma_{(\alpha+1)}}
\end{align*}
$$

The determination of the matrix elements $F_{m n}$ is thus reduced to the evaluation of a series of integrals of the $M_{k, p}$ type. We define $M_{k, p}$ as the associated integral:

$$
\begin{equation*}
M_{k, p}=\int_{0}^{\infty} E^{p} M\left(E, T_{0}\right) A_{k}(E) d E \tag{7}
\end{equation*}
$$

In Appendix II we give expressions for matrix elements up to $\mathrm{F}_{3,3}$
ir. terms of $M_{k, p}$. Relations between $M_{k, p}$ with odd values of $k$
obtained using the Detailed Balance theorem are also given.
Purohit and Rajagopal (2) evaluated $A_{k}(E)$ and $M_{k, p}$ for the general Doppler approximation case. The width function $\gamma(t)$ for this approximation is of the following form:

$$
\begin{equation*}
\gamma(t)=c i^{2} t^{2}+b i t-a \tag{8}
\end{equation*}
$$

In the next section we treat the crystalline case by using Placzek's mass expansion formalism.
3. THE CRYSTALLINE CASE (PLACZEK'S MASS EXPANSION)

In Placzek's mass expansion (l), the factor $\exp \frac{k^{2}}{2 M} \gamma(t)$
in eq. (1) is expanded in powers of $m / M$ (the ratio of neutron mass to scattering atom mass). This expansion transforms the differential scattering cross section into an infinite series of powers of $\mathrm{m} / \mathrm{M}$. The kth energy transfer moment is obtained from eq. (4; by integrating over-all energies and all angles.

$$
\begin{align*}
A_{k}(E)=\frac{N \sigma_{b}}{4 E} \sum_{n=1}^{\infty}\left(\frac{m}{M}\right)^{n}\left(\frac{1}{n+1}\right)\{ & \sum_{\ell=1}^{n} \frac{(-\lambda)^{n-\ell}}{(n-\ell)!\ell!} \\
\ell \prod_{i=1} & \int_{-\infty}^{+\infty} \frac{z^{k} f\left(\xi_{i}\right) F(E, z)}{\xi_{i}\left(e^{\xi_{i} / T_{0}}-1\right)} d \xi_{i} \tag{9}
\end{align*}
$$

where $\Gamma(E, z)$ and $z$ are given by

$$
\begin{align*}
& F(E, z)=(\sqrt{E+z}+\sqrt{E})^{2 n+2}-(\sqrt{E+z}-\sqrt{E})^{2 n+?}  \tag{10}\\
& z=\sum_{i=1}^{\ell} \xi_{i} \tag{11}
\end{align*}
$$

To obtain the associated integral $M_{k}, p^{\prime}$ we transform the integral representation of $M_{k, p}$ given by eq. (7), by using the differentiation technique

$$
\begin{equation*}
M_{k, p}=\frac{1}{T_{o}^{2}}\left[\left(\frac{d}{d-\frac{1}{T}}\right)^{p}\left\{\int_{0}^{\infty} A_{k}(E) E \exp -\frac{E}{T^{\prime}} d E^{\prime}\right\}\right]_{T^{\prime}=T_{0}} \tag{12}
\end{equation*}
$$

The integral in the above expression is evaluated by using the following result for the Laplace transform $[$ Erdelyi (2 4 ) $]$

$$
\begin{align*}
\int_{0}^{\infty} \exp & -\frac{E}{T^{\prime}}\left\{(\sqrt{E+z}+\sqrt{E})^{2 n+2}-(\sqrt{E+z}-\sqrt{E})^{2 n+2}\right\} d E \\
& =2^{n+2}(n+1) T^{\prime}\left(\frac{z}{2}\right)^{n+1} \exp \left(\frac{z}{2 T^{\prime}}\right) K_{n+1}\left(\frac{z}{2 T^{\prime}}\right)
\end{align*}
$$

The pin differentiation with respect to $\left(\frac{1}{T^{\prime}}\right)$ is obtained by using the following recurrence relations for the modified Bessel functions of the second kind, $K_{n}(y)$, according to watson (25)

$$
\begin{align*}
& \frac{K_{n+1}(y)}{y}=\frac{K_{n+2}(y)-K_{n}(y)}{2(n+1)}  \tag{14}\\
& K_{n-1}(y)+K_{n+1}(y)=-2 K_{n}^{\prime}(y) \tag{15}
\end{align*}
$$

The final result for $M_{k, p}$ is as follows

$$
\begin{align*}
& M_{k, p}= \frac{N \sigma_{b}}{2 T_{0}}\left[\sum_{n=1}^{\infty}\left(\frac{m}{M}\right)^{n} \sum_{\ell=1}^{n} \frac{(-\lambda)^{n-\ell}}{(n-\ell)!l!}\right. \\
&\left.\quad \prod_{i=1}^{\ell} \int_{-\infty}^{+\infty} \frac{f\left(\xi_{i}\right) e^{k+n+1} Y_{p}\left(\xi, T_{0}\right)}{\xi_{i}\left(e^{\xi_{i} / T_{0}}-1\right)} d \xi_{i}\right] \tag{16}
\end{align*}
$$

$Y_{p}\left(z, T_{0}\right)$ is given by

$$
\begin{gather*}
Y_{p}\left(z, T_{0}\right)=\left(\frac{z}{2}\right)^{p} \exp \left(\frac{z}{2 T_{0}}\right)\left[\sum_{s=0}^{p} \sum_{r=0}^{s}\left(\frac{p}{s}\right)\left(\frac{s}{r}\right)(-1)^{p+s}\right. \\
\left.\frac{n+1-s+2 r}{2^{s}(n+1)} k_{n+1-s+2 r}\left(\frac{z}{2 T_{0}}\right)\right] \tag{17}
\end{gather*}
$$

It is easy to establish that $M_{k, 0}$ with odd values of $k$ are zero. This is consistent with the Detailed Balance theorem. $M_{k, p}$ with odd values of $k$ can be transformed into $M_{k, p}$ with even values of $k$ by using the Detailed Ealance theorem to minimize
rumerical work. See Appendix II.
4. THE HEAVY CRYSTAL

The analytical results given in section 3 for an arbitrary mass reduce to simple expressions involving single integrals, if only the first term of placze'r's mass expansion is retained. This is the heavy crystal case.
4.1 The Energy Transfer Moments.

The kth energy transfer moment is given by

For the Debye frequency distribution of phonons, where $f(\xi) d \xi=\frac{3 \xi^{2}}{\theta^{3}} d \xi, A_{k}(E)$ reduces to

$$
\begin{equation*}
A_{k}(E)=\frac{3 \sigma_{b} m N}{M E^{1 / 2} \theta^{3}} \int_{\max (-\theta,-E)}^{+\theta} \frac{\xi^{k+1}(2 E+\xi)(E+\xi)^{1 / 2}}{\left(e^{\xi / T_{c}}-1\right)} d \xi \tag{19}
\end{equation*}
$$

$\theta$ is the Debye temperature in Boltzmann constant units. For neutron energies lower than the Debye temperature, the lower limit of the integral is equal to $-E . \quad A_{k}(E)$ for sucn energies is obtained by numerical integration. However, for neutron energies greater than the Debye temperature, $A_{k}(E)$ is given by
a rapidly convergent series in powers of $\theta / 2 \mathrm{E}$.

$$
\begin{align*}
A_{k}(E)= & \frac{3 \sigma_{b} T_{o}^{k} m N}{t^{k} M}\left[2\left(\frac{E}{\theta}\right) \Phi_{k+1}+2 \Phi_{k+2}+\left(\frac{\theta}{4 E}\right) \Phi_{k+3}+\right. \\
& \left.\sum_{n=3}(-1)^{n} \frac{1.1 \cdot 3 \ldots(2 n-5)(3-n)}{n!}\left(\frac{\theta}{2 E}\right)^{n-1} \Phi_{k+n+1}\right] \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{k+p}=\int_{-1}^{+1} \frac{\xi^{k+p}}{e^{\xi / t}-1} d \xi \tag{21}
\end{equation*}
$$

The integrals $\Phi_{k+p}$ are essentially Placzek's integrals
for the moments of frequency distribution. These integrals are characterized by the binding parameter $t$ equal to $T_{0} / \theta$. For very large neutron energies compared to the Debye temperature, the first two terms of the above series are sufficient. The asymptotic expression for the first energy transfer moment is given by

$$
\begin{equation*}
A_{l}(E)=\frac{2 \sigma_{b} m T_{0}}{M}\left[\frac{2 T_{e f f}}{T_{0}}-\frac{E}{T_{0}}\right] \tag{22}
\end{equation*}
$$

which reduces to the free particle value for neutron energy greater than $2 T_{e f f}$. Conventionally, $T_{\text {eff }}$ is defined as

$$
T_{\text {eff }}=\int_{0}^{\infty} \xi f(\xi) \operatorname{coth} \frac{\xi}{2 T_{0}} d \xi
$$

In terms of the $\Phi_{3}$ integral,

$$
\begin{equation*}
\frac{T_{\text {eff }}}{T_{0}}=\frac{3}{2 t} \Phi_{3}(t) \tag{24}
\end{equation*}
$$

In the weak binding limit, the first two energy transfer moments are

$$
\begin{align*}
& A_{1}(E)=\frac{2 \sigma_{h} m N}{M}\left[2 T_{0}\left(1+\frac{\theta^{2}}{20 T_{o}^{2}}\right)-E-\frac{3}{40} \frac{\theta^{2}}{E}\right]  \tag{25}\\
& A_{2}(E)=\frac{2 \sigma_{b} m N}{M}\left[2 E T_{0}\left(1+\frac{\theta^{2}}{20 T_{o}^{2}}\right)-\frac{3 \theta^{2}}{5}+\frac{3}{20} \frac{\theta^{2} T_{o}}{E}\right] \tag{26}
\end{align*}
$$

These expressions reduce to the heavy gas moments for the Debye temperature $(\theta)$ equai to zero.

In Figs. 1 and 2, we plot the first energy transfer moment as a function of energy for values of $T_{o} / \theta$ equal to $\infty, 0.76$, 0.3, 0.25 and 0.10. For energies smaller than the Debye temperature, we note that the magnitude of gain in neutron energy decreases with the increase in binding. Over a large range of energy, this gain in neutron energy is constant. At very low energies, the gain in neutron energy for the crystalline case increases rapidly. As shown in Fig. 1, the first moment is zero at neutron energies equal to $2 \mathrm{~T}_{0}, 2.1 \mathrm{~T}_{0}, 2.79 \mathrm{~T}_{0}, 2.95 \mathrm{~T}_{0}$ and $3.48 \mathrm{~T}_{0}$ for $T_{0} / \theta$ equal to $\infty, 0.76 ; 0.3,0.25$ and 0.10 , respectively. The
values of $T_{e f f}$ for the last four cases are equal to $1.0795 T_{0}$. $1.4944 \mathrm{~T}_{0}, 1.6817 \mathrm{~T}_{0}$, and $3.7694 \mathrm{~T}_{0}$. It should be noted that the deviation between $2 T_{\text {eff }}$ and the neutron energy for which the first energy transfer moment is zero increases with the increase in binding. For energies greater than the Debye temperature, the first moment decreases linearly and approaches the asymptotic value given by eq. (22) as shown in Fig. 2. However, it is evident that the asymptotic value is reached at a lower energy for the small binding case.

In Fig. 3, we plot the second energy transfer moment. At very low energies, it increases with the decrease in neutron energy. As the neutron energy is increased, the second moment becomes constant over a wide range of energy, and this range increases with the increase in binding. At high neutron energies, the second energy transfer moment increases rapidly and can be given by the first two terms of eq. (20). It should, however, be noted that the second energy transfer moment does not approach the free particle value, which is proportional to $E^{2}\left(\frac{m}{M}\right)^{2}$. According to eq. (20) this term is absent in the heavy mass case. 4.2 The Associated Integral - $M_{k, p}$.

Retaining the first term in eq. (16), we get the following result for $M_{k, p}$

$$
\begin{align*}
M_{k, p}= & \frac{N \sigma_{h} m}{8 T_{0} M} \sum_{s=0}^{p} \sum_{r=0}^{s}\left(\frac{p}{s}\right)\binom{s}{r}\left(-\frac{1}{2}\right)^{p+s}(2-s+2 r) \\
& \int_{-\infty}^{+\infty} \frac{f(\xi) \xi^{k+I_{K}} K_{2-s+2 r}\left(\frac{\xi}{2 T_{0}}\right)}{\sinh \frac{\xi}{2 T_{o}}} d \xi \tag{27}
\end{align*}
$$

For the heavy gas case, only $M_{1, p}$ and $M_{2, p}$ contribute, since the higher energy transfer moments are zero.

$$
\begin{align*}
& M_{1, p}=-2 \sigma_{b} \frac{m}{M} p(p+1): T_{o}{ }^{p+1} N  \tag{28}\\
& M_{2, p}=4 \sigma_{b} \frac{m}{M}(p+2): T_{o} p+2{ }_{N} \tag{29}
\end{align*}
$$

$M_{k, p}$ is equal to zero for $k$ greater than two.
The integrals given in eq. (27) can be analytically evaluated for the Einstein crystal, since the frequency distribution of phonons is just the Dirac delta function $\delta\left(\varepsilon-\xi_{0}\right)$.

In Table I we give numerical values of $M_{k, p}$ for various values of $k$ and $p$ for the heavy Debye crystal with the ratio of the thermodynamic temperature to the Debye temperature equal to 0.3. This corresponds to the beryllium case with the Debye temperature equal to $1000^{\circ} \mathrm{K}$ and the thermodynamic temperature equal to $300^{\circ} \mathrm{K}$. These results are sufficient to construct a $5 \times 5$
matrix of $F_{m n}$, corresponding to five associated Laguerre polynomials of any order.

The well-known thermalization parameter $M_{2}$ introduced by Nelkin (20) is the associated integral $M_{2,0}$. We discuss it in detail in the next section.
4.3 The Thermalization Parameter $M_{2}$ or $M_{2,0}$.

The expression for $M_{2,0}$ obtained from eq. (26) is as follows

$$
\begin{equation*}
M_{2,0}=\frac{N \sigma_{b} m}{4 T_{o} M} \int_{-\infty}^{+\infty} \frac{f(\xi) \xi^{3} K_{2}\left(\frac{\xi}{2 T_{o}}\right)}{\sinh \frac{\xi}{2 T_{0}}} d \xi \tag{30}
\end{equation*}
$$

In the weak binaing limit, by using the following values of $K_{n}\left(\frac{\xi}{2 T_{0}}\right)$ and $\sinh \frac{\xi}{2 T_{0}}$ for small values of $\frac{E}{2 T_{0}}$

$$
\begin{equation*}
K_{\mathrm{n}}\left(\frac{\xi}{2 \mathrm{~T}_{0}}\right)=\frac{1}{2}\left(\frac{\xi}{4 \mathrm{~T}_{0}}\right)^{-\mathrm{n}} \Gamma_{(\mathrm{n})} \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\sinh \frac{\xi}{2 \mathrm{~T}_{0}}=\frac{\xi}{2 \mathrm{~T}_{0}} \tag{32}
\end{equation*}
$$

we obtain the heavy gas result for $M_{2,0}$ equal to $\frac{8 \sigma_{b} m N T_{o}^{2}}{M}$.
Nelkin (20) gave a curve for $M_{2}$ versus $\theta / T_{0}$ between zero and six for the Debye model. In Fig. 4 we extend this result to $\theta / T_{0}$ equal to 10. The evaluation of a single intcgral is sufficient to obtain $M_{2}$, without the numerical integration of the double integral as given by Nelkin.

We also plot $M_{2}$ in Fig. 4 for the Einstein model and for the Debye model in the Detailed Balanced Doppler approximation (2) according to the following expressions

$$
\begin{align*}
& M_{2,0}=\frac{N \sigma_{b} m}{2 T_{0} M} \frac{\xi_{0}^{3} K_{2}\left(\frac{\bar{\xi}_{0}}{2 T_{0}}\right)}{\sinh \frac{\varepsilon_{0}}{2 T_{0}}} \quad \text { Einstein }  \tag{33}\\
& \xi_{0}= \\
& \text { units } \\
& M_{2,0}=12 N \sigma_{b} \frac{m}{M} \frac{T_{0}^{2}}{t}\left[\Phi_{3}(2 t)-\Phi_{3}(t)\right] \quad \text { Ref. (2) } \tag{34}
\end{align*}
$$

Comparison of these curves yields the following observations:
(1) The value of $M_{2}$ obtained by using the Debye model can be given by an Einstein model by assuming the Einstein temperature $\xi_{0}$ to be $\cong 0.75 \theta$ over a limited range of binding.
(2) Over almost the same range, the Detailed Balance Doppler approximation also gives the same value of $\mathrm{M}_{2}$ as the exact Debye model, provided an effective Debye temparature $\theta * \cong 1.5 \theta$ i.s used.

The range over which the above statements hold good is apparent from Fig. 4.

$$
\text { In Fig. } 5 \text { we plot } \frac{M_{2}}{8 N_{\sigma_{b}} T_{0}^{2} \frac{M}{M}} \text { versus }\left(\frac{T \text { eff }}{T_{0}}-1\right) \text { for the }
$$

Einstein and Debye models. In Table II we give $\frac{T_{\text {eff }}}{T_{0}}$ for these models. From these results, it is evident that the variation of $M_{2}$ is not strongly dependent upon the detailed knowledge of the frequency distribution of phonons for binding corresponding to $\frac{\theta}{\mathrm{T}_{0}} \lesssim 4.0$.

It is interesting to note that two important moderators, beryllium and beryllium-oxide, are covered in this binding range at room temperature. Beryllium and beryllium-oxide have Debye temperatures of $1000^{\circ} \mathrm{K}$ and $1200^{\circ} \mathrm{K}$, and Einstein temperatures of $740^{\circ} \mathrm{K}$ and $900^{\circ} \mathrm{K}$, respectively. Taking thermodynamic temperatures equal to $300^{\circ} \mathrm{K}, \frac{\mathrm{M}_{2}}{8 \sigma_{b} \mathrm{~T}_{0}{ }^{2} \frac{\mathrm{~m}}{\mathrm{M}} \mathrm{N}}$ in both models (Einstein and Debye) is equal to 0.585 for beryllium and 0.47 for bexyllium-oxide. The fictitious Debye remperatures for beryllium and beryllium-oxide to be used in the Doppler approximation calculations may be taken to be $1500^{\circ} \mathrm{K}$ and $1800^{\circ} \mathrm{K}$, respectively.

The Einstein model and the Doppler approximation can be appiied to correct the results obtained from the heavy crystal case due to higher terms in the mass expansicn. The value of $M_{2}$ decreases by $28 \%$ for beryllium, and by $20 \%$ for beryllium-oxide when estimated by using the Einstein model and terms up to $\left(\frac{m}{M}\right)^{3}$ in Placzek's mass expansion. When the Doppler approximation is used, corrections for beryliium and beryllium-oxide are about $22 \%$ and $14 \%$ respectively. It should be pointed out that these
corrections are very large and therefore cannot be neglected in the estimation of $M_{2}$ for beryllium and even for beryllium-oxide.

## 5. CONCLUSIONS

We have demonstrated in this paper the usefulness of Placzek's mass expansion in obtaining energy transfer moments, associated integrals, and the matrix elements of the scattering operator corresponding to a set of polynomials of energy variables. For a heavy crystal, these quantities are given by single integrais involving the frequency distribution of vibrational modes, which can be easily evaluated. The importance of the first few energy transfer moments is evident if the integral scattering operator is replaced by a differential operator. The detailed discussion of the first energy transfer moment for a heavy Debye crystal indicates that the gain in neutron energy decreases as the binding increases but takes place over a large range of energy. At nign energies, the loss of energy takes place linearly, and the deviation from the free particle value is governed by the effective temperature corresponding to that binding.

A detailed comparative study of $M_{2}$ indicates that the variation of $M_{2}$ with the frequency distribution of vibrational modes is insensitive over the binding range $\frac{\theta \text { (Dabye) }}{T_{0} \text { (Thermodynamic) }} \leq 4$. A correctly chosen binaing parameter would give the same value
of $M_{2}$. To obtain the same results with the Einstein model as the Debye model, an Einstein temperature $\xi_{0} \cong 0.75 \theta$ should be chosen. Similarly, the Detailed Balance Doppler approximation gives the same value of $M_{2}$ as the exact Debye model, provided an effective Debye temperature $\theta^{*} \cong 1.5 \theta$ is used. These observations should prove useful in evaluating the contribution of higher terms in Placzek's expansion and even in the determination of integral quantities for moderators like beryllium and beryl-lium-oxide.
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## TABLE I

ASSOCIATED INTEGRALS $M_{k, p}$ FOR A HEAVY DEBYE CRYSTAL

$$
\frac{\mathrm{T}_{o}}{\theta}=0.3 \mathrm{IN} \text { UNITS OF } 3 \sigma_{\mathrm{b}} \frac{\mathrm{~m} \theta^{\mathrm{k}+\mathrm{p}+2}}{\mathrm{M}} \mathrm{~T}_{\mathrm{o}}{ }^{2}
$$

| $p \backslash k$ | 1 | 2 | 3 | 4 | 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $1.247 \times 10^{-2}$ | 0 | $6.674 \times 10^{-3}$ | 0 |  |
| 1 | $-6.277 \times 10^{-3}$ | $1.310 \times 10^{-2}$ | $-3.376 \times 10^{-3}$ | $7.238 \times 10^{-3}$ | $-2.211 \times 10^{-3}$ |  |
| 2 | $-1.312 \times 10^{-2}$ | $1.850 \times 10^{-2}$ | $-7.260 \times 10^{-3}$ | $1.057 \times 10^{-2}$ | $-4.915 \times 10^{-3}$ |  |
| 3 | $-2.608 \times 10^{-2}$ | $3.144 \times 10^{-2}$ | $-1.473 \times 10^{-2}$ | $1.841 \times 10^{-2}$ | $-1.014 \times 10^{-2}$ |  |
| 4 | $-5.563 \times 10^{-2}$ | $6.190 \times 10^{-2}$ | $-3.185 \times 10^{-2}$ | $3.688 \times 10^{-2}$ | $-2.200 \times 10^{-2}$ |  |
| 5 | $-1.293 \times 10^{-1}$ | $1.380 \times 10^{-1}$ | $-7.478 \times 10^{-2}$ | $8.309 \times 10^{-2}$ | $-5.228 \times 10^{-2}$ |  |
| 6 | $-3.400 \times 10^{-1}$ | $3.502 \times 10^{-1}$ | $-1.980 \times 10^{-1}$ | $2.129 \times 10^{-1}$ | - |  |
| 7 | $-9.703 \times 10^{-1}$ | $0.790 \times 10^{-1}$ | $-7.023 \times 10^{-1}$ | - | - |  |
| 8 | -3.043 | 3.022 | - | - | - | - |
| 9 | -10.398 |  | - | - | - | - |

## TABLE II

## EFFECTIVE TEMPERATURE

Debye Model

| $\theta / T$ | $\frac{T_{E f f}}{\mathrm{~T}_{0}}$ | $\frac{\xi_{0}}{T_{0}}$ | $\frac{T_{e f f}}{T_{0}}$ |
| :---: | :---: | :---: | :---: |
| 0 | 1.0 | 0 | 1.00 |
| 0.40 | 1.00798 | 0.40 | 1.013 |
| 0.50 | 1.01246 | 0.80 | 1.0528 |
| 0.667 | 1.02211 | 1.60 | 1.2048 |
| 1.000 | 1.04946 | 2.00 | 1.3130 |
| 1.667 | 1.13453 | 2.40 | 1.4394 |
| 2.000 | 1.19113 | 2.80 | 1.58129 |
| 2.500 | 1.29165 | 3.20 | 1.73598 |
| 3.333 | 1.49441 | 3.60 | 1.90113 |
| 4.000 | 1.68174 | 4.0 | 2.0746 |
| 5.000 | 1.99259 | 4.8 | 2.43983 |
| 6.000 | 2.34027 | 6.0 | 3.0149 |
| 6.667 | 2.559 | 7.0 | 3.5064 |
| 8.000 | 3.038 | 8.0 | 4.003 |
| 10.000 | 3.76935 | 10.0 | 5.00 |

By expanding the energy part of the neutron flux in the Boltzmann equation in a set of orthogonal polynomials (asscciated Laguerre), three specific problems of neutron thermalization can be studied.

1) The decay of a pulse of neutrons in a finite or infinite moderator.
2) The spatial decay of neutrons in an infinite medium.
3) The thermal neutron spectrum in an infinite medium from a slowing down source.

The neutron flux $\Phi(E, r, t)$ as a function of energy (E), space ( $r$ ) and time ( $t$ ) variables is expanded as follows:

$$
\Phi(E, r, t)=\sum_{p} \psi_{p}(r) \sum_{i} e^{\lambda} i p^{t} \sum_{n=0} a_{n i p^{L} n^{l / 2}}\left(\frac{E}{T_{o}}\right) M\left(E, T_{0}\right)
$$

(Time dependent)

$$
\Phi(E, r)=\sum_{i} e^{-\lambda_{i} r} \sum_{n=0} a_{n i} L_{n}^{1}\left(\frac{E}{T_{0}}\right) M\left(E, T_{0}\right)
$$

$$
\begin{equation*}
\Phi(E)=\sum_{n=0} a_{n} L_{n}^{1}\left(\frac{E}{T_{0}}\right) M\left(E, T_{0}\right) \quad \text { (Thermal neutron spectrum) } \tag{3}
\end{equation*}
$$

We give below the expressions for the following thermalization parameters - the diffusion cooling coefficient ( $c_{0}$ ), the thermalization time constant $\left(t_{t h}\right)$, the diffusion length ( $L_{0}$ ), the rethermalization area ( $\mathrm{L}_{1}^{2}$ ) and the "neutron temperature" $T_{n}$. The parameters $c_{0}$ and $t_{t h}$ occur in the pulsed neutron problem; $L_{0}$ and $L_{1}{ }^{2}$ are obtained from the zeroth and first eigenvalues associated with the spatial decay of neutrons. The "neutron temperature" $T_{n}$ may be considered as a measure of the displacement of thermal neutron spectrum peak due to absorption.

1. Diffusion cooling coefficient ( $c_{0}$ )

$$
\begin{equation*}
c_{0}=\frac{3 D_{01}{ }^{2} \sqrt{ } \pi}{2 M_{2,0}} \tag{4}
\end{equation*}
$$

using two polynomials where

$$
D_{01}=\int_{0}^{\infty} L_{0}^{\frac{1}{2}}\left(\frac{E}{T_{0}}\right) L_{1}^{\frac{1}{2}}\left(\frac{E}{T_{0}}\right) D(E) M\left(E, T_{0}\right) d E .
$$

2. Thermalization time constant $\left(t_{t h}\right)$

$$
\begin{equation*}
t_{t h}=\frac{3 \sqrt{\pi}}{M_{2,0}}\left[\left(1+\frac{F_{22}}{F_{11}}\right)-\left\{\left(1-\frac{F_{22}}{F_{11}}\right)^{2}+4 \frac{F_{12}^{2}}{F_{11}^{2}}\right\}^{\frac{1}{?}}\right]^{-1} \tag{5}
\end{equation*}
$$

using three polynomials.
See Appendix II. $F_{m, n}$ is corresponding to $\alpha$ equal to $\frac{1}{z}$.

For $1 / v$ absorption law and the constant diffusion coefficient, in $L_{1}{ }^{1}$ approximation

$$
\begin{equation*}
\frac{1}{L_{0}^{2}}=\left(\frac{1}{L^{2}}\right)_{00}\left[1-\frac{\Delta \sqrt{\pi}}{16} \frac{\xi \Sigma \Sigma_{0}}{M_{2,0}}\right] \tag{6}
\end{equation*}
$$

4. Rethermalization area ( $L_{1}{ }^{2}$ )

$$
\begin{equation*}
\frac{1}{L_{1}^{2}}=\left(\frac{1}{L^{2}}\right)_{00} \frac{8}{\Delta \sqrt{\pi}}\left[\frac{M_{2,0}}{4 \xi \Sigma_{s 0}}+\frac{7 \sqrt{\pi} \Delta}{64}+\frac{\pi \Delta^{2} \xi \Sigma_{s O}}{128 M_{2,0}}\right] \tag{7}
\end{equation*}
$$

where

$$
\Delta=\frac{4 \Sigma_{a 0}}{\xi \Sigma_{s 0}} \quad \text { and } \quad \Sigma_{a}(E)=\frac{\Sigma_{a 0}}{E^{1 / 2}}
$$

5. "Neutron temperature" $T_{n}$ or ratio $a_{1} / a_{0}$

In $L_{1}{ }^{1}$ approximation, the ratio of coefficients $a_{1} / a_{0}$ is equal to $-\sqrt{2}\left(\frac{T_{n}-T_{0}}{T_{0}}\right)$, if the neutron $f l u x$ is given by $M\left(E, T_{n}\right)$ with $T_{n}$ as the neutron temperature. For $1 / v$ absorption law.

$$
\frac{\mathrm{T}_{\mathrm{n}}-\mathrm{T}_{0}}{\mathrm{~T}_{0}}=\frac{\left[\frac{\mathrm{S}_{1}}{\mathrm{~S}_{0}}-\frac{3}{2}\right]}{\left[\frac{\mathrm{S}_{1}}{2 \mathrm{~S}_{0}}+\frac{3}{4}+\frac{2.257 \mathrm{M}_{2,0}}{\Delta \xi \Sigma_{\mathrm{s} 0}}\right]}=-\frac{\mathrm{a}_{1}}{\mathrm{a}_{0} \sqrt{2}}
$$

$S(E)$ is the slowing down source.

$$
\int_{0}^{\infty} S(E)\left(\frac{E}{T_{0}}\right) d E=\frac{S_{1}}{S_{0}} .
$$

## APPENDIX II - MATRIX ELEMENTS AND ASSOCIATED INTEGRALS

1. Associated integrals $M_{k, p}$

By using the Detailed Balance theorem, $M_{k, p}$ with odd values of $k$ are transformed into $M_{k, p}$ with even values of $k$.

$$
\begin{align*}
& M_{k, 0}=0  \tag{1}\\
& M_{k, 1}=-\frac{M_{k+1,0}}{2}  \tag{2}\\
& M_{k, 2}=-M_{k+1,1}  \tag{3}\\
& M_{k, 3}=-\frac{3}{2} M_{k+1,2}+\frac{1}{4} M_{k+3,0}  \tag{4}\\
& M_{k, 4}=-2 M_{k+1,3}+M_{k+3,1}  \tag{5}\\
& M_{k, 5}=\frac{1}{2}\left[-M_{k+5,0}+5 M_{k+3,2}-5 M_{k+1,4}\right] \tag{6}
\end{align*}
$$

2. Matrix elements $F_{m, n}$

$$
\begin{align*}
& F_{0 n}=F_{n 0}=0 \\
& \text { For all } n \\
& F_{1,1}=-\frac{M_{2,0}}{2 \sqrt{(\alpha+2)}} \\
& F_{2,1}=F_{1,2}=\frac{\sqrt{2}}{[\sqrt{(\alpha+2)} \mid \overline{(\alpha+3)}]^{1 / 2}}\left[-\frac{(\alpha+2) M_{2,0}}{2}+\frac{M_{2,1}}{2}\right]  \tag{3}\\
& F_{2,2}=\frac{2}{\sqrt{(\alpha+3)}}\left[-\frac{(\alpha+2)^{2} M_{2,0}}{2}+(\alpha+2) M_{2,1}-\frac{M_{2,2}}{2}+\frac{M_{4,0}}{8}\right]  \tag{4}\\
& F_{3,1}=F_{1,3}=\frac{\sqrt{6}}{(4 \sqrt{(\alpha+2)} \sqrt{(\alpha+4)})^{1 / 2}}\left[\frac{(\alpha+3)(\alpha+2) M_{2,0}}{2}-(\alpha+3) M_{2,1}\right. \\
& \left.+\frac{M_{2,2}}{2}-\frac{M_{4,0}}{12}\right]  \tag{5}\\
& F_{3,2}=F_{2,3}=\frac{\sqrt{12}}{(\sqrt{(\alpha+4)} \sqrt{(\alpha+3})^{1 / 2}}\left[-\frac{(\alpha+3)(\alpha+2)^{2} M_{2,0}}{4}\right. \\
& +\frac{3(\alpha+3) M_{2,1}}{4}-\frac{2(\alpha+3)+(\alpha+2) M_{2,2}}{4}+\frac{M_{2,3}}{4} \\
& \left.+\frac{3(\alpha+3)+(\alpha+2) M_{4,0}}{24}-\frac{M_{4,1}}{6}\right]  \tag{6}\\
& F_{3,3}=\frac{6}{\sqrt{(\alpha+4)}}\left[-\frac{(\alpha+3)^{2}(\alpha+2)^{2} M_{2,0}}{8}+\frac{(\alpha+3)^{2}(\alpha+2) M_{2,1}}{2}\right. \tag{7}
\end{align*}
$$

Eq. (7) continued

$$
\begin{aligned}
& -\frac{(\alpha+3)(3 \alpha+8) M_{2,2}}{4}+\frac{(\alpha+3) M_{2,3}}{2}-\frac{M_{2,4}}{8} \\
& +\frac{(\alpha+3)(4 \alpha+11) M_{4,0}}{24}-\frac{(\alpha+3) M_{4,1}}{3}+\frac{M_{4,2}}{6} \\
& \left.-\frac{5 M_{6,0}}{144}\right] .
\end{aligned}
$$

Note: $\Gamma\left(\right.$ represents $\left.\Gamma_{( }\right)$


Fig。 1


Fig。 2


Fig. 3


Fig. 4


Fig. 5

# BROOKHAVEN NATIONAL LABORATORY 

## Conference on Neutron Thermalization

April 30 - May 2, 1962
Scattering of Thermal Neutrons in the Doppler Approximation*
S. N. Purohit and A. K. Rajagopal**

Brookhaven National Laboratory
Upton, New York
*Research performed under the auspices of the U. S. Atomic Energy Commission.

[^7] Physics and Engineering, Harvard University, Cambridge 38, Massachusetts.


#### Abstract

A general mathematical formalism for the energy transfer moments and their associated integrals, useful in the study of neutron thermalization, is presented. This formalism has been employed to obtain these quantities for the "general Doppler approximation" case, which represents a large number of approximations that belong to the Doppler class. An exact formula for $\mathrm{M}_{2}$ (the second energy transfer moment weighted by the Maxwellian dis tribution) is given in terms of binding parameters for the general Doppler case. A new, useful Doppler approximation, which satisfies the Detailed Balance theorem and is based upon the Debye-Waller factor and the specific heat integral, is also formulated. A comparative study has been undertaken of this and three other previously known Doppler cases (the monatomic gas model, the effective temperature, and the Krieger-Nelkin approximations for rotating molecules) in terms of the validity of the Detailed Balance theorem and the asymptotic scattering behavior. Numerical results based upon the Debye frequency distribution of vibrational modes in the Doppler approximation are presented.


## 1. INTRODUCTION

We present an analytical study of thermal neutron scattering in the Doppler approximation, which is generalized in this paper. The mean square displacement of scattering atoms in the "general Doppler approximation" is expressed quadratically in terms of the collision time between a neutron and an atom. With the help of Van Hove's scattering formalism (1). the energy transfer moments and their associated integrals useful in the study of neutron thermalization are determined.

A new approximation that belongs to the Doppler class and is useful for studying thermal neutron scattering is formulated. Since the scattering law in this approximation satisfies the Detailed Balance theorem, we term it the "Detailed Balanced Doppler approximation." It is based upon two integral physical parameters - the Debye-Waller factor and the specific heat integral. The former is given by the zero point mean square displacement of scattering atoms and the latter by the second moment of the frequency distribution of vibrational modes in the scattering system. The neutron or x-ray scattering data give the Debye-Waller factor, and the specific heat experiments give the specific heat integral.

Three other cases, well known in the literature, also belong to the Doppler class: the monatomic gas model, the effective temperature or $T_{\text {eff }}$
approximation based upon Lamb's paper (2), and the Krieger-Nelkin approximation (3) for rotating molecules. A comparative study of these four Doppler cases from the standpoint of the Detailed Balance theorem and the asymptotic scattering behavior has been undertaken.

In a previous paper, Purohit (4) has shown the importance of energy transfer moments and their associated integrals in the study of time-depencent neutron thermalization. By using the same formalism, the usefulness of these quantities in space-dependent (5) and thermal neutron spectrum problems can be demonstrated. This formalism is based upon expanding the energy part of the neutron flux in the Boltzmann equation in a complete set of associated Laguerre polynomials of order one. In another paper submitted to this by Purohit (5) expressions for thermalization parameters (the thermalization time constant, the diffusion cooling coefficient, the diffusion length, the rethermalization area and the "neutron temperature") are given in terms of $\mathrm{M}_{2}$ (the second energy transfer moment weighted by the Maxwellian distribution). Nelkin (6) first pointed out the importance of $\mathrm{M}_{2}$ in estimating thermalization parameters, using the variational method based upon the neutron temperature concept. Recently, Selengut (7) has stressed its importance in a large class of neutron thermalization problems, using the general variational method. In this paper, we give analytical expressions for $M_{2}$ and other associated integrals for the "general Doppler approximation" in terms of binding parameters.

Numerical results for $\mathrm{M}_{2}$ for various masses and for the incoherent scattering cross section of beryllium in the Doppler approximation are also given.

## 2. THE GENERAL FORMALISM

The differential scattering cross section in Van Hove's scattering formalism (1) is expressed by the double Fourier transform with respect to space and time of the correlation function. In the absence of interference, this function is given by the self correlation function $\mathbf{G}_{\mathbf{s}}(\underline{r}, t)$. Classically, $G_{s}(\underline{r}, t)$ defines the probability of finding a particle at position $\underline{r}$ at time $t$, when at time $t$ equal to zero, the particle was at the origin. If the spatial variation of $\mathbf{G}_{\mathbf{g}}(\underline{r}, t)$ is assumed to be given by the Gaussian distribution with the width $\gamma(\mathrm{t})$, then the differential scattering cross section can be expressed as follows:

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E}=\frac{\sigma_{b}}{4 \pi}\left(\frac{k^{\prime}}{k_{0}}\right) \int_{-\infty}^{+\infty} \exp i\left(E^{\prime}-E\right) t+\frac{K^{2}}{2 M} \gamma(t) d t \tag{1}
\end{equation*}
$$

where
$\sigma_{b}=$ bound atom scattering cross section,
$k^{\prime}, k_{\delta}=$ final and initial momentum wave vectors of scattered neutrons in units of $\hbar$
$x^{2}=k^{2}+k^{2}-2 k \cdot k_{0}$,
$\mathrm{m}, \mathrm{M}=\mathrm{mass}$ of neutron and scattering particle respectively,
$E^{\prime}, E=$ final and initial energy of scattered neutrons,
$\gamma(t)=$ width function in terms of collision time $t$ between the neutron and the scattering particle.

The above expression holds rigorously for crystals and gases. For liquids, it is valid only if $G_{s}(\underline{r}, t)$ can be represented by the Gaussian spatial distribution at all collision times. As discussed by Vineyard (8), the Gaussian representation is valid for short and long collision times. At short times, the behavior of atoms can be represented by a gas, and at long times, it can be given by the diffusing type behavior. If the results obtained in this study are applied to liquids, then it must be assumed that the Gaussian representation is valid at intermediate collision times as well.

We introduce two integral quantities, $A_{k}(E)$, the $k^{\text {th }}$ energy transfer moment, and the associated integral $M_{k, p}$. The latter is obtained from the $k^{\text {th }}$ energy transfer moment by multiplying with the Maxwellian distribution and $E^{p}$ and integrating over energy. Mathematically these integrals are expressed in the following manner:

$$
\begin{align*}
& A_{k}(E)=\int_{\Omega} \int_{0}^{\infty} \frac{d^{2} \sigma}{d \Omega d E}\left(E^{\prime}-E\right)^{k} d E^{\prime} d \Omega  \tag{2}\\
& M_{k, p}=\frac{1}{T^{2}} \int_{0}^{\infty} E^{p+1} \exp \cdot \frac{E}{T} A_{k}(E) d E . \tag{3}
\end{align*}
$$

In the above equation, $T$ is the thermodynamic temperature of the system. The associated integrals $M_{k, p}$ are very useful in the study of
neutron thermalization. The relation between $M_{k, p}$ and $F_{m, n}$ (the matrix elements of the scattering operator) introduced in the study of time and space dependent neutron thermalization is given in reference (5). By putting $k$ equal to two and $p$ equal to zero, $M_{k, p}$ reduces to the thermalization parameter $\mathrm{M}_{2}$.

The three quantities defined by Eqs. (1), (2), and (3) depend upon the knowledge of the width function $\gamma(\mathrm{t})$. This is determined by the dynamics of atomic motion. For a simple cubic Bravais lattice, $\gamma(t)$ is very well known. See Kothari and Singwi (9) and also Sjolander (10).

$$
\begin{align*}
& \gamma(t)=-\int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T} d \xi+\int_{0}^{\infty}\left[\operatorname{coth} \frac{\xi}{2 T} \cos \xi t\right. \\
&+1 \sin \xi t] \frac{t(\xi)}{\xi} d \xi \tag{4}
\end{align*}
$$

Alternatively, we can also write

$$
\begin{equation*}
r(t)=-\int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T} d \xi+\int_{0}^{\infty} f(\xi) \frac{\cos \xi(t-1 / 2 T)}{\xi \sinh \xi / 2 T} d \xi . \tag{5}
\end{equation*}
$$

$f(\xi) \mathrm{d} \xi$ is the frequency distribution of vibrational modes. The two above expression for $\gamma(t)$ are identical, if retained intact. However, if $\gamma(t)$ is expressed in powers of $t$ and ( $t-i / 2 T)$ and a finite number of terms are retained, then the two expansions are not equivalent. The expansion of $\gamma(t)$ in powers of ( $t-1 / 2 T$ ) according to Eq. (5) satisfies the Detailed Balance
theorem, but does not give correct high energy scattering cross section. Conversely, the expansion in $t$ makes $\gamma(\mathbf{t})$ violate the Detailed Balance theorem, but gives the correct asymptotic scattering cross section.

The validity $o f$ the Detailed Balance theorem demands that $\gamma(t)$ and $y(-t+i / T)$ be equal. This follows from the well-known property of "imaginary time translational invariance" used extensively in statistical mechanics. The expansion of $\gamma(\mathrm{t})$ in powers of $(\mathrm{t}-1 / 2 \mathrm{~T})$ does not violate this invariance, but the expansion in $t$ does.

It is also very well known that the asymptotic scattering behavior is governed by the zeroth moment and the first moment theorems for the scattering law, as given by Placzek (11). It is easy to show that the scattering law obtained from the $t$ expansion satisfies these theorems, but the ( $t-1 / 2 T$ ) expansion does not give correct results.

Several authors discussed various time expansions at the Vienna conference on the inelastic scattering of neutrons in solids and liquids; see Nelkin, Egelstaff, and Schofield (12). Egelstaff proposed the ( $\left.t^{2}+i t\right)$ variable time expansion. The application of this expansion in the determination of neutron scattering law has been investigated by Schofield. Recently, Egelstaff and Schofield (13) have studied the scattering law by using the steepest descent method.

Let us substitute $\tau$ for ( $\mathrm{t}-\mathrm{i} / 2 \mathrm{~T}$ ). The differential scattering cross section in $\boldsymbol{\tau}$-notation is given by

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\frac{\sigma_{b}}{4 \pi}\left(\frac{e^{\prime}}{F_{0}}\right)\left(\int_{-\infty}^{+\infty} \exp i\left(E^{\prime}-E\right)\left(\tau+\frac{i}{2 T}\right)+\frac{K^{2}}{2 M} \gamma\left(\tau+\frac{i}{2 T}\right) d \tau\right] \tag{6}
\end{equation*}
$$

also

$$
\begin{gather*}
\left(E^{\prime}-E\right)^{k} \frac{d^{2} \sigma}{d \Omega d E^{\prime}}=\frac{\sigma_{b}}{4 \pi}\left(\frac{f^{\prime}}{\psi_{0}}\right) \frac{1}{1^{k}}\left[\int_{-\infty}^{+\infty}\left(\frac{d}{d \eta}\right)^{k} \exp 1\left(E^{\prime}-E\right)(\tau+\eta)\right. \\
\left.+\frac{K^{2}}{2 M} \gamma\left(\tau+\frac{1}{2 T}\right) d \tau\right]_{\eta=1 / 2 T} \tag{7}
\end{gather*}
$$

The differentiation technique to obtain energy transfer moments is widely used in the literature. We integrate Eq. (7) over all angles and final energy. The expression tor $A_{k}(E)$ reduces to the $k^{\text {th }}$ differentiation of a single $\tau$-integral. The intermediate steps are omitted here.

$$
\begin{equation*}
A_{k}(E)=\frac{\sigma_{b}}{4 \sqrt{\pi E} i^{k}}\left[\left(\frac{d}{d \eta}\right)^{k} \int_{-\infty}^{+\infty} \frac{\exp -\frac{E(\tau+\eta)^{2}}{\rho(\tau, \eta)}}{[\rho(\tau, \eta)]^{3 / 2}} d \tau\right]_{\eta=i / 2 T} \tag{8}
\end{equation*}
$$

Similarly, for $M_{k, p}$ by interchanging the order of $\tau$ and $E$ integrations and introducing differentiation technique, we obtain

$$
\begin{equation*}
M_{k, p}=\frac{\sigma_{b}}{8 T^{2} i^{k}}\left[\left(\frac{d}{d-\frac{1}{T^{\prime}}}\right)^{p}\left\{\left(\frac{d}{d \eta}\right)^{k} \int_{-\infty}^{+\infty} \frac{d \tau}{\left[\frac{\rho(\tau, \eta)}{T^{\prime}}+(\tau+\eta)^{2}\right]^{3 / 2}}\right\}_{\eta=i / 2 I} l_{T}=T\right. \tag{9}
\end{equation*}
$$

$\rho(\tau, \eta)$ appearing in the above equations are given in terms of the width function.

$$
\begin{equation*}
\rho(\tau, \eta)=-\left[1(\tau+\eta)+\frac{\mathrm{m}}{\mathrm{M}} \gamma\left(\tau+\frac{\mathrm{i}}{2 \mathrm{~T}}\right)\right] . \tag{10}
\end{equation*}
$$

We define $\tau$-integrals appearing in Eqs. (8) and (9) by functions $F(E, \eta)$ and $G\left(\eta, T^{\prime}\right)$ respectively.

$$
\begin{align*}
& F(E, \eta)=\frac{\sigma_{b}}{4 \sqrt{\pi E}} \int_{-\infty}^{+\infty} \frac{\exp -\frac{E(\tau+\eta)^{2}}{\rho(\tau, \eta)}}{[\rho(\tau, \eta)]^{3 / 2}} d \tau  \tag{11}\\
& G\left(T^{\prime}, \eta\right)=\int_{-\infty}^{+\infty} \frac{d \tau}{\left[\frac{\rho(\tau, \eta)}{T^{\prime}}+(\tau+\eta)^{2}\right]^{3 / 2}}
\end{align*}
$$

These functions constitute generating functions for determining $\mathbf{A}_{\mathbf{k}}(E)$ and $M_{k, p}$. The technique of generating function was first introduced to us by N. Corngold in connection with the evaluation of $M_{k, 0}$ for the gas case. We have extended the use of generating function to $A_{k}(E)$ and $M_{k, p}$ type integrals.

It has not been found possible to evaluate $F(E, \eta)$ and $G\left(\eta, T^{*}\right)$ by using the width function as given by Eq. (4) or (5). These integrals can be exactly evaluated for $\boldsymbol{\gamma}(\mathbf{t})$ of the following form:

$$
\begin{equation*}
\gamma(t)=c i^{2} t^{2}+b i t-a . \tag{13}
\end{equation*}
$$

The representation of $\gamma(\mathrm{t})$ by the above expression is termed the "general Doppler approximation." Four Doppler cases (the monatomic gas model and the $\mathrm{T}_{\text {eff }}$ (2), Krieger-Nelkin (3), and Detailed Balanced Doppler approximations) can be represented by the above form of the width function. In Table I we give expressions for $a, b$, and $c$ for four Doppler cases in terms of specific physical parameters. The validity of the Detailed Balance theorem requires bT to be equal to $c$. This follows from Eq. (13) by using the equality between $\gamma(t)$ and $\gamma(-t+1 / T)$. To satisfy Placzek's zeroth moment and first moment theorems for the scattering law obtained from the above expression of $\gamma(t)$, a must be equal to zero and b must be equal to one.

## 3. THE GENERAL DOPPLER APPROXIMATION

Integrals for $F(E, \eta)$ and $G(E, \eta)$, as given by Eqs. (11) and (12), can be transformed into standard form by making the following substitutions.

$$
\begin{align*}
& \mathrm{P}(\eta)=\frac{\mathrm{m}}{\mathrm{M}}\left[a+\mathrm{ib}\left(\eta-\frac{1}{2 \mathrm{~T}}\right)+\mathrm{c}\left(\eta-\frac{i}{2 \mathrm{~T}}\right)^{2}\right]  \tag{14}\\
& \mathrm{Q}(\eta)=-\left[i\left(1+\frac{\mathrm{m}}{\mathrm{M}} \mathrm{~b}\right)+\frac{2 \mathrm{~m}}{\mathrm{M}} \mathrm{c}\left(\eta-\frac{1}{2 \mathrm{~T}}\right)\right]  \tag{15}\\
& \mathrm{R}(\eta)=\frac{\mathrm{m}}{\mathrm{M}} \mathrm{c}  \tag{16}\\
& \mathrm{X}=(\tau+\eta) \tag{17}
\end{align*}
$$

$F(E, \eta)$ is given by the following integral:

$$
\begin{equation*}
F(E, \eta)=\frac{\sigma_{b}}{4 \sqrt{\pi E}} \int_{-\infty}^{+\infty} \frac{\exp -\frac{E x^{2}}{R x^{2}+Q x+P}}{\left[R x^{2}+Q x+P^{\prime}\right]^{3 / 2}} d x \tag{18}
\end{equation*}
$$

This integral has been evaluated in terms of the confluent hypergeometric functions, ${ }_{1} F_{1}(n, m, x)$, with $n$ and $m$ being positive half integers. These functions are related to error functions. Hurwitz and Zweifel had also evaluated this type of integral, as mentioned by Krieger and Nelkin (3).

$$
\begin{array}{r}
F(E, \eta)=\frac{\sigma_{\mathrm{b}} \exp -\frac{\mathrm{E}}{\mathrm{R}}}{4 \sqrt{\pi E R P^{2}}}\left[{ }_{1} \mathrm{~F}_{1}\left(1 ; \frac{3}{2} ; \frac{\mathrm{E}}{\mathrm{R}}\right)-\frac{\mathrm{Q}^{2}}{Q^{2}-4 \mathrm{PR}}\right. \\
 \tag{19}\\
\left.{ }_{1} \mathrm{~F}_{1}\left(1 ; \frac{3}{2} ; \frac{\mathrm{E}}{R} \frac{Q^{2}}{Q^{2}-4 \mathrm{PR}}\right)\right]
\end{array}
$$

### 3.1 Energy Transfer Moments

All energy transfer moments can be obtained in principle by the successive differentiation of $F(E, \eta)$ with respect to $\eta$ and evaluating the resulting expressions for $\eta$ equal to $i / 2 T$. We give expressions for the zeroth, first, and second energy transfer moments. The zeroth moment is the total scattering cross section.

$$
\begin{equation*}
A_{0}(E)=\frac{\sigma_{b} \exp -\frac{\mathrm{EM}}{\mathrm{mc}}}{\left(4 \pi \mathrm{E} \frac{\mathrm{~m}^{3}}{\mathrm{M}^{3}} \mathrm{a}^{2} \mathrm{c}\right)^{1 / 2}}\left[F_{1}\left(1 ; \frac{3}{2} ; \frac{\mathrm{EM}}{\mathrm{mc}}\right)-\mathrm{x}_{0} \mathrm{~F}_{1}\left(1 ; \frac{3}{2} ; \frac{\mathrm{EM}}{\mathrm{mc}} \mathrm{x}_{0}\right)\right] \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
A_{1}(E)=-\frac{b}{a} A_{c}(E)+\frac{\sigma_{b} \exp -\frac{E M}{m c}}{\left(4 \pi E \frac{m^{3}}{M^{3}} a^{2} c\right)^{1 / 2}} x_{11} F_{1}\left(2 ; \frac{3}{2} ; \frac{E M}{m c} x_{0}\right) \tag{21}
\end{equation*}
$$

$$
\begin{aligned}
A_{2}(E)= & \frac{2 m^{2}}{M^{2}} \frac{\left(b^{2}+a c\right)}{a^{2}} A_{0}(E)+\frac{\sigma_{b} \exp -\frac{E M}{m c}}{\left(4 \pi E \frac{m^{3}}{M^{3}} a^{2} c\right)^{1 / 2}} \\
& {\left[\left(2 x_{1} \frac{b}{a}+x_{2}\right)_{1} F_{1}\left(2 ; \frac{3}{2} ; \frac{x_{0} E M}{m c}\right)-\frac{4}{3} \frac{M}{m} \frac{E x_{1}}{c}{ }_{1} F_{1}\left(3 ; \frac{5}{2} ; \frac{E x_{0} M}{m c}\right)\right] }
\end{aligned}
$$

$x_{0}, x_{1}$, and $x_{2}$ are given by

$$
\begin{equation*}
x_{0}=\frac{\left(1+\frac{m}{M} b\right)^{2}}{\left[\left(1+\frac{m}{M} b\right)^{2}+4 \frac{m^{2}}{M^{2}} a c\right]} \tag{23}
\end{equation*}
$$

$$
\begin{align*}
& x_{1}=\frac{8 \frac{m^{2}}{M^{2}} c^{2}\left(1+\frac{m}{M} b\right)\left[\frac{2 m}{M} a+\frac{b}{2 c}+\frac{m b^{2}}{2 M c}\right]}{\left[\left(1+\frac{m}{M} b\right)^{2}+\frac{4 m^{2}}{M^{2}} a c\right]^{2}}  \tag{24}\\
& x_{2}=\frac{-8 \frac{m^{2}}{M^{2}} c^{2}\left[\left(1-\frac{m^{2}}{M^{2}} b\right)^{2}+8 a c \frac{m^{2}}{M^{2}}\left(\frac{m^{2}}{M^{2}} b^{2}+\frac{2 m^{2}}{M^{2}} a c-1\right)\right]}{\left[\left(1+\frac{m}{M} b\right)^{2}+4 \frac{m^{2}}{M^{2}} a c\right]^{2}} \tag{25}
\end{align*}
$$

For a not equal to zero, the energy transfer moments can be given for any Doppler case by using the appropriate a, b, and c. However, for a equal to zero, the monatomic gas case, these moments can be obtained by taking the limit for a equal to zero using "L'Hospital" rule. In the Appendix, we give the first three energy transfer moments for the monatomic gas in terms of error functions. The details of these moments have been treated by Rajagopal (14). The first two of these moments for the gas are well known in the literature. See von Dardel's (15) paper. Takahashi (16) has independently obtained the second energy transfer moment for the gas. He has also obtained the moments for the Krieger-Nelkin case (16).

### 3.2 The Total Scattering Cross Section

The high energy behavior of the total scattering cross section $A_{0}(E)$ is obtained by using the following asymptotic expression for ${ }_{1} F_{1}(n, m, x)$, as given by Slater (17).

$$
\begin{align*}
& F_{1}(n, m, x)=\frac{\Gamma(m)}{\Gamma(n)} x^{m-n} \exp x  \tag{26}\\
& A_{0}(E)=\frac{\sigma_{b} M}{4 E m a}\left[1-\left(1+\frac{4 m^{2} a c}{M^{2}\left(1+\frac{m}{M} b\right)}\right)^{-1 / 2} \exp -\left(\frac{4 E m a}{M\left\{\left(1+\frac{m}{M} b\right)^{2}+4 \frac{m^{2}}{M^{2}} a c\right\}}\right)\right] \tag{27}
\end{align*}
$$

For very large energy, $A_{0}(E)$ varies as $1 / E$. However, for a weakly bound system, where a is small, $A_{0}(E)$ is given by the constant

$$
\begin{equation*}
A_{0}(E)=\frac{\sigma_{b}}{\left(1+\frac{m}{M}\right)^{2}}\left[1+\frac{(b-1)}{\left(\frac{M}{m}+1\right)}\right]^{-2} \tag{28}
\end{equation*}
$$

The correct asymptotic value for $A_{0}(E)$ is given by the above expression with $b$ equal to unity. From the values of $b$ given in Table I, one notes that the gas and $T_{\text {eff }}$ cases give correct high energy limit for $A_{0}(E)$. On the other hand, the Krieger-Nelkin and the Detailed Balanced Doppler approximations fail to give the correct asymptotic value.

For the Detailed Balanced Doppler approximation using the Debye frequency distribution of vibrational modes, the expression for $b$ is given by

$$
\begin{equation*}
b=1-\frac{\theta^{2}}{40 T^{2}}+\frac{1}{3840} \frac{\theta^{4}}{T^{4}} . \tag{29}
\end{equation*}
$$

$\theta / T$ is the ratio between the Debye and thermodynamic temperatures. Thus we note that the corrections to unity are terms of order $\theta^{2} / T^{2}$ or higher, which are small for weakly bound systems.

For very low energy, $A_{0}(E)$ exhibits $1 / \sqrt{E}$ behavior, as the confluent hypergeometric function approaches unity. $A_{0}(E)$ is given by the following expression:

$$
\begin{align*}
& A_{0}(E)=\frac{\text { Constant }}{\sqrt{E}}  \tag{30}\\
& \text { Constant }=\frac{\sigma_{b}\left(\frac{4 m c}{\pi M}\right)^{1 / 2}}{\left[\left(1+\frac{m}{M} b\right)^{2}+\frac{4 m^{2}}{M^{2}} a c\right]} \tag{31}
\end{align*}
$$

For the incoherent scatterer, the total scattering cross section at low energy exhibits $1 / \sqrt{E}$ type behavior, as demonstrated by the recent slow neutron scattering experiments of J. J. Rush (18) in bound hydrogenous systems. For the monatomic gas model, the above constant reduces to

$$
\frac{\sigma_{b}\left(\frac{4 m}{M \pi}\right)^{1 / 2}}{\left(1+\frac{m}{M}\right)^{2}}
$$

The constant gives the slope of the scattering cross section at low energy.
It is a measure of the upward scattering of neutrons or gain in energy transfer. The constant decreases in value with the increase in binding.

### 3.3 The Associated Integrals $\mathbf{M}_{\mathbf{k}, \mathrm{p}}$

The associated integrals $M_{k, p}$ are given in Eqs. (9) and (12).

$$
\begin{equation*}
M_{k, p}=\frac{\sigma_{b}}{8 T^{2} k}\left[\left(\frac{d}{d-1 / T^{\prime}}\right)^{p}\left\{\left(\frac{d}{d \eta}\right)^{k} G\left(\eta, T^{\prime}\right)\right\}_{\eta=i / 2 T}\right]_{T^{\prime}=T} \tag{32}
\end{equation*}
$$

For the determination of $M_{k, p}$, one may consider $G\left(\eta, T^{\prime \prime}\right)$ to be the generating function. $G\left(\eta, T^{\prime}\right)$ is evaluated by using the transformations given by Eqs. (14), (15), (16), and (17).

$$
G(\eta, T)=\frac{8 T^{\prime 3 / 2}\left(T^{\prime}+\frac{m}{M} c\right)^{1 / 2}}{\left[\frac{4 m^{2}}{M^{2}} a c+\frac{4 m}{M} a T^{\prime}+\left(1+\frac{m}{M} b\right)^{2}+\frac{4 i m}{M}\left(\eta-\frac{1}{2 T}\right)\left(b T^{\prime}-c\right)+\frac{4 m}{M} c T^{\prime}\left(\eta-\frac{1}{2 T}\right)^{2}\right]}
$$

By using the Detailed Balance theorem, it can be shown that $M_{k, p}$ with odd values of $k$ are either zero or can be converted into $M_{k, p}$ with even values of $k$. This fact is equivalent to the absence of odd powers of $\left(\eta-\frac{1}{2 T}\right)$ in the expression of $G\left(\eta, T^{\prime}\right)$. The condition for this is that the coefficient of
( $\eta-\frac{1}{2 T}$ ) is zero. Mathematically, it means

$$
\begin{equation*}
b T^{\prime}-\mathbf{c}=0 \quad \text { for } \mathbf{T}^{\prime}=\mathbf{T} \tag{34}
\end{equation*}
$$

Eq. (34) furnishes the test for determining the validity of the Detailed Balance theorem. From Table I it is evident that all three cases except the $\mathbf{T}_{\text {eff }}$ case satisfy the fundamental theorem of the Detailed Balance. We consider only the cases that meet this requirement. $G\left(\eta, T^{\prime}\right)$ is then given by the following series:

$$
\begin{align*}
G\left(\eta, T^{\prime}\right)= & 8 T^{\prime 3 / 2}\left(T^{\prime}+\frac{m}{M} c\right)^{1 / 2} \\
& \sum_{n=0}^{\infty} \frac{(-1)^{n}\left(\frac{4 m}{M} T^{\prime} c\right)^{n}\left(\eta-\frac{1}{2 T}\right)^{2 n}}{\left(\frac{4 m^{2}}{M^{2}} a c+\frac{4 m}{M} a T^{\prime}+\left(1+\frac{m}{M} b\right)^{2}\right)^{n+1}} \tag{35}
\end{align*}
$$

This is equivalent to the Taylor expansion:

$$
\begin{equation*}
G\left(\eta, T^{\prime}\right)=\sum_{n=0}^{\infty} \frac{(\eta-1 / 2 T)^{n}}{n!}\left(\frac{d^{n} G\left(\eta, T^{\prime}\right)}{d \eta^{n}}\right)_{\eta=1 / 2 T} \tag{36}
\end{equation*}
$$

The associated integral $\mathrm{M}_{2 \mathrm{k}, \mathrm{p}}$ using Eqs. (32), (35), and (36) is given by the $\mathrm{p}^{\text {th }}$ differentiation of the coefficient of the $\left(\eta-\frac{1}{2 T}\right)^{2 k}$ term.

$$
\left.\begin{array}{rl}
M_{2 k, p} & =\frac{\sigma_{b} 2 k!\left(\frac{4 m}{M} c\right)^{k}}{T^{2}}\left[\left(\frac{d}{d-\frac{1}{T^{\prime}}}\right)^{p}\right. \\
& \frac{T^{\prime k+3 / 2}\left(T^{\prime}+\frac{m}{M} c\right)^{1 / 2}}{\left(\frac{4 m^{2}}{M^{2}} a c+\left(1+\frac{m}{M} b\right)^{2}+\frac{4 m}{M} a T^{\prime}\right)^{k+1}} \tag{37}
\end{array}\right]_{T^{\prime}=T}
$$

The well known thermalization parameter $\mathrm{M}_{2,0}$ is obtained by putting $k$ equal to one and $p$ equal to zero in the above equation.

$$
\begin{equation*}
M_{2,0}=\frac{8 \sigma_{b} \frac{m}{M} c T^{1 / 2}\left(T+\frac{m}{M} c\right)^{1 / 2}}{\left[\frac{4 m^{2}}{M^{2}} a c+\left(1+\frac{m}{M} b\right)^{2}+\frac{4 m}{M} a T\right]^{2}} \tag{38}
\end{equation*}
$$

The above expression is the exact formula for $\mathrm{M}_{2}$, for the general Doppler approximation, which satisfies the Detailed Balance theorem. Using the values of $a, b$, and $c$ for the gas case, Eq. (38) reduces to the well known formula, first given by von Dardel (15).

$$
\begin{equation*}
M_{2,0}=\frac{8 \sigma_{b} T^{2} \frac{m}{M}}{\left(1+\frac{m}{M}\right)^{7 / 2}} \tag{39}
\end{equation*}
$$

Since a, b, and c depend upon the binding parameters, therefore, Eq.
(38) is useful for studying the effect of binding upon $M_{2,0}$.

## 4. THE DETAILED BALANCED DOPPLER APPROXIMATION

We discuss a new Doppler approximation in this section. It satisfies the Detailed Balance theorem, which is the basic requirement for an approximation used in the study of neutron thermalization. The width function $\gamma(t)$ is obtained by retaining terms up to $r^{2}$ in the expression of $\gamma\left(\tau+\frac{1}{2 T}\right)$ according to Eq. (5).

$$
\begin{equation*}
\gamma\left(\tau+\frac{1}{2 T}\right)=-\lambda+\alpha 1^{2} \tau^{2} \tag{40}
\end{equation*}
$$

$\lambda$ and $\alpha$ are characterized by two binding parameters - the Debye Waller factor and the specific heat integral respectively.

$$
\begin{align*}
& \lambda=\int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T} d \xi-\int_{0}^{\infty} \frac{f(\xi)}{\xi \sinh \xi / 2 T} d \xi  \tag{41}\\
& \alpha=\int_{0}^{\infty} \frac{\xi \mathrm{f}(\xi)}{2 \sinh \xi / 2 T} \mathrm{~d} \xi \tag{42}
\end{align*}
$$

After some manipulation, $\lambda$ and $\alpha$ can be given by the famtlar integrals

$$
\begin{align*}
& \lambda=2 \int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T} d \xi-\int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{4 T} d \xi  \tag{43}\\
& \alpha=\left[\int_{0}^{\infty} \frac{\xi f(\xi)}{e^{\xi / 2 T}-1} d \xi-\int_{0}^{\infty} \frac{\xi f(\xi)}{e^{\xi / T}-1} d \xi\right] \tag{44}
\end{align*}
$$

Experimentally, $\lambda$ can be obtained from the Debye-Waller factor at two different temperatures of sample $T$ and $2 T$ from the $x$-ray or neutron
scattering data. The integrals appearing/the Eq. (43) are related to the zero point mean square displacement of the vibrating atom.
$\alpha$ is obtainable from the specific heat ( $\mathbf{c}_{\mathbf{v}}$ ) integral data. The specific heat integral is given by

$$
\begin{equation*}
\int_{\mathrm{V}}^{\mathrm{T}} \mathrm{c}_{\mathrm{d}} \mathrm{dT}=\int_{0}^{\infty} \frac{\xi \mathrm{f}(\xi)}{e^{\xi / T}-1} \mathrm{~d} \mathrm{\xi} \tag{45}
\end{equation*}
$$

The above approximation can be applied to any system provided the frequency distribution of vibrational modes or the parameters $\lambda$ and $\alpha$ are available from the experiment or otherwise. For known frequency distributions of vibrational modes such as Einstein and Debye $\lambda$ and $\alpha$ can be theoretically evaluated. For temperatures greater than the frequency of vibrational modes $\lambda$ and $\alpha$ approach the gas values. In this limit, $\alpha$ and $\lambda$ reduce to the following simple expressions:

$$
\begin{equation*}
\alpha=T \quad \text { and } \quad \lambda=1 / 4 T \tag{46}
\end{equation*}
$$

All the results given in section 3 for the general Doppler approximation can be obtained for the above case by using the appropriate values of $a, b$, and $c$. The expression for the thermalization parameter $M_{2}$ reduces to the following form:

$$
\begin{equation*}
\frac{M_{2}}{8 \sigma_{b} T^{2}}=\frac{\left(\frac{m}{M}\right) \frac{\alpha}{T}}{\left(1+\frac{m}{M} \frac{\alpha}{T}\right)^{3 / 2}\left(1+\frac{4 m}{M} \lambda T\right)^{2}} \tag{47}
\end{equation*}
$$

## 5. NUMERICAL RESULTS (DeBYE MODEL)

In this paper, we consider only the frequency distribution of vibrational modes, as given by the Debye model to obtain numerical results.

$$
\begin{equation*}
f(\xi) \mathrm{d} \xi=\frac{3 \xi^{2}}{\theta^{3}} \mathrm{~d} \xi \tag{48}
\end{equation*}
$$

$\theta$ is the Debye temperature. For this case $\alpha$ and $\lambda$ are given by the integrals characterized by parameter $t$ equal to $T / \theta$, the ratio between thermodynamic and Debye temperatures.

$$
\begin{align*}
& \lambda=\frac{3}{\theta}\left[2 \phi_{1}(t)-\phi_{1}(2 t)\right]  \tag{49}\\
& \alpha=\frac{3 \theta}{2}\left[\phi_{3}(2 t)-\phi_{3}(t)\right]  \tag{50}\\
& \phi_{n}(t)=\int_{-1}^{+1} \frac{\xi^{n}}{e^{\xi / t}-1} d \xi \tag{51}
\end{align*}
$$

In Table II we give numerical values of $\lambda T$ and $\alpha / T$ for various values of $t$ or $T / \theta$. We also give $T_{\text {eff }} / T$ for different values of $t$. A curve tor $T_{\text {eff }} / T$ versus $t$ was given by Lamb (2). $T$ eff is defined by

$$
\begin{equation*}
\frac{T_{\mathrm{eff}}}{\mathrm{~T}}=\frac{1}{2 \mathrm{~T}} \int_{0}^{\infty} \xi f(\xi) \operatorname{coth} \frac{\xi}{2 T} d \xi \tag{52}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{T_{e f f}}{T}=\frac{3}{2 t} \phi_{3}(t) \quad \text { (Debye model) } \tag{53}
\end{equation*}
$$

$\phi_{n}(t)$ integrals were evaluated for $\theta / T$ less than $2 \pi$ using the generatIng function for the Bernoull Numbers. For $\theta / T$ greater than $2 \pi$ integrals were evaluated numerically. Since these integrals are connected with Placzek's moments (11) for the Debye model, they are very useful in the study of neutron thermalization. In Table III we give numerical values of the tirst four integrals. As shown above, the Debye-Waller factor integral and the $\mathrm{T}_{\text {eff }}$ are given by $\phi_{1}(\mathrm{t})$ and $\phi_{3}(\mathrm{t})$ respectively.

We give numerical values of $\mathrm{M}_{2}$ (crystal)/ $\mathrm{M}_{2}$ (gas) as a function of $\mathrm{T} / \theta$ for masses equal to 2, $9,12,18$, and $\propto$ in Table IV. We note that $M_{2}$ decreases with the increase in mass for a fixed value of $\theta / \mathrm{T}$, and for a fixed mass it decreases with the increase in $\theta / T$. Increase in mass as well as $\theta / \mathrm{T}$ of the moderator are associated with the increase in binding. Thus one can conclude that $M_{2}$ decreases with the increase in binding. In Figure 1, we plot $\mathrm{M}_{2}($ crystal $) / \mathrm{M}_{2}(\mathrm{gas})$ for varlous masses as a function of $\mathrm{T} / \theta$. One notes the existence of a universal curve for various masses.

In Figure 2, we plot $A_{0}(E) / \sigma_{b}$ for a moderator of mass 9 a.m.u. and T/ $\theta$ equal to 0.3 in the incoherent approximation. This corresponds to the beryllium case. Curves $A$ and $B$ represent the gas and the Doppler approximation respectively. Curve $C$ is obtained by adding to the elastic scattering cross section the contribution due to one phonon coherent and two phonons incoherent inelastic scattering, as given by Bhandari (19). The elastic cross section was determined by the following formulae:

$$
\begin{align*}
& A_{0}(E)=\frac{4 \sigma_{b} M}{m \lambda E}\left[1-\exp -\frac{4 m E \lambda}{M}\right]  \tag{54}\\
& \lambda=\int_{0}^{\infty} \frac{d \xi}{\xi} f(\xi) \operatorname{coth} \frac{\xi}{2 T} d \xi \tag{55}
\end{align*}
$$

We also plot curve D obtained from Placzek's mass expansion (20) by retaining terms up to $(\mathrm{m} / \mathrm{M})^{2}$. Numerical results for these calculations were taken from Marshall and Stuart's paper (21). In Figure 3, we plot $A_{0}(E) / \sigma_{b}$ for the gas and the Doppler approximation tor the wide range of energy.

The gas model underestimates the total scattering cross section, except at very low energy and at high energy. At very low energy, it overestimates and at high energy it approaches the constant value. The Detailed Balanced Doppler approximation underestimates the cross section below

47 Mev , and overestimates it above this value. At about 300 Mev the curve for the Doppler case crosses the curve for the gas model. Above this energy The Doppler approximation breaks down as shown in Figure 3. Curves C and D give identical results below 60 Mev . Above this energy, the contribution due to higher phonons causes the mass expansion curve to lie above the phonon expansion curve. It must, however, be pointed out that the Doppler approximation is better than the gas model in the thermal energy region.

## 6. CONCLUSIONS

We have shown that the thermal neutron scattering problem can be analytically solved by using the general Doppler approximation. A large number of interesting physical cases can be treated with this approximation. We have obtained expressions for the energy transfer moments and their associated integrals including the specific integral $\mathrm{M}_{2}$ (the second energy transfer moment weighted by the Maxwellian distribution). These quantities are useful in the study of neutron thermalization and in the determination of the thermalization parameters.

It has been demonstrated that, except for the monatomic gas model, it is not possible to achieve correct asymptotic scattering behavior and satisfy the Detailed Balance theorem in a single Doppler approximation. These two types of behavior result from two different kinds of expansion of the
width function $\gamma(t)$ - the mean square displacement of scattering atoms expressed in terms of the collision time $t$ between a neutron and an atom. The expansion of $\gamma(t)$ in powers of $t$ gives the correct asymptotic scattering behavior; however, the Detailed Balance theorem is violated. The converse is true for the expansion of $\gamma(t)$ in powers of $(t-1 / 2 T)$. In the Doppler approximation the effective temperature and the Detailed Balanced Doppler cases respectively represent these two expansions. For neutron thermalization problems, since the validity of the Detailed Balance theorem is important, the ( $t-1 / 2 T$ ) type of expansion is to be preferred. Corngold (22) has used the expansion of $\gamma(t)$ in powers of $t$ to study binding effects on neutron scattering in the joining region between slowing down and thermal energies.

We propose the use of the Detailed Balanced Doppler approximation in the study of neutron thermalization problems, where the validity of Detailed Balance theorem is of importance. This approximation can be employed to investigate thermal neutron scattering in any physical system, given the value of the Debye-Waller factor and the specific heat integral. Experimental values of these integral parameters must be used to ensure internal consistency of the frequency distribution of the vibrational modes.

It is well known that the use of phonon expansion and Placzek's mass expansion techniques in studying thermal neutron scattering in crystals involves tedious numerical calculations to obtain integral quantities of interest in reactor physics. The Doppler approximation, because of its analytical simplicity and the fact that it also takes into account binding, merits serious consideration. Since this approximation gives results for the incoherent scattering, it should also prove useful in investigating the effect of bound hydrogen atoms on thermal neutron scattering. It would be of interest to compare the results obtained with this approximation with those obtained by other methods.
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## APPENDIX

## Energy Transfer Moments for the Monatomic Gas Model

$$
\begin{align*}
A_{0}(E)= & \frac{\sigma_{b}}{\mu^{2}} \frac{\exp -\beta}{\beta^{1 / 2} \sqrt{\pi}}[1+Z(\beta+1 / 2)]  \tag{1}\\
A_{1}(E)= & \frac{2 \sigma_{b} E \exp -\beta}{\mu^{4} \beta^{5 / 2} \sqrt{\pi}}\left[\left(\frac{5}{2} \beta+\beta^{2}-\frac{\mu \beta}{2}-\mu \beta^{2}\right)+Z\left(\frac{3 \beta}{4}+3 \beta^{2}+\beta^{3}+\frac{\mu \beta}{4}-\mu \beta^{2}-\mu \beta^{3}\right)\right]  \tag{2}\\
A_{2}(E)= & \frac{2 \sigma_{b} E^{2} \exp -\beta}{\beta^{5 / 2} \mu^{4} \sqrt{\pi}}\left[\left(-1+\frac{14 \beta}{3}+\frac{8 \beta^{2}}{3}\right)+Z\left(\frac{1}{2}+6 \beta^{2}+\frac{8 \beta^{3}}{3}\right)\right. \\
& -\frac{4}{\mu}\left\{\left(1+\frac{16}{3} \beta+\frac{4}{3} \beta^{2}\right)+Z\left(-\frac{1}{2}+3 \beta+6 \beta^{2}+\frac{4 \beta^{3}}{3}\right)\right\} \\
& \left.+\frac{4}{\mu^{2}}\left\{\left(\frac{11}{2}+\frac{14}{3} \beta+\frac{2}{3} \beta^{2}\right)+Z\left(\frac{5}{4}+\frac{15}{2} \beta+5 \beta^{2}+\frac{2}{3} \beta^{3}\right)\right\}\right] \tag{3}
\end{align*}
$$

where
$\mathrm{Z}=\exp \beta \operatorname{erf} \sqrt{\beta} \sqrt{\pi / \beta}$
$\operatorname{erf} \sqrt{\lambda}=\frac{2}{\pi} \int_{0}^{\lambda}\left(\exp -t^{2}\right) d t$
$\beta=E M / m T$
$\mu=\left(1+\frac{m}{M}\right)$.

## TABLE I

Doppler Case Parameters
Case

| Parameter | Gas | ${ }^{\text {T }}$ eff | Detailed Balanced Doppler | Krieger-Nelkin (3) |
| :---: | :---: | :---: | :---: | :---: |
| a | 0 | 0 | $\left(\lambda-\frac{\alpha}{4 T^{2}}\right)$ | -2M $\gamma$ |
| b | 1 | 1 | $\alpha / \mathbf{T}$ | $\mathrm{M} / \overline{\mathrm{M}_{\mathbf{v}}}$ |
| c | T | Teff | $\alpha$ | $\left(\mathbf{M} / \bar{M}_{\mathbf{v}}\right) \mathbf{T}$ |

where

$$
\begin{aligned}
& \lambda=\int_{0}^{\infty} \frac{f(\xi)}{\xi} \operatorname{coth} \frac{\xi}{2 T}-\int_{0}^{\infty} \frac{f(\xi)}{\xi \sinh \xi / 2 T} \mathrm{~d} \xi \\
& \alpha=\int_{0}^{\infty} \frac{\xi f(\xi)}{2 \sinh \xi / 2 T} d \xi \\
& T_{\text {eff }}=\int_{0}^{\infty} \frac{\xi f(\xi)}{2} \operatorname{coth} \frac{\xi}{2 T} d \xi \quad \text { ref. (2) }
\end{aligned}
$$

$$
M_{v} / \overline{M_{v}}=\text { ratio betw een mass of } v^{\text {th }} \text { nucleus } M_{v} \text { and the average }
$$ effective mass $\overline{M_{v}}$. ref. (3)

$\gamma=$ Debye -Waller tactor integral. ref. (3)

TABLE II
Debye Model Parameters

| $t=T / \theta$ | $\lambda^{\prime} \mathrm{T}$ | $\alpha / \mathbf{T}$ | $\mathrm{T}_{\text {eff }} / \mathrm{T}$ |
| :---: | :---: | :---: | :---: |
| 0.10 | 0.13101 | 0.21585 | 3.76935 |
| 0.20 | 0.19540 | 0.58070 | 1.99259 |
| 0.25 | 0.21089 | 0.70050 | 1.68174 |
| 0.30 | 0.22093 | 0.77465 | 1.49441 |
| 0.40 | 0.23240 | 0.86179 | 1.29165 |
| 0.50 | 0.23832 | 0.90771 | 1.19113 |
| 0.60 | 0.24174 | 0.93438 | 1.13453 |
| 0.80 | 0.24526 | 0.98216 | 1.07672 |
| 1.00 | 0.24693 | 0.97551 | 1.04946 |
| 1.50 | 0.24858 | 0.98899 | 1.02211 |
| 2.00 | 0.24924 | 0.98376 | 1.01246 |
| 2.50 | 0.24854 | 0.99602 | 1.00798 |
| $\infty$ | 0.25000 | 1.00000 | 1.000 |

$T / \theta=$ Ratio between thermodynamic and Debye temperatures.

TABLE III

Placzek's Moment Integrals (Debye Model)

| $\underline{t=T / \theta}$ | $\phi_{1}(t)$ | $\phi_{3}(t)$ |
| :---: | :---: | :---: |
| 0.10 | 0.53251 | 0.25129 |
| 0.20 | 0.62835 | 0.28568 |
| 0.25 | 0.69407 | 0.28029 |
| 0.30 | 0.76781 | 0.29888 |
| 0.40 | 0.93103 | 0.34444 |
| 0.50 | 1.10695 | 0.39704 |
| 0.60 | 1.29014 | 0.45381 |
| 0.80 | 1.66839 | 0.57425 |
| 1.00 | 2.05501 | 0.69861 |
| 1.20 | 2.44598 | 1.08740 |
| 1.50 | 3.03687 | 1.02211 |
| 2.00 | 4.02771 | 1.34995 |
| 2.5 | 5.02219 | 1.67997 |
| 3.0 | 6.01850 | 2.011096 |
| 3.5 | 7.01586 | 2.34285 |
| 4.0 | 8.01388 | 2.67498 |
| 5.0 | 10.011107 | 3.339997 |
| $\phi_{2}(t)=-0.33334$ |  |  |
| $\phi_{4}(t)=-0.20000$ |  |  |

TABLE IV

| $T / \theta=t$ | Average Second Energy Transfer Moment $\mathrm{M}_{2}$ <br> (Debye Model) $\mathrm{M}_{2} \text { (crystal)/ } \mathrm{M}_{2}(\mathrm{gas})$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{M}=2$ | $\mathrm{M}=9$ | $\mathrm{M}=12$ | $\mathrm{M}=18$ | $M=\infty$ |
| 0.1 | 0.48032 | 0.26919 | 0.25494 | 0.24194 | 0.21585 |
| 0.2 | 0.85646 | 0.65789 | 0.64102 | 0.62092 | 0.59070 |
| 0.25 | 0.91308 | 0.75869 | 0.74323 | 0.72934 | 0.70050 |
| 0.3 | 0.94271 | 0.82043 | 0.80963 | 0.79701 | 0.77465 |
| 0.4 | 0.97000 | 0.89231 | 0.88539 | 0.87744 | 0.86179 |
| 0.5 | 0.9816 | 0.92917 | 0.92398 | 0.91906 | 0.90771 |
| 0.6 | 0.98698 | 0.94998 | 0.94642 | 0.94277 | 0.93438 |
| 0.8 | 0.99326 | 0.97122 | 0.96919 | 0.96704 | 0.96216 |
| 1.0 | 0.99567 | 0.98144 | 0.98028 | 0.97888 | 0.97551 |
| 1.5 | 0.99814 | 0.99174 | 0.99133 | 0.99054 | 0.98899 |
| 2.0 | 0.99890 | 0.99529 | 0.99502 | 0.99475 | 0.99376 |
| 2.5 | 0.99931 | 0.98704 | 0.99688 | 0.99682 | 0.99602 |
| $\infty$ | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| $\frac{M_{2}}{8 \sigma_{b} T^{2}}(g a s)$ | 12.09522 $\times 10^{-2}$ | 7.6844 $\times 10^{-2}$ | 6.2967 $\times 10^{-2}$ | $\begin{array}{r} 4.59733 \\ \times 10^{-2} \end{array}$ | $\frac{\mathbf{m}}{\mathbf{M}}$ |

Figure $1 \quad \mathrm{M}_{2}$ (crystal)/ $\mathrm{M}_{2}$ (gas) for Various Masses as a Function of Binding Parameter $\mathrm{T} / \theta$.

Figure 2 Total Scattering Cross Section $A_{0}(E) / \sigma_{b}$ for Beryllium using the Incoherent Approximation.

Figure 3 Comparison of $A_{0}(E) / \sigma_{b}$ for Beryllium using the Gas Model and the Detailed Balanced Doppler Approximation.
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## COMPARISON OF "CLASSICAL" AND "QUASI-CLASSICAL"

CROSS SECTIONS FOR SOME SIMPLE SYSTEMS*

> M. Rosenbaum and P. F. Zweifel Department of Nuclear Engineering The University of Michigan Ann Arbor, Michigan

Van Hove ${ }^{1}$ and Glauber ${ }^{2}$ introduced the concept of a socalled time-dependent pair correlation function $\sigma(r, t)$ which is essentially the Fourier transform of the differential neutron scattering cross section:

$$
\begin{equation*}
\frac{d^{2 \pi}}{d E d R}=\frac{a^{2}}{2 \pi \hbar} \frac{k}{k_{0}} \int d^{3} r d t \exp \left[\frac{i}{\hbar}(p \cdot r-E t)\right] G(r, t) \tag{1}
\end{equation*}
$$

Here $\notin$ and $E$ are the momentum and energy charges in the scattering, $t \in 0$ and $\hbar \notin$ are the initial and final neutron moments, and $M$ represents the mass of one of the atoms of the scattering system (which contains $\mathcal{N}$ such atoms, assumed identical for simplicity).

## Explicitly,

$$
\begin{equation*}
G(r, t)=N^{-1}\left\langle\sum_{i, j=}^{N} \int d^{3} r^{\prime} \delta\left(r+r_{i}(0)-r^{\prime}\right) \delta\left(r^{\prime}-r(t)\right)\right\rangle \tag{2}
\end{equation*}
$$

where the brackets denote a thermal average, ide.,
$\langle x\rangle=\operatorname{Tr} P X$
if $P=\mathcal{Z}^{-1} C^{-\beta H}$
is the density matrix of the system under consideration. Note that in the limit $t \rightarrow 0, \Leftrightarrow(r, t)$ becomes the ordinary radial (pair) distribution function $g(r)$ familiar

[^8]in the static approximation in which the energy change in scattering is assumed to be small compared to the incident particle energy $\left(\Sigma \ll \frac{\hbar_{2} / L_{i}^{2}}{2 m}\right)$. However, the interpretation of $G(r, t)$ as the generalization of $g(r)$ to the time dependent case is obscured by the fact that $r_{j}(t)$ and $r_{l}(0)$ are non-commuting operators, so that
\[

$$
\begin{equation*}
\sum_{l, j=1}^{N} \int d^{3} r^{\prime} \delta\left(\underline{r}+\underline{r}_{l}(0)-r^{\prime}\right) \delta\left(r^{\prime}-\underline{r}_{j}(t)\right) \neq \sum_{l_{j} j=}^{N} \delta\left(\underline{r}-\underline{r}_{j}(t)+r_{l}(0)\right) \tag{4}
\end{equation*}
$$

\]

It is, of course, the thermal average of the righthand side of Equation (4) which is, physically, the probability that if there is a molecule at the origin at time $t=0$ there will be a molecule (the same or another) a distance $r$ away at time $t$ (i.e., the time-dependent pair correlation function).

The question then arises, if $G(r, t)$ is not the time dependent pair correlation function, what is it? It is, of course, a multiple of the Fourier transform of the neutron cross section. If we can then relate it in some physically meaningful way to the motions of the atoms in the scattering system, then a measurement of the neutron cross section will provide a dynamical description of the scattering system. This, of course, is why one does neutron scattering experiments anyway, and was the incentive for the introduction of the function $G(r, t)$ in the first place.

The physical interpretation of the convolution of delta functions in the defining equation for $S(r, t)$ is virtually impossible because this convolution is not an hermitean operator
and thus does not actually represent a measurable quantity. In fact, it is well known that its eigen values are not real ${ }^{1}$. In fact, Schofield ${ }^{3}$ has obtained a dispersion relation relating the real and imaginary parts of $G(r, t)$ which is obtained simply by requiring that the cross section obey the principle of detailed balance. Clearly the time dependent pair correlation function (i.e., the thermal average of the righthand side of Equation (4)) cannot obey any such relation since it is an hermitean operator and has real eigen-values.

Nonetheless, it is possible in some sense to attach physical meaning to $S(r, t)$ if we convert it to a function of classical variables. The procedure is described in detail elsewhere ${ }^{4}$. Briefly, one makes use of the fact that one can write thermal averages in either of two equivalent forms

$$
\operatorname{Tr} \rho A\left(r_{1}, r_{2}, \ldots r_{v}, P_{1}, P_{N}\right)=\int d^{3} P_{1} \ldots d^{3} R_{N} d^{3} P_{1}, d^{3} P_{v} f_{m}\left(R_{1}, \ldots P_{N}\right) A_{w}\left(R_{1}, \ldots, P_{N}\right),
$$

Here $A$ is an (operator) function of the operators ( $\underline{r}_{1}, \underline{r}_{2}, \ldots r_{r}, p_{1}, \ldots p_{-}$); $f_{w}\left(R_{1}, \ldots P_{r}\right)$ is the Wigner distribution function ${ }^{5}$ which depends on the classical variables $\underline{R}_{1}, E_{2}, \ldots P_{m} P_{1} \ldots . P_{r}$ and $A_{w}$ is a function (of classical variables) related to $A$ in a simple manner ${ }^{6}$. Briefly, if $\left\{r_{i}\right\} ;\left\{p_{i}\right\}$ are Schrödinger operators, and $F, g, h$, etc. are arbitrary functions, then simply $F_{w}\left(R_{i}\right)=f\left(r_{i}\right)$ $g_{w}\left(P_{i}\right)=g\left(p_{i}\right)$

However, if $h\left(r_{i}, p_{i}\right)=f\left(r_{i}\right) g\left(p_{i}\right)$,
then

$$
\begin{equation*}
\operatorname{hw}_{w}\left(R_{i}, P_{i}\right)=\operatorname{fr}_{w}\left(R_{i}\right) \otimes g_{w}\left(R_{i}\right) . \tag{7}
\end{equation*}
$$

where the operator

$$
\begin{equation*}
\theta=e^{\frac{i \hbar}{2} \sum_{i}\left(\frac{\partial}{\partial P_{i}} \cdot \frac{\partial}{\partial R_{i}}-\frac{\vec{\partial}}{\partial R_{i}} \cdot \frac{\overleftarrow{\partial}}{\partial P_{i}}\right)} \tag{8}
\end{equation*}
$$

where the arrows indicate the function to be differentiated. similarly, if $\phi\left(r_{i}, p_{i}\right)=\psi\left(r_{i}\right) \mathcal{X}\left(p_{i}\right) f\left(r_{i}\right) g\left(p_{i}\right)$

$$
\begin{equation*}
\phi_{w}\left(R_{i}, P_{i}\right)=\left\{\psi_{m}\left(R_{i}\right) \theta \chi_{w}\left(P_{i}\right)\right\} \theta\left\{f_{w}\left(R_{i}\right) \theta_{N}\left(R_{i}\right)\right\} \tag{9}
\end{equation*}
$$

and so forth.
Since $G(r, t)$ is defined in terms of Heisenberg operators and this method applies only to Schrödinger operators, it is necessary to reformulate the expression for $G(r, t)$ entirely in terms of Schrodinger operators*. This is most conveniently done by using Wick's time expansion ${ }^{8}$ of

$$
\mathscr{X}(p, t)=\int e^{i p_{i} r} G(r, t) d 3 r
$$

and applying these rules term by term. The details are found in Reference (4), where the calculations have been carried out to first order in

$$
\hbar^{* *}
$$

*Turner ${ }^{7}$ attempted to apply these rules to Heisenberg operators, and so his results were not strictly correct.
**However, the procedure, followed by some other authors who let $\not \partial \rightarrow 0$ but kept $\neq 1 / \hbar$ and $\omega=E / \hbar$ finite, was not used. Our expansion parameter was essentially $\hbar^{n} \nabla^{m} V$, where $V$ is the potential of the scattering system.

Then, making use of the fact that the Wigner distribution function is, to first order in $\neq$, identical with the classical Maxwell-Boltzmann distribution function, we find

$$
\begin{equation*}
\frac{d^{2} \sigma}{d E d \Omega}=\left(\frac{d^{2} \sigma}{\alpha E d \Omega}\right)_{V} e^{\frac{\beta E}{2}} e^{-\frac{\beta \vec{\rho}^{2}}{\delta \mu}}+\theta\left(\hbar^{2}\right) \tag{10}
\end{equation*}
$$

where $\left(\frac{d^{2} V}{d E_{0} \Omega}\right)_{V}$ is simply the Fourier transform of the classical time-dependent pair correlation function. The subscript "V" stands for Vineyard, who used the approximation of calculating the cross section as the Fourier transform of the classical correlation function. Our result, Equation (10), is identical to the result used by Singwi and Sjolander ${ }^{18}$ (who speculated that it might be correct because it works exactly for the ideal gas). It differs from a prescription introduced by Schofield ${ }^{3}$ only by the factor $\mathbb{C}^{-\frac{\beta \vec{b}^{2}}{8 \mu}}$ (Schofield's prescription was introduced to force the cross section calculated from the classical correlation function to obey detailed balance).

One important point should not be overlooked. It does not follow that the classical approximation to the cross section for any system can be obtained from the classical correlation function. The limit of the cross section as $\not 厶^{+} \rightarrow 0$ is not the cross section of the limit. This may best be illustrated in the core of the ideal gas, for which the cross section is entirely classical, containing no powers of $h$ at all. Nonetheless, for the gas

$$
G(r, t)=\left[\frac{\mu \beta}{2 \pi t(t-i \hbar \beta)}\right]^{3 / 2} \exp \left[-\frac{M \mu 2 \beta}{2 t(t-i \hbar \beta)}\right]
$$

If one takes the limit $t \rightarrow 0$ in the expression for $\Leftrightarrow(r, t)$ one does indeed obtain the classical correlation function. However, the Fourier transform of the latter quantity clearly does not give the correct cross section. Thus, while our prescription is correct to order $\neq$ the Vineyard prescription is not correct even to order $\hbar^{\circ}$.

In Figures I-V, we compare the cross sections for some simple systems at one low and one high incident energy (scattering angle $=90^{\circ}$ ) as calculated by the Vineyard prescription (i.e., by taking the Fourier transform of the classical correlation function) with the cross sections obtained from our Equation (10). The differences are seen to be significant, particularly at the higher incident energy. It is perhaps up to the experimentalists to determine if the differences between the two curves are within the realm of experimental observation.
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## FIGURE CAPTIONS

Figure 1 - Differential scattering cross section versus outgoing neutron energy for neutrons of incident energy $5 \times 10^{-3} \mathrm{ev}$ scattered at $90^{\circ}$ by an ideal gas of mass 18 at $295^{\circ} \mathrm{K}$.

Figure 2 - Differential scattering cross section versus outgoing neutron energy for neutrons of incident energy 0.1 ev scattered at $90^{\circ}$ by an ideal gas of mass 18 at $295^{\circ} \mathrm{K}$.

Figure 3 - Differential scattering cross section versus outgoing neutron energy for neutrons of incident energy $5 \times 10^{-3} \mathrm{ev}$ scattered at $90^{\circ}$ by a system of particles of mass 18 diffusing according to the Langevin model at $295^{\circ} \mathrm{K}$.

Figure 4 - Differential scattering cross section versus outgoing neutron energy for neutrons of incident energy 0.1 ev scattered at $90^{\circ}$ by a system of particles of mass 18 diffusing according to the Langevin model at $295^{\circ} \mathrm{K}$.

Figure 5-Differential scattering cross section versus outgoing neutron energy for neutrons of incident energy $5 \times 10^{-3}$ scattered at $90^{\circ}$ by a Debye model of a solid with $\Theta=135^{\circ} \mathrm{K}$.

Note:- The solid lines correspond to $\left(\frac{d^{2} \sigma}{d E d \Omega}\right)_{V}$ The dashed lines are obtained from Equation (10).
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#### Abstract

A quasi-crystalline model which describes both free and hindered rotations is proposed for the study of polar molecules in the liquid state. By means of the coupling between molecular dipole moment and a local electric field, which represents orientation-dependent effects of intermolecular interaction, hinderance in the rotational motion of a molecule is produced. Under the condition of strong field oscillator-like solutions are obtained for symmetric and linear molecules.

Differential neutron scattering cross sections are calculated, and effects of hindered and free rotations discussed. When free rotations are ignored, a simple expression suitable for practical applications is given.


## INTRODUCTION

In an effort to analyze experiments involving neutron scattering by polar liquids, a simple, quasi-crystalline model of the liquid state is constructed. Tne fundamental assumption in the model is that for times long compared to neutron-nuclear interaction times, each molecule moves in a potential generated by interactions with its neighbors, which is approximated by a function depending upon the coordinates of that molecule only and is taken as the sum of two parts. One of these is assumed to be a function of the coordinates of the center of mass of the molecule only and, at least for the description of bound (or hindered) translation states, may be approximated by the Hooke's Law potential appropriate to an Einstein-crystal description of the corresponding solid phase. The other part of the potential is a function only of the orientation of the molecular electric dipole moment with respect to a local electric field. This field is presumably produced by the ordered near neighbors of the molecule in question, and its magnitude is expected to be of the same order as that estimated for the corresponding crystal ${ }^{+}$. The orientation of such a field with respect to laboratory axes is taken to be random.

In view of the above assumptions, the energy of the liquid is therefore approximated by the sum of energies of individual

[^9]molecules. Furthermore, in the sense of approximations suitable to the present discussion, the energy of any given molecule is also decomposable into parts, i.e., electronic energy, nuclear vibrational energy, energy of center-of-mass motion in the form of the above-mentioned potential, and the energy of orientation arising from the coupling of the molecular dipole moment to the local electric field (energy of hindered rotation). The present discussion is devoted almost exclusively to the influence of the last of these upon neutron scattering.

It should be noted in passing that the proposed model implies no dynamical correlations between molecules. Thus there will be no intermolecular, inelastic interference scattering.

The dynamical behavior of a molecular rotator, assumed to be rigid, in a potential field is described by the equation

$$
\begin{equation*}
\left\{\frac{1}{2} \sum_{i=1}^{3} \frac{P_{i}^{2}}{I_{i}}+V-E_{S K M}\right\} \Psi_{S K M}=0 \tag{1}
\end{equation*}
$$

where $P_{i}$ is the component of the total angular momentum along the principal axis ${\underset{Q}{i}}$ and $I_{i}$ is the moment of inertia about this axis, $\Psi_{\text {SKM }}$ and $E_{\text {SKM }}$ are the wave function and energy of the rotator in the state characterized by quantum numbers, $S, K$ and $M$ appropriate to the three degrees of freedom. By taking the molecular dipole moment $\mathcal{H}$ along the body-z axis and the local electric field $\underline{E}$ along the space-z axis, the potential $V$ according to the present description becomes simply
$-\lambda \operatorname{ces} \theta$ with $\lambda=\mu E$. Since we assume that quasicrystalline ordering exists in the liquid and because of relatively close packing of the molecules, $E$ is expected to be sufficiently large so the condition $\lambda \gg \hbar^{2} / 2 I_{i}$ applies ${ }^{+}$.

In the presence of a strong field the dipole will tend to be aligned along the direction of $E$ so $\theta$, the angle between $\mathcal{H}$ and $E$, is restricted to have only small values. This suggests a method of solution in which terms in Equation (l) are

[^10]expanded in a truncated power series in $\theta$ about $\theta=0$. The first-order solution for the symmetric molecule is ${ }^{+}$
\[

$$
\begin{align*}
\Psi_{S K M}= & N e^{i M \psi} e^{i K Q} x^{\frac{|K-M|}{2}} e^{-\frac{x}{2}} L_{e}^{|K-M|}(x)  \tag{2}\\
E_{S K M}= & \sqrt{2 \lambda B}(2 S+|K-M|+1)+\frac{B K}{3}\left(\frac{\Sigma}{I_{3}}-\frac{2}{3}\right)  \tag{3}\\
& +\frac{B M \mid}{3}(K+M \mid) \cdots \lambda
\end{align*}
$$
\]

where

$$
\begin{aligned}
& N=\left\{\frac{(\lambda / 2 B)^{1 / 2} S!}{2 \pi^{2}\left[(S+(k-N i) \mid]^{3}\right.}\right\}^{1 / 2} ; \quad x=\left(\frac{\lambda}{2 B}\right)^{1 / 2} \theta^{2} \\
& B=\frac{\hbar^{2}}{2 I} ; e=0,1,2, \ldots ; \quad k, M=0, \pm 1, \pm 2, \ldots
\end{aligned}
$$

In this notation, $I_{3}$ is the moment of inertia about symmetry axis $\ell_{3}$ and $I=I_{1}=I_{2}, \quad L_{S}^{\left|K-M_{1}\right|}$ is an associated daguerre polynomial. The above result is valid when $\lambda \gg B$.

The first term in $E_{\text {SKA }}$ represents the energy of hindered motions which, although influenced by all three degrees of freedom, is actually determined by only two numbers. We see that by ignoring the small energies of free rotation, terms proportional

[^11]to $B$, the model describes the dynamical behavior of symmetric molecules as a system with two effective degrees of freedom, in fact, a two-dimensional isotropic oscillator. The energy structure of the rotator will thus appear as a set of complicated levels due to free rotations superimposed upon the equally-spaced hindered-rotation levels.

Evidently not all possible rotator states given by Equation (2) are admissible. The reason for this follows from the restriction to small angles. The expectation value of $\theta^{2}$ in a given state,

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle=\left(\frac{2 B}{\lambda}\right)^{1 / 2}\left(2 e_{3}+|K-M i|+i\right) \tag{4}
\end{equation*}
$$

can be used to provide an estimate of our small-angle approximation, so the model breaks down for large values of $S$ and $|K-M|$ where $\left\langle\theta^{2}\right\rangle$ is no longer small. Our description also ceases to apply when the energy available for rotation is so large that the molecule effectively rotates without hindrance. This effect corresponds to the limit of weak field and is not derivable from the present results.

Linear molecules can be treated as a special case of the solution just obtained. Since there is no rotation about the molecular-axis the angle $Q$ and quantum number $K$ do not exist; consequently the model for linear molecules is the same as that for symmetric molecules with $K=0$ and the factor $(Z i i)^{-Y z}$ removed from normalization constant $N$. It can be seen that the strong-
field approximation leads to the same description of hindered rotation regardless of the number of degrees of freedom available to the molecule. The difference in dynamical behavior of the two systems therefore lies in free motion. From Equation (3) we observe that the energy of a symmetric molecule can undergo a small change by a change in $K$ and $M$ which still leaves $|K-M|$ the same. Physically this would correspond to altering the rotational frequency about the symmetry axis, and since relative orientation of $\mu$ and $E$ is not affected the process requires only a small amount of energy. On the other $h$ and, in the case of the linear molecule, this is not possible, and any change in energy affects both hindered and free rotations.

The model has not yet been satisfactorily generalized to the asymmetric molecule. The method of orthogonal transformations, successfully employed by Wang ${ }^{(5)}$ in treating the free asymmetrical top, requires considerable numerical work and is probably not promising. However, as seen earlier, hindered rotations appear to be insensitive to system symmetries, then in the limit of strong field the symmetric model should provide a good approximation since terms introduced by the asymmetry are of the order of free rotation energies.

The hindered rotator model just proposed is suitable for use in calculating differential cross sections. For scattering from a single molecule the expression to be evaluated is of the form (6)

$$
\begin{equation*}
\left\langle\alpha \alpha^{\prime}\right\rangle_{T}=\left\langle S_{K M}\right| e^{i t H ~ i k \cdot \underline{b}_{\alpha}-i t H} e^{-i k \cdot \underline{b}_{\alpha^{\prime}}} \mid e^{-K M\rangle} \tag{5}
\end{equation*}
$$

where $\underline{b}_{\alpha}$ is equilibrium position of $\alpha^{\text {th }}$ nucleus measured with respect to center-of-mass of the molecule and subscript T denotes average over molecular and electric field orientations. The result can be conveniently expressed as a power series in $1 / 4 \xi$, where $\xi=(2 B / \lambda)^{-1 / 2}$. For symmetric molecules we obtain

$$
\begin{align*}
& \left\langle\alpha \alpha^{\prime}\right\rangle_{T}=4 \pi \sum_{l, k} j_{l}\left(k b_{\alpha}\right) j_{l}\left(k b_{\alpha^{\prime}}\right) Y_{l}^{k^{*}}\left(\hat{b}_{\alpha}\right) Y_{l}^{k}\left(\hat{b}_{-\alpha^{\prime}}\right)  \tag{6}\\
& \quad(x)\left\{1+\frac{\left(1+l^{-2}\right)\left[l(l+1)-k^{2}\right]}{2 \xi\left(1-e^{-2 \nu}\right)}\left\langle l^{-\lambda)} e^{i t \sqrt{2 \lambda B}}+l^{-i t \sqrt{2 \lambda B}}\right\}+\mathbb{V}\left(\frac{1}{i 6 \xi^{2}}\right)\right.
\end{align*}
$$

where $\dot{d}_{\ell}$ is a spherical Bessel function, $\stackrel{\hat{b}}{\alpha}$ is the direction of $\alpha^{\text {th }}$ nucleus measured in the body system, and $\nu=\sqrt{2 \lambda B} / k_{B} T$. Average over molecular orientations has been computed using all possible states. In cases where this is not consistent with the molecular model, the appropriate partial sum can be performed without difficulty. Corresponding expression for linear molecules is given by the $k=0$ terms.

The first term in Equation (6) represents the contribution due to elastic scattering while the two time-dependent terms
correspond to one-quantum inelastic scattering in which neutron energy is increased and decreased respectively by an amount $\sqrt{2 \lambda B}$ This rather large energy transfer may be interpreted as the hindered rotation peak, which has been observed in cold-neutron scattering from water ${ }^{(3,7)}$ and ammonium halides (8). In fact, the same type of energy transfer can also be obtained by treating the rotator as an ordinary oscillator with frequency equal to $\sqrt{2 \Lambda B} / \hbar$, and in this respect the nature of approximation in Nelkin's model ${ }^{(9)}$ for treating hindered rotations in water is demonstrated. Aside from this aspect little similarity exists, particularly in the intensity factors and the manner in which molecular constants enter, between Nelkin's calculation and the present treatment, which within the small angle approximation represents a fairly rigorous and formal calculation of scattering by systems with only rotational degrees of freedom. ${ }^{+}$

The general expression for $\left\langle\alpha \alpha^{\prime}\right\rangle_{T}$ contains terms corresponding to multiple-quantum transitions. These terms do not appear because they are of order $1 / 16 \xi^{2}$ and higher. It should be evident tiat in arriving at Equation (6) we have ignored free rotations, for otherwise energy exchange will involve free-rotation energies and, as in the free rotator calculation, the average over molecular orientation cannot be given in closed form. When free rotations are considered, a broad distribution of energy transfer

[^12]centered roughly about each hindered-rotation peak can be expected. It was mentioned earlier that free rotations of a symmetric molecule can be excited independently of the hindered modes; consequently there will appear in the neutron distribution low-energy peaks. Such peaks do not exist for linear molecules.

By taking terms with $\nu=\nu^{\prime}$ and $\left.\nu_{\neq 1}\right)^{\prime}$ we obtain from Equation (6) contributions to the cross section due to direct and "inner" (interference within the same molecule) scatterings. The contribution due to "outer" (interference from different molecules) scattering is given by

$$
\begin{align*}
\left\langle\alpha \alpha^{j}\right\rangle_{T}^{c} & =\left\langle\rho_{\mid k M}\right| e^{i k_{v} \cdot b_{\alpha}}\left|\rho_{k M}\right\rangle_{T}\left\langle\rho_{k M}\right| e^{-i \underline{k}_{v} \cdot \underline{b}_{\alpha^{\prime}}}\left|\rho_{k M}\right\rangle_{T}  \tag{7}\\
& =j_{0}\left(k, b_{\alpha}\right) j_{0}\left(k_{1} b_{\alpha^{\prime}}\right),
\end{align*}
$$

where we have assumed that average over electric field orientation can be performed separately for each molecule, the assumption of no angular correlation previously noted. For this reason the outer scattering is purely elastic which is characteristic of all independent-particle models.

Finally we mention that the mass-ratio expansion discussed by Zemach and Glauber ${ }^{(6)}$ can be applied to the present model. For direct scattering by linear molecules the difference in the free rotator results and that obtained for the hindered rotator first appears in the term proportional to $\left(M / M k_{0} b\right)^{2}$ where $M$ is the "effective" rotational mass, $m$ is neutron mass, and $k_{0}$
is the magnitude of its initial momentum. As we would expect, the distinction between hindered and free rotations vanishes as incident neutron energy becomes large.
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## PREFACE

A conference on the subject of neutron thermalization was held at the Brookhaven National Laboratory from April 30 to May 2, 1962, precisely four years after the close of the last thermalization conference, the Gatlinburg conference of April 28-30, 1958. The subject of thermalization, which concerns the approach to thermal equilibrium and the manner of the equilibrium distribution of neutrons in matter, has elicited a great deal of interest in the meantime. While the seventeen papers contributed at Gatlinburg could be assembled into a single, convenient volume, presenting the seventy Brookhaven papers has required four weighty books.

The Brookhaven conference was conducted as a "reporter" conference. The technical papers which were submitted were sorted into six categories, viz., the experimental and theoretical aspects of the "scattering law," of spectra in infinite media, and of transient phenomena. A reporter was chosen for each of the six topics, and was asked to prepare a talk which would contain an appreciation of the technical papers. The reporter talk, followed by a general discussion constituted each session. Thus, the individual papers were not presented, though copies were available to all who attended, and are presented in these proceedings. (While the papers from our Soviet colleagues were received too late for discussion at the conference, translated versions will also be found in these volumes.)

The success of a technical conference is always due to the efforts of many people. We must first thank the reporters and authors for the fine quality of their contributions. Mr. Robert Brown of Brookhaven's Graphic Arts Division was responsible for the prompt publication of the proceedings and for having more than ten thousand copies of the technical papers ready in time for the conference. Mrs. Mariette Kuper and Mr. Edward Bergin and their staffs directed the mechanics of the conference with skill and aplomb, while several members of the Theoretical Reactor Physics Group made important contributions to its planning and execution. In particular, we should thank Drs. Paul Michael and Henry Honeck, and for his kind encouragement throughout, Mr. Jack Chernick, the Group's Director.
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NEUTRON SPECTRA IN LATTICES AND INFINITE MEDIA
A. Experimental Aspects

# Status of Neutron Spectra Measurements* 

J. R. Beyster<br>General Atomic<br>John Jay Hopkins Laboratory for Pure and Applied Science San Diego, California

*GA - 3176
Project 48.01
U. S. Atomic Energy Commission

Contract AT(04-3)-167, Project Agreement No. 2

## I. Introduction

There have been discussions at this conference of the experimental status of scattering law determinations and discussions of the theoretical procedures used to interpret and extend these measurements. In addition, H. Honeck ${ }^{1}$ has discussed the analytical and numerical procedures used to predict reactor neutron spectra and reaction rates using the best scattering laws available for the common moderators. He has pointed out how well much of the experimental data, especially that on reaction rates in actual lattices, can be fit by approximate procedures which preserve only certain important properties of the scattering law. In this paper the status of differential neutron spectra (experiment and theory) will be discussed and existing discrepancies whether of new or old origin pointed out.

Ultimately most spectral investigations are performed for reactor technological reasons. Reliable tested methods for predicting neutron spectra in reactor cores, reflectors, or shields are badly needed and it has been the primary objective of those working in the field to find these methods. Specifically, experimentalists have one of three possible objectives in measuring spectra:

1. to measure or infer information on scattering laws,
2. to perform a check on the adequacy of the physics and transport approximation made in typical problems, and
3. to measure a spectrum for a specific practical application. The first and third objectives are of rather limited usefulness. In the first case neutron spectra are in general not extremely sensitive to the details of a scattering law so very high precision of measurement of spectra whether they be steady state or time dependent is required - even then a mbiguous interpretations are hard to avoid. However, differential spectra if measured precisely, can indicate qualitatively where either better physics information or refinements in theoretical methods is required. For example at present it is clear that at neutron energies above 0.1 ev , for most common moderators, better scattering law information is needed. These methods then are capable of checking the adequacy of various approximations (physical and numerical) for general classes of problems encountered in reactor analysis and are thus of considerable utility.

Next let us review briefly the procedures used for measuring or inferring neutron spectra from measurements and discuss the current status of the experimental results for the common moderators, pointing out where possible the work that needs to be done experimentally and the best approach
to these experiments. It has not been possible here to refer to every paper submitted to this conference which has some bearing on spectra, but general conclusions based on the general run of experiments will be given.

## II. Basic Experimental Methods

There are two basic techniques normally for inferring or specifying neutron spectra. These are: 1) direct measurements, and 2) indirect measurements of spectral index - usually done by foil activation procedures.

Having established the motivations for making spectral measurements one is next inclined to ask what precision is needed in the measurements. In general, spectral experiments require relatively high precision since theoreticians desire to make comparisons at experimental tie points they can rely on to be correct. Various workers suggest a need for precision in various parameters as the criteria. Since the product of cross section and flux always occur in reactor analysis, normal cross section precision of about $1 \%$ accuracy is often suggested as an acceptable error. This is a very severe requirement and not really realistic. Normally the product of $\phi$ and $\sigma$ is integrated over a fairly wide energy interval before use in any reactor analysis code. This certainly decreases, due to the existence for example of conservation effects, the requirement for precision in the relative flux. Relative flux variations of 5 to $10 \%$ are usually acceptable before errors in integrated quantities exceed

1 to $2 \%$. Even this is not a truly realistic approach to the matter of precision. What one wants to know well is a quantity like $\eta \mathrm{f}$ (fission neutrons produced per capture in a typical cell) which contains ratios of reaction rates and is relatively insensitive to spectra. Temperature coefficients of reactivity, on the other hand, place a relatively high precision requirement on temperature determinations of $\eta \mathbf{f}$, na mely $0.1 \%$ accuracy.

Experimentalists measuring neut ron spectra should strive to produce experimental data which will not prove to be the limiting factor in comparisons between various theoretical approaches. A fairly safe rule to follow today is that 5 to $10 \%$ accuracy in relative spectral shapes should be an experimental objective.

In this paper results and potentialities of the direct spectral measurement technique will mainly be reviewed. However, since an appreciable a mount of work is still being done by foil activation procedures, this method will be discussed briefly first.

## Integral Methods of Spectral Measurement

This technique consists in general of measuring some index of the neutron spectrum by determining relative reaction rates in bare and cadmium covered absorbers.

Common materials used are: lutetium, europium, plutonium, $\mathrm{U}^{235}$, etc. Good fast to slow indices are provided by $\mathrm{Lu}^{176}$ to $\mathrm{U}^{235}$ ratios and $\mathrm{Pu}^{239}$ to $\mathrm{U}^{235}$ ratios. These measurements often have the advantage that they give one very nearly what is needed for reactor analysis, i.e., reaction rates or ratios the reof. However, very often they do not satisfy the exact need and some method must be found to infer the desired answers from the measured quantities. In general, one can proceed two ways: 1) a spectrum can be constructed from the data by the methods of Wescott, Campbell, Freemantle, etc., 2) one can utilize theory to calculate directly measured quantities (the activations for example). In the first method the low energy spectrum is represented by a Maxwellian plus a $\lambda / E$ tail which joins at some cutoff energy. The parameters describing the spectrum are the Maxwellian temperature $T, \lambda$, and the cutoff condition. Usually something like a linear fall off from 4 to 1 KT is postulated for the epithermal spectrum. A comparison of spectra determined in the same assembly by integral and differential measurements is shown in Figure 1. These measurements were reported at the Second Geneva Conference by Poole, Campbell, and Freemantle. ${ }^{2}$ It is clear that at least in this specific example one has lost a great deal of precision in doing things this way. From a qualitative point of view this procedure is useful for correlating data from various laboratories since effective temperatures which depend on


Fig. 1 oberved epithermat spectra (ipectra alter wbtraction of Mameelian component) for two typical boric acid solutions Energies are plotied in terms of $E_{T}(=k T$ for the neutrons $)$ Comporable epithermal spectro according to the prescription used in the integral experiments ore else shown, together with the position $(A)$ for the equivalent sharp cut-off in the $\frac{\lambda}{E}$ tonl
the hardening parameter $\Sigma_{\mathrm{a}} / \xi \Sigma_{\mathrm{S}}=\Delta$ can often be inferred by methods like that of Coveyou, ${ }^{3}$ namely $\mathrm{T}=\mathrm{T}_{\mathrm{m}}(1+.91 \Delta)$. Figure 2 shows the spectral work of Reichardt and Burkart ${ }^{4}$ reported to this conference together with that for a number of other experiments. A general tendency for the data to behave as one would expect from some simple model of neutron scattering like the heavy gas law is about all that is apparent. Also a general tendency toward disagreement among experimenters on the magnitude of the temperature dependence seems apparent.

The second method of analysis in current use for interpretation of activation data has been discussed by H. Honeck. ${ }^{1}$ It would appear that when proper transport codes are used to calculate the measured activation curves in both heavy and light water lattices, relatively good agreement can be obtained with experiment.

In summary, the foil activation technique is rather limited in the detail with which it lends itself to predictions of spectra. Assumptions based on simple energy dependences (i.e., Maxwellian plus $\lambda / E$ tails) are not in general valid when resonance absorption is prevalent, or when a strongly hardened spectrum is present, whether produced by $1 / v$ absorption or a more complicated energy absorption dependence. It would appear far more profitable to


Fig. 2 Plot of $\frac{T_{N}-T_{M}}{T_{M}}$ versus absorption cross section $\begin{aligned} & T_{N} \text { neutron temperature } \\ & T_{M} \text { moderatur temperature }\end{aligned}$

- values obtained by the spectra measurements (mean of the results from the 15 cm and 30 cm cube)
$x$ relative energy shift of the spectra from the surface of 15 cm cube
- results of Poole
$\Delta$ results of the Lutetium folls measurements (casel)
- results of the Lutetium foils measurements (caseII)
compare activation measurements with direct numerical predictions of this quantity rather than attempting to construct equivalent spectra. Precise integral activation measurements can serve a very useful purpose in reactor analysis since spatial resolution is good and cell distortion minimal. These are conditions hard to satisfy in differential spectral determinations because of re-entrant tube perturbations.


## Differential Spectrum Determinations

The conditions for a good spectrum experiment are not necessarily easy to specify completely. They depend, to a large extent, on what measurements are desired. Spectra that are subject to measurement can be of the following types:

1. Homogeneous - infinite medium
2. Homogeneous - one-dimensional
3. Homogeneous - two-dimensional
4. Homogeneous - with temperature gradient
5. Heterogeneous - one-dimensional
6. Heterogeneous - two-dimensional
7. Heterogeneous - with temperature gradient
8. Time Dependent Spectra

## 9. Diffusion Cooled Spectra

10. Diffusion Heated Spectra

Obviously conditions which one tries to eliminate in one class of spectrum measurement are exactly those which one desires to study in another class. In the time permitted here it is not possible to discuss in detail each experimental technique but it is informative to review where the various experimental techniques are useful.

The regions of usefulness of the Poole or chopper technique depend again on what equipment one has available since there is a considerable region of overlap. Accuracy of both methods is influenced by the ability to measure or calculate accurately the energy sensitivity of neutron detection devices. The usefulness of the Poole technique is limited by the time widening of the neutron burst due to assembly characteristics, since no auxiliary attempts to chop the neutron beam are made. The same type of problem arises in the use of a chopper for time-of-flight measurements in that burst width from the chopper will limit experimental resolution. However, somewhat better control is provided than with the Poole technique. Disadvantages of the chopper method are, however, the necessity for making large corrections to the experimental data for the energy dependent chopper transmission.

The existence of time dependent backgrounds and collimator alignments are other critical considerations.

Let us next consider resolution requirements. No discussion of resolution requirements in integral spectra measurements was made since this is not really an adjustable quantity. One takes what one can get, and hopes it is adequate. It can be shown that the uncertainty in the measured neutron flux at any energy is proportional to the second time derivative of the spectrum at that point, according to the relation

$$
\phi(\mathrm{t})_{\text {true }}=\phi(\mathrm{t})_{\text {obs }}\left[1-\frac{1}{2 \phi(\mathrm{t})}\left(\frac{\mathrm{d}^{2} \phi(\mathrm{t})}{\mathrm{dt}^{2}}\right) \int_{-\infty}^{+\infty} \lambda^{2} \mathrm{R}(\lambda) \mathrm{d} \lambda\right]
$$

In general, if one wishes less than $1 \%$ distortion in the spectrum due to resolution he will find (except in a resonance region) rather poor energy resolution possible in the experiments. Figures 3 and 4 illustrate this point. Figure 3, reported by M. J. Poole, shows requirements for approximately $1 \%$ precision of measurement both in the Maxwellian and $1 / E$ energy regions and also the energy resolution being used in various experimental spectral determinations.

In general, the statement can be made that meaningful neutron spectra can be measured for any moderator by either technique up to 10 ev . These


Fig. 3 Resolution for ideal spectra experiment compared with actual


Fig. 4 Resolution from spectra work
measurements are of the precision necessary for rigorously checking theoretical predictions. Above 10 ev the Poole technique has many advantages for non-multiplying systems. For highly multiplying systems the chopper method is in general better. Combinations of the two methods for steady state spectral studies have been devised and can extend the general usefulness of either method.

Figure 4 shows what has been used in some of the work to be reported today. The upper chopper curve is the resolution used in Zenith measurements of graphite spectra. The lower chopper curve is what would seem to be reasonable to obtain with present slow choppers.

The next point worth mentioning is that there are very easy analytical methods of correcting the time spectrum in Poole experiments which should be used. These techniques, due to D. E. Parks, ${ }^{5}$ permit one to calculate the first time moment for any neutron energy (mean emission time). There is simply no need to guess this quantity any more. This places pulsed spectra measurements on a completely objective basis even for heavy moderators such as graphite. Calculations of mean emission time for graphite are shown in Figure 5.

Other general considerations in making differential spectral measurements which should be mentioned are the following:


Fig. 5 Calculation of mean emission time for graphite

1. Spectra measurements in arbitrary unpoisoned geometries are hard to understand. This problem is complicated by spatial effects. Simple interpretations of results are not likely.
2. Spectra measurements in the direction of a flux gradient $-0^{\circ}$ flux leakage spectra are hard to understand. Correction procedures for determining the scalar flux from an angular measurement are not as yet verified.
3. One must watch beam extraction techniques since spectral perturbations are possible. The scatterer techniques should never be used near discontinuities.
4. Lattice studies by direct measurements are very hard to do. Beam extraction can perturb measured quantities severely. In addition, these techniques presently lack sufficient spatial resolution.
5. Energy sensitivity of neutron detectors for these measurements should always be measured relative to a standard rather than calculated.

## III. Measurements

Infinite Homogeneous Medium Spectra
Calculations of infinite medium neutron spectra represent one of the
simplest integral applications of scattering law data. What is meant here is that the neutron flux is flat at all energies, no transport of neutrons in or out of a typical volume exists, thus only the competition between thermalization and absorption determines the spectrum. In general, if one desires to check the adequacy of proposed scattering laws for a moderator, in an integral way, this is the place to start. Leakage and transport effects together with selfshielding difficulties should be avoided. This means that homogeneous absorption should be utilized, and measurements where there is either a flux gradient or a large second derivative $\left(\mathrm{B}^{2}\right)$ of the flux should be avoided. Once this situation is under control for a moderator then it is proper to proceed to finite medium studies. The ability to solve this problem for a moderator is a very great step forward since it is then not too large a step to the practical problem of predicting reaction rates in fuel and absorbers present in a reactor. Workers in this field have been, M. J. Poole, R. Slovacek, K. Burkart, and W. Reichardt, and the General Atomic group.

The mathematical expressions with which one tries to calculate the measured spectrum or its average properties are:

$$
\begin{align*}
& -D \nabla^{2} \phi(\mathrm{E})+\Sigma_{\mathrm{t}} \phi(\mathrm{E})=\int_{0}^{\mathrm{E}_{\mathrm{m}}} \phi\left(\mathrm{E}^{\prime}\right) \Sigma\left(\mathrm{E}^{\prime} \rightarrow \mathrm{E}\right) \mathrm{dE}^{\prime}+\mathrm{S}(\mathrm{E})  \tag{1}\\
& \mathrm{E}_{\mathrm{O}}  \tag{2}\\
& \int_{0} \phi\left(\mathrm{E}^{\prime}\right) \Sigma_{\mathrm{a}}\left(\mathrm{E}^{\prime}\right) \mathrm{dE}^{\prime}=\mathrm{E} \phi(\mathrm{E})\left[\xi \Sigma_{\mathrm{S}}(\mathrm{E})+\gamma \Sigma_{\mathrm{a}}\right]
\end{align*}
$$

The first equation is the neutron balance equation written in diffusion approximation. Leakage plus scattering and absorption losses from a unit cell are set equal to neutron gains from neutron upscattering and downscattering. The second equation is a conservation condition on the spectra which simply states that the total scattering across threshold $E_{o}$ must equal the total absorption below it. This expression is used to check the validity of a measured spectrum. If it is not satisfied, one does not have infinite medium conditions for the spectrum measurement.

Results from various laboratories in general indicate that spectra can be better predicted with a bound hydrogen scattering kernel, such as that proposed by Nelkin, than with a free hydrogen kernel. The spectra are 15 to $20 \%$ differ ent than those predicted by free hydrogen models and in general are harder. Reaction rates calculated using the bound spectra are some $5 \%$ different than those using free hydrogen. Figure 6 shows differential experimental results taken at Karlsruhe compared to predictions of the Nelkin water model. A very unusual occurrence is evidenced here, namely the theoretical spectra (dashed curve) is higher than the experimental in the joining energy region around 0.1 ev . This is not in agreement with spectra measured by Poole in England or Beyster et al. at General Atomic. Length of flight path and size of assembly


Fig. 6 Neutron spectra in pure water and boron acid solutions,
30 cm cube
Maxwellian fit to the thermal part of the spectra
were less in this new experiment than that used in previous work. However, the reason for this disagreement is not at all clear at present and should be ascertained in the near future. The spectra measured for boron and cadmium absorption (taken at General Atomic) are shown in Figure 7. These spectra on cadmium agree with Poole's independent data to within $10 \%$ at the same poison concentrations. Both spectra show hardening and agree relatively well with infinite medium spectrum theory using Nelkin's water kernel. Erbium has also been studied under infinite medium conditions at several laboratories and shows good agreement with theory (Figure 8). The study of the effect of the erbium resonance on neutron spectra in water systems is extremely important since the erbium resonance structure is not unlike that of $\mathrm{Pu}^{239}$, often a very important source of reactor absorption after relatively long reactor burnup. It will be observed that the very large erbium resonance perturb the spectrum relatively little in water assemblies since qualitatively there is such a high probability of scattering over the resonances. Gadolinium absorption spectra have also been measured and agree relatively well with analytical predictions. In fact, of the various homogeneous situations studied, only samarium absorption has given really peculiar results. The spectra are too hard and the neutron conservation condition (Figure 9) fails. These are General Atomic measurements. It is a long standing problem. Disagreements


Fig. 7 Neutron spectra measured in cadmium and boric acid


Fig. 8 Neutron snectra in water posjoned with erbium


Fig. 9 Neutron spectra in water posioned with samarium
both in relative shape and in the neutron conservation condition of roughly twenty percent are apparent. Since samarium in thermal reactors overrides the effects of all long lived poisons, the importance of resolving this problem is obvious.

A general conclusion which can be drawn from the infinite medium spectrum measurements in water is that even more molecular binding is called for in the model, especially between 0.1 and 0.4 ev neutron energy. Differential measurements to substantiate this conclusion are clearly needed.

For polyethylene, experimental data has been available for some time. D. Goldman ${ }^{6}$ at KAPL has recently constructed a scattering law, based on the Nelkin model, and the comparisons between theory and experiment are shown in Figure 10. The agreement is really excellent. The effect of binding on the neutron spectra can be evaluated in an integral sense by calculating the average $1 / \mathrm{v}$ cross section for the spectra assuming bound and free polyethylene kernels. These two methods of approach give average cross sections differing by some $16 \%$, a significant number. Polyethylene spectra measured in various matrices at KAPL (Figure 11) using the chopper technique have also been analyzed but the theory tends to differ by some $20 \%$ with experiment which gives a harder spectrum. Water spectra on the other hand, measured with the same apparatus are in agreement with those measured elsewhere.


Fig. 10 Neutron spectra in pure and borated polyethylene


Fig. 11 Neutron spectra in polyethylene

These geometries consisted of thin fuel and moderator (polyethylene) strips so self-shielding corrections are necessary. Here, again, this discrepancy should not be allowed to persist. Either present theoretical techniques are not adequately handling this problem or experimentally there are effects (i.e., leakage or gradient conditions) being overlooked which all workers in the field would like to understand.

Areas where work is needed for this class of experiment is on cleaning up the existing discrepancies enumerated above and proceeding to studies of heated water spectra. The older experimental data indicates that binding effects in water are not important at absolute temperatures of $500^{\circ}$ to $600^{\circ} \mathrm{K}$. This should be verified since these studies indicated the same conclusion for $300^{\circ} \mathrm{K}$ temperatures, which we know now to be incorrect. An experimental apparatus being used to study temperature dependent spectra in water is shown in Figure 12.

## IV. Finite Medium Neutron Spectra

The first objective of this type of measurement is to perform studies of spectra under easily understandable one-dimensional geometrical conditions as similar as possible to those normally encountered in the classic Milne problem. This means that one has something like a semi-infinite one-dimensional slab with a vacuum boundary. All spectra to be discussed here have


Fig. 12 Pressure vessel for measuring neutron spectra at elevated temperatures
been measured in homogeneous or nearly homogeneous media so that one does not observe flux depression and self-shielding effects.

The next question to consider is why one should measure and analyze angularly dependent spectra in finite medium. Clearly from the reactor design standpoint it is most important to understand scalar flux spectra. One does, however, encounter situations in reactor analysis where a knowledge of the angular flux is extremely important. This occurs in control rod analysis and in general in most change-of-medium problems. In the cylindrical lattice or cell problem one finds marked similarities to the Milne problem when one considers the transition region at the interface between fuel and moderator namely a strong neutron sink exists in both cases.

In general finite medium spectra constitute a very good check of calculational techniques. For example questions of spatial and energy mesh size, degree of approximation to the scattering kernel and approximate methods of integration are all amenable to careful study. The work to be reported here is mainly that done at General Atomic during the last year.

In these investigations there are a myriad of quantities which could be measured. Limiting this program to the essentials becomes the problem. Geometrically, two possible arrangements are shown in Figure 13. Intermediate angular measurements are also possible. Beam extraction from the


Fig. 13 Typical geometrical arrangements for measuring neutron spectra in finite mediums
assembly can be attained either by standard re-entrant hole methods or by the beam scatterer technique. In the present program most of the emphasis has been placed on measurements at 90 and $0^{\circ}$ with occasional check points in between. The $90^{\circ}$ measurements essentially establish the scalar flux whereas the $0^{0}$ measurements specify the spectrum of the angular flux (not current) in this specific direction. The scalar flux is of course defined as the integral over all angles of the angular flux. The slab thickness to be used in the investigation can and should be varied. It is of course essential in these experiments to emphasize the study of situations where strong spatial gradients exist rather than flat flux conditions.

Scalar flux measurements have been made in slabs of pure water, boric acid solutions, and in an effectively homogeneous multiplying assembly. Two typical examples are shown in Figures 14 and 15. The first example is the scalar flux determination in the center of a four-inch slab of pure water. Various calculations of the spectra using the integral transport code THERMOS are given. The top curve is a calculation assuming only a $P_{o}$ scattering law whereas the dotted curve has been calculated including many refinements. A diagonal $P_{1}$ kernel is used together with the $P_{o}$ kernel to describe anisotropic scattering. An anisotropic source specified in diffusion theory approximation and transverse leakage corrections for the geometry are all used. The Nelkin


Fig. 14 Scalar neutron spectrum measured in pure water


Fig. 15 Scalar neutron spectrum measured in multiplying and non-multiplying media
bound hydrogen scattering model is used. One does not expect theoretical and experimental spectra to agree below 0.01 ev neutron energy because of the method of beam extraction. Above this energy, however, good agreement is attained. Figure 14 illustrates that even for scalar flux determinations the calculated spectrum depends on geometrical and kernel refinements. Figure 15 shows calculated and measured scalar flux spectra in the subcritical assembly. Here, again, good agreement is obtained between theory and experiment.

Difficulties to be encountered in the performance of $0^{\circ}$ spectrum measurements are indicated by the calculations shown in Figure 16. It is clear that only in the last centimeter from the edge of the slab does one encounter rapid spectral variations. This fact puts a stringent requirement on spatial resolution in any angular flux measurement. The next two figures illustrate some of the current problems with the fitting of the experimental data. In Figure 17 the leakage spectra from a two-inch slab of poisoned water is shown. Residual disag reements after the anisotropy of source and scattering in $P_{1}$ approximation have been corrected are about $15 \%$. The source anisotropy is taken into account in both THERMOS and DSN by assuming the diffusion theory angular distribution

$$
S(E, X, \mu)=\phi(E)\left[\frac{Q(x)}{2}-\frac{3}{2} \mu D(E) \frac{d Q}{d x}\right] .
$$



Fig. 16 rHERMOS calculations for a 2 inch slab of boric acid


Fig. 17 Leakage neutron spectrum from a 2 inch slab of boric acid

In Figure 18 for pure water the residual disagreements are about $40 \%$. For all of the larger slabs the magnitude of disagreement is around $40 \%$. Both codes DSN and THERMOS appear to give the same result at present. Leakage spectra ( $0^{\circ}$ flux) measured in multiplying geometry also disagree by a large amount with theoretical predictions. Thus very little chance exists that a subtle source geometry effect is perturbing the measured spectrum.

The explanation of the large disagreement encountered in the study of angularly dependent spectra is not obvious. More refinements $\left(\mathrm{P}_{2}, \mathrm{P}_{3}\right.$, etc.) in the scattering kernel may be necessary. Mesh size used in the calculation may be affecting the predictions. Since this is one of the largest discrepancies existing in the field today a concerted effort to clean it up should be made.
V. Lattice Studies

The understanding of neutron spectra measurements in actual lattices or mock-up lattices is a worthwhile practical objective for people making spectra determinations. The lattice geometries are the most likely to be encountered in reactor design and are thus the problems for which solutions are really desired. The work done for some common moderators will be summarized here. Graphite, $\mathrm{D}_{2} \mathrm{O}$, and water lattices will be considered.


Fig. 18 Leakage flux in pure water from 4 inch slab

The work to be discussed here is mainly the new work reported to the thermalization conference on Calder Hall and Zenith experiments. ${ }^{7}$ An attempt, however, will be made to indicate the over-all status of experiments on graphite systems. The fuel cell studied in Zenith is shown in Figure 19. Although this is strictly speaking a two-dimensional problem the analysis as handled by essentially a one-dimensional DSN calculation. All graphite was effectively lumped into the graphite regions between the fuel materials by increasing the density by 7.7. Although this experiment appears to be an interpretable one, it is questionable that it is a recommended way to go about verifying the adequacy of a graphite scattering law. The two-dimensional geometry and lumped absorption nature of the cell can possibly make agreements between theory and experiment fortuitous. The experimental conclusions reported are: that with the Egelstaff-Schofield kernel, derived from experimental scattering data, one can predict the measured spectrum in the graphite cell. Using standard homogenization assumptions (self-shielding) rather than transport theory, the spectrum did not agree well with experiment. Further it is apparent in Figure 20 that the measured spectrum is in far better agreement with the E.S. spectrum than with either the spectrum calculated using the free gas or Debye kernels.


Fig. 19 Geometry used in the Zenith neutron spectrum measurements


Fig. 20 ROOM - TEMPERATURE ZENITH SPECTRUM

In the paper by J. D. Macdougall ${ }^{8}$ on spectra at the Calder Hall cell edge in a graphite natural-uranium lattice, a clear-cut need for the E.S. scattering law or equivalent is indicated. Although not as severe a check on scattering law or calculational methods as the Zenith work, carbon of mass 12 is clearly ruled out. This spectra, however, shown in Figure 21, is calculated to be slightly softer than experiment as in the Zenith case (Figure 20) indicating an underestimate of the high frequency components of the phonon distribution.

Another set of experiments discussed at previous conferences has been done in graphite at General Atomic under homogeneous conditions. Results are shown in Figures 22 and 23. In this case, as in the latter, the calculated spectrum was very sensitive to scattering law. The kernel used in the calculation was devised by Don Parks ${ }^{9}$ and is based on the frequency spectrum of Yoshimori and Kitano, ${ }^{10}$ derived largely from specific heat data. Thus two different methods of interpretation have been successful in two different experiments. It is thus worthwhile to try to compare the predictions of the two scattering laws for the same case. Figure 24 shows the result calculated for the Zenith lattice. The Parks' kernel was used in calculations of the homogeneous $A$ and $B$ cases for the Zenith lattice. In the $A$ case complete homogenization was used for both kernels and for case B and energy independent


Fig. 21 Neutron spectra in Calder Hall cell


Fig. 22 Neutron spectra in graphite assembly at $323^{\circ} \mathrm{K}$


Fig. 23 Neutron spectra in graphite at $810^{\circ} \mathrm{K}$

self-shielding factor was introduced. In both comparisons the spectra predicted using the Parks' kernel are harder than the E.S. predictions, indicating the presence of higher frequency components in the phonon spectrum in the former case. Clearly, in addition to further typical experimental investiga tions it would be desirable to re-analyze the Harwell data using a two-dimensional representation of the cell plus the Parks' kernel and to re-analyze the General Atomic data using the Egelstaff-Schofield's kernel.

The time dependent spectrum studies (at short times) in graphite reported to the conference by E. Barnard ${ }^{11}$ do not presently indicate the existence of a spectrum harder than predicted by the Egelstaff-Schofield scattering law. At long times, however, after the introduction of the neutron pulse the spectrum is more diffusion cooled than predicted with the Egelstaff-Schofield kernel indicating as before the need for the higher frequency terms in the phonon distribution.
$\mathrm{D}_{2} \mathrm{O}$ Lattices

Here again it is desired to correlate as much as possible spectra measured in homogeneous $\mathrm{D}_{2} \mathrm{O}$ systems with that in heterogeneous situations. First, let us consider the available homogeneous data. It was taken at General Atomic in the geometry shown in Figure 25. The resulting spectrum is shown in

Figure 26. Clearly, we have a situation where the least physically accurate


Fig. 25 Geometrical arrangement used for measuring
neutron spectra in borated $\mathrm{D}_{2} \mathrm{O}$


Fig. 26 Scalar neutron spectra measured in borated $D_{2} 0$
krarnel works the best. The Brown and St. John kernel with an effective mass of 3.9 would fall somewhere in between the results presented. All calculations in $\mathrm{D}_{2} \mathrm{O}$ were done with the incoherent approximation. Butlers' theoretical work in England indicates this assumption is relatively good.

Considering the integral results now, Brown at Savannah River has made foil measurements in fuel moderator configurations and finds a harder spectrum in fuel than predicted by theory using the Brown and St. John's kernel. The same information is indicated by the M.I.T. work where the Brown and St. John flux shapes agreed reasonably well with experiment but here theory also predicts a softer spectrum in the fuel. The comparison between theory and experiment by D. C. Leslie ${ }^{12}$ for the $D_{2} O$ reactor OCDRE shows the same effect. This effect is opposite to that shown by the differential work, Figure 26. It perhaps is worthwhile reasserting at this time the point that although the integral foil method is somewhat sensitive to scattering law it is more sensitive to transport assumptions concerning the leakage from the moderator and transmission properties of the cell. It thus checks these methods most strongly. The differential spectral measurements are, however, more sensitive to scattering law approximations. Some confusion on how to describe low energy $\mathrm{D}_{2} \mathrm{O}$ scattering is thus indicated by the presently available experimental results.

## Water Lattices

Workers on heterogeneous water-uranium lattices have included Campbell and Poole at Harwell using pulsed and integral techniques and Mostovoi in Russia who employed a chopper technique. Experimental geometries used in both cases were typical of those employed in non-heterogeneous investigations, i.e., cylindrical rods were spaced in a water tank. In the English work approximately three centimeter rods were spaced on a four centimeter pitch while in the Russian work approximately four centimeter rods were spaced on a six centimeter pitch. Spectra were measured both perpendicular and parallel to the rods' axes both in the rods and in the water channels between rods. Honeck and Takahashi have attempted to calculate the spectrum in both cases and find measured spectra to be considerably harder than the theoretical predictions. In addition, the necessary spectral neutron conservation laws are not obeyed on these spectra. The current situation is shown in Figures 27, 28 , and 29. The worst disagreements are encountered when the spectra in the fuel and parallel to it are compared to theory.

The situation for these lattices is not entirely unlike that observed for the finite medium leakage spectra reported in Section III. The affect is in the same direction and the disagreements of the same order. However, the experimental problems are far more severe in the lattice case than in


Fig. 27 Neutron spectra in heterogeneous water-uranium lattices


Fig. 28 Neutron spectra in heterogeneous water-uranium lattices


Fig. 29 Neutron spectra in heterogeneous water-uranium lattices
the Milne case. A clear-cut need for further experimental lattice work in clean geometry exists to straighten out the present problems.

At present some suggestions for future experimental work are in order. It is now clear that spatial gradients introduced by source position strongly influence angular spectra. It is thus necessary to guarantee in lattice work that these gradients, and for that matter bucklings, are very small relative to those established by the lattice structure. This can best be assured if the measurements are made in a multiplying system. Flux flattening can be attained for this work with system multiplications of 10 or so. In addition, methods of beam extraction can perturb the measured spectrum strongly when the hole introduced into the lattice is $1 / 3$ or more of the rod or channel size. Thus small re-entrant tubes must be used if good spatial resolution, with no attendant flux perturbation, is desired. It would appear that investigations in which flux averages are measured over many lattice cells would be a less ambitious first course of action. Foil work also has many distinct advantages for this class of experiment. Good spatial resolution with little or no perturbation of measured quantities can be obtained. In addition one often measures the quantity desired directly in a practical reactor problem, namely the activation distribution which can be related to the thermal utilization for the cell. It will be recalled that activation studies reported in the previous paper
by Honeck ${ }^{1}$ for water-uranium lattices indicate the existence of relatively good agreement between transport theory predictions and experiment.
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I. Introduction:

Measurements of the spatial distributions of thermal neutrons in natural uranium, heavy water-moderated lattices have been made with gold, lutetium, and europium in the exponential facility of the K.I.T. Lattice Research Project. ${ }^{1,2,3}$ Gold was used as a $\frac{1}{v}$ absorber to measure the relative neutron density; $L u^{176}$ has a neutron capture resonance at $0.11_{4} 2$ ev with the result that the activation depends strongly on the neutron energy spectrum; Eu ${ }^{151}$ has a $\left(\frac{1}{v}\right)^{2}$ - thermal neutron absorption cross section and also a strong resonance at 0.46 ev . As in the case of lutetium, but to a lesser degree, europium activities depend on the neutron energy spectrum.

The experimental distributions were compared with those calculated with the THERMOS CODE. 4 THERMOS assumes a cylindrical cell centered on the fuel rod and computes the spatial and spectral thermal neutron distribution for various epithermal cutoffs. The Brown - St. John kernel is used in these calculations. Several integral properties of the cell, such as average velocities and activity distributions for various detectors, are also computed. II. Experimental Technique:

The M.I.T. Heavy Water Lattice Research facility consists of a well shielded tank containing the lattice and heavy water and fed
from the bottom by a special source arrangement utilizing the M.I.T. Reactor thermal column. Measurements made to date have been in a 4 -foot diameter tank containing lattices of 1.010 inch diameter, aluminum clad, natural uranium metal rods on triangular pitches of 4.5 -inches, 5.0-inches, and 5.75-inches, respectively. Experiments are presently being performed with 0.250 inch, 1.03\% $\mathrm{U}^{235}$ metal rods, on spacings of 1.25 -inch, 1.5 -inch, and 1.75 -inch, respectively.

Intracell flux traverses were made in the central cell inside a split fuel rod and on thin aluminum foil holders strapped to the rod and extending out into the moderator both toward the next adjacent rod and to a point midway between the next two adjacent rods, as shown in figure 1 . Aluminum was used instead of plastic, because an early experiment showed that plastic holders depressed the flux by as much as $3 \%$ whereas the effect of aluminum was only about $0.5 \%$. Foils in the moderator were corrected for this flux depression by aluminum. Foils in the fuel were arranged in a spiral pattern to provide maximum foil spacing and minimum flux perturbation, which was computed to be negligible. Flux traverses were made with bare foils and with foils with 0.023 inch thick cadmium covers. The cadmium covered foils were irradiated at the same time as the bare foils, but at different heights in the tank to avoid thermal flux perturbation by the cadmium. An experimentally measured exponential extrapolation length was used to correct for the differences in height. The Au foils were about 2 mils thick, and were weighed accurately to a fraction of a percent. The Lu and Eu foils were very dilute and only a small fraction of a mean free
path thick. They were fabricated by spraying glyptal suspensions of the oxides on 0.005 -inch thick aluminum backing and were calibrated accurately in a uniform flux on a rotating foil wheel. All foils were $\frac{1}{8}$ inch in diameter.

Several measurements were made to determine the effect of macroscopic position on the intracellular flux distribution. Axial and radial macroscopic traverses made with $U^{238}$ foils gave the same shapes as those made with gold, ${ }^{2,3}$ indicating that the thermal and epithermal neutron distributions had the same spatial dependence sufficiently far from the source. Similar macroscopic flux shapes were obtained with lutetium foils. Intracellular gold flux traverses made near the edge of the tank showed only small differences from those made at the central cell. It was concluded that, certainIy in the central cell, the neutron flux was separable into a macroscopic $J_{0}\left(\frac{2.405 r}{R}\right)$ distribution and a microscopic distribution. III. Results:

Measured activity distributions were normalized at the cell edge to those calculated by THERMOS. Two sets of measurements with each detector were made at the three lattice spacings; the results were found to be reproducible to within about one percent. The cell edge was chosen as the normalization point because that is where the thermal neutron distribution is closest to a Maxwellian; calculations of effective neutron temperature are then made relative to the temperature at the cell edge. It was found that, in all cases, the shapes of the experimental activity distributions in the moderator were fit very well by THERMOS. Any differences between theory and experiment would thus appear in the
it was possible to extrapolate the cadmium covered europium activity for 0.023 inch thick cadmium to zero thickness of cadmium. The use of the asymptotic' activity mentioned above and the extrapolated activity made it possible to correct the europium plots to values of the cutoff energy both below and above the 0.46 ev resonance. The experimental activity at the center of the fuel was higher than that predicted by THERMOS by about $3.7 \%$ for an 0.63 ev cutoff and $4.7 \%$ for an 0.19 ev cutoff. Typical results are shown in figures 4 and 5. The discrepancies are perhaps due to the simple model used in correcting the activities of the cadmium covered foils. The simplicity of the model seems to be justified, however, by the fact that the activity of the cadmium covered europium foils is less than $10 \%$ of the total activity and the model applies a correction to this already relatively small effect.

Spectral hardenings from cell edge to rod center were obtained by assigning at these points a maxwellian temperature, at which the average velocity is equal to that of the computed spectrum over the energy range up to 0.23 ev , the beginning of the $\frac{l}{E}$ tail. The neutron temperature changes from cell edge to cell center were, for the 4.5 -inch, 5.0 -inch and 5.75 -inch lattices, $100.9^{\circ} \mathrm{C}, 97.6^{\circ} \mathrm{C}, 94.20^{\circ} \mathrm{C}$, respectively. The temperature changes compare favorably with those computed previously ${ }^{7}$ with THERMOS for l.0-in. natural uranium - heavy water lattices and square pitches of $3.625-\mathrm{in}$. and 4.5 -in.; the temperature changes for these lattices were $100^{\circ} \mathrm{C}$ and $95^{\circ} \mathrm{C}$, respectively. This method of obtaining the changes in neutron temperature seem to be justified by the good agreement between THERMOS and

## IV. Conclusions:

The experimental results show, for the heavy water, natural uranium lattices here treated, that the thermal neutron density can be computed to a high degree of accuracy. In view of the complicated energy dependence of the cross sections of $\mathrm{Lu}^{176}$ and $E u^{151}$, the results for these detectors agree very well with those computed with THERMOS. It should be pointed out that Lu 176 is a better detector than $E u^{151}$, in that it is much more sensitive to changes in the thermal neutron spectrum, and that it does not require an involved correction for epicadmium activity.

Some of the difference between theory and experiment may be due to approximations in the Brown - St. John kernel. H. C. Honeck, of BNL, has recently developed for THERMOS a method for computing a Nelkin type kernel using parameters for heavy water. The theoretical distributions in the above mentioned lattices will be recomputed with this new kernel.

At present, heavy water lattices of 0.25 -1nch diameter, uranium rods with a $0^{235}$ concentration of $1.03 \%$ are being studied. Possible corrections for the finite size of the system, such as leakage, are being studied. The possible failure of the Wigner-Seitz circular cell approximation at small lattice spacings (e.g. $0.25-i n$. rods in a $1.25-i n$. triangular pitch) will also be investigated.
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#### Abstract

Neutron spectra in water and boric acid solutions have been observed by the time-of-flight method and by Lutetium foil techniques. Both methods yield results in good agreement. They show a stronger hardening than those obtained by previous authors. The agreement with the predictions of the Nelkin model is satisfactory.


## 1. Introduction

In 1958 Westcott ${ }^{(1)}$ suggested that $L u^{176}$ might be a good indicator of the "temperature" of thermal neutrons because of its large capture resonance at $0,142 \mathrm{eV}$. Measurements on these lines have been done by G.A. Price (2) and by L.C. Schmid and W.P. Stinson (3). They compared the activity of $L^{176}$ with that of a $\frac{1}{v}$ - detector in heated graphite and showed that the ratio of their activities is a very sensitive measure for the graphite temperature. We have applied this method to determine the hardening of neutron spectra in water poisoned with different amounts of boric acid. When analysing the results using the Westcott convention (4) we found a stronger hardening of the spectra than M.I. Poole (5) had obtained by the time-of-flight method.

The results did not agree, too, with the theoretical predictions of Coveyou's formula (6) and the theory of Brown (7). We therefore started some differential measurements on neutron spectra in aqueous boric acid solutions by the pulsed source time-of-flight technique (5) (8). The results of the differential and the integral measurements are described in this paper.

## 2. Experimental Arrangements for the Time-of-Flight Measurements

The experimental set up for the spectrum measurements by the time-offlight method was essentially the same as that described in ref. 9 . Neutrons were obtained from a pulsed $T(d, n)$ fe ${ }^{4}$ neutron source yielding about $10^{8}$ neutrons per pulse. An evacuated flight path of about 5 m length shielded by 10 cm of $\mathrm{B}_{2} \mathrm{O}_{3}$ was used. Neutrons were detected by a layer of 8 high pressure $\mathrm{BF}_{3}$-counters which fed the counting pulses into a TMC 256 channel time analyser. The collimators were made from boron carbide encased in aluminium or from boron carbide mixed with plexiglas. No difference in the measured spectra using these two sorts of collimators could be observed. The neutron beam from the middle of the moderator assemblies was extracted by conical extraction channels. The angular divergence of the cone was slightly greater than that of the neutron beam which was defined by two apertures in the flight tube. No neutrons from the walls could therefore reach the counters. Because of the conical shape the flux distortion caused by the extraction channels is much smaller than when a cylindrical shape is used.

## 3. Results

As the intensity of our neutron source was not sufficient to do measurements on infinite geometry we have measured the spectra inside 15 cm
and 30 cm cubes. Whereas the leakage from these cubes causes a deviation from the infinite medium spectrum as far as the ratio of thermal to epithermal flux is concerned, it does essentially not affect the shape of the thermal part of the spectrum as the small hardening caused by the leakage loss is compensated to some extend by a "diffusion cooling" effect ${ }^{(9)}$. This will be shown below by comparing the spectra of the 15 and the 30 cm cubes.

The following corrections had to be applied to the measured data:

1. Subtraction of the background which was determined by closing the collimator with a boron carbide-plexiglas plug.
2. Correction for the energy dependent counter sensitivity which was calculated using the data given by the producer (20th Century Electronics).
3. Correction for the neutron losses in the flight path, i.e. transmission through 80 cm of air, $51 / 2 \mathrm{~mm}$ of aluminium, and $0,7 \mathrm{~mm}$ of copper.
4. Correction to the flight time due to the delayed emission of the neutrons from the moderator. This effect was neglected in the epithermal region $(>0,25 \mathrm{eV})$. In the thermal region ( $<0,08 \mathrm{eV}$ ) an average delay time equal to the thermal lifetime $\left[\left(\sum_{a} v\right)_{o}+D B^{2}\right]^{-1}$ was assumed. The average emission time in the transition range ( $0,08-0,25 \mathrm{eV}$ ) was determined by a transmission measurement through a thin sheet of cadmium (for the case of pure water).
5. Resolution corrections because of the finite time spread of the neutron pulse emerging from the moderator. Resolution corrections were applied to the pure water data only. They amounted up to $8 \%$ for the spectrum inside the 30 cm cube but were always smaller than $1 \%$ for the boric acid solutions.

Fig. 1 and 2 show the spectra obtained from pure water and several boric acid solutions for the 30 cm and the 15 cm cube. In addition to the spectra from inside leakage spectra from the surface of the 15 cm cube were measured. These data are plotted in fig. 3.

## 4) Analysis of the llesults

As can be seen from fig. 1 and 2 the thermal parts of the spectra from inside the moderators can be reasonable well fitted by a Maxwellian distribution. They deviate from the Maxwellian shape only below $\sim 0,01 \mathrm{eV}$. ln fig. 4 the data of both vessels are compared by plotting $\phi(E)$ E versus energy. No significant difference between the spectra of the two cubes can be observed. Furthermore the data follow a straight line thus indicating that a Maxwellian distribution is a good fit, which suggests that the concept of a "neutron temperature" is at least a good approximation. The "neutron temperatures" obtained from the slopes of these straight lines are listed in table $I$.

The concept of a "neutron temperature" is not applicable to the leakage spectra. Fig. 3 shows, however, that the spectra have identical shapes in the thermal range but are shifted towards higher energies with increasing boric acid concentration. The thermal part of the leakage spectrum from pure water is well represented by the as mptotic leakage spectrum from an infinite half-plane calculated by Kiefhaber ${ }^{(10)}$ using the Nelkin scattering kernel of water ${ }^{(11)}$. In order to fit the leakage spectra from the boric acid solutions, the Kiefhaber spectrum was shifted by an amount $\frac{\Delta E}{E}$ which agrees well with the $\frac{\Delta T}{T}$ values as can be seen from table $I$.

Table I
Temperatures of the Maxwellian distributions fitted to the measured spectra. The last column shows the relative energy shift of the leakage spectra.

| $\left(\begin{array}{c} \sigma_{\text {a }} \\ \frac{\text { barff }}{} \\ h y d r o g e n \end{array}\right)$ | Spectrum from inside the cubes |  |  |  | Leakage spectrum |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 15 cm cube |  | 30 cm cube |  | 15 cm cube |
|  | $\mathrm{T}_{\mathrm{N}}\left[{ }^{\mathrm{O}} \mathrm{K}\right]$ | $\frac{\mathrm{T}^{-\mathrm{N}^{-T}} \mathrm{M}}{\mathrm{T}_{\mathrm{M}}}$ | $\mathrm{T}_{\mathrm{N}}\left[{ }^{\mathrm{O}} \mathrm{K}\right]$ | $\frac{\mathrm{T}_{\mathrm{N}}-\mathrm{T}_{\mathrm{M}}}{\mathrm{~T}_{\mathrm{M}}}$ | $\frac{\Delta E}{E}$ |
| 0,332 | $292 \pm 4$ | - | $293 \pm 3$ | - | - |
| 1.37 | - | - | 301 ${ }^{ \pm}$ | $0.060 \pm 0.017$ | $0.08 \pm 0.03$ |
| 2.13 | - | - | 328 ${ }^{+5}$ | 0,119 $\pm 0.017$ | - |
| 3.33 | 356 ${ }^{ \pm}$ | $0.215 \pm 0.017$ | $355 \pm 5$ | $0.212 \pm 0.017$ | $0.23 \pm 0.03$ |
| 4.24 | 387 ${ }^{\text {+ }} 6$ | $0.321 \pm 0.021$ | 386-6 | $0.317 \pm 0.021$ | $0.30 \pm 0.04$ |

$T_{N}=$ temperature of the fitted Maxwellian
$T_{M}=$ temperature of the moderator

In the transition region and the epithermal range the accuracy of our data is not sufficient to draw exact conclusions. Therefore no "joining functions" were determined. The ratio of thermal to epithermal flux for pure water in infinite geometry was obtained by plotting $\frac{\phi_{t h}}{\phi_{e p i}}$ versus the effective thermal absorption cross section and extrapolating to its value of pure water. The extrapolation yields a value of 67 which is in good agreement with Poole's result (5).

## Integral Measurements with Lu-Foils.

The integral measurements were performed by comparing the saturation activities of $\mathrm{Lu}^{176}$ and $\mathrm{Cu}^{63}$ in different boric acid solutions contained in a $30 \times 30 \times 25 \mathrm{~cm}$ plexiglas box. This device was irradiated in the pool of the FRM swimming pool reactor in a distance from the graphite reflector where the cadmium ratio was almost independent of space. The size of the container was sufficient to establish an infinite medium spectrum of thermal neutrons in the boric acid solutions. The slowing down spectra were almost the same inside and outside the box because of the surrounding water.

The Lu-foils contained about $1,5^{\mathrm{mg}} / \mathrm{cm}^{2}$ of Latetiumoxide with a purity of $99,9 \%$. They were prepared by a sedimentation technique. The copper foils were punched out of a $8 \mu$ sheet of electrolytic copper and weighed for calibration. The Lu-foils were calibrated relative to a standard by irradiation on a rotating disc in the pool of the FRM.

During irradiations $L u$ and $C u$ foils were combined into "sandwiches". The small thickness of the foils allowed to neglect the self shielding and the mutual activation disturbance. Measurements were performed with bare and with cadmium covered sandwiches (Cd-thickness 1 mm ). The foil activity was determined using $2 \pi$ methan flow counters of high stability. The saturation activity ratios as obtained after the usual corrections for counter losses and radioactive decay are listed in table II. The "graphite" values were obtained in the thermal column of the FRF reactor and will be used for normalisation.

Table II
Saturation activity ratios of $\mathrm{Lu}^{176}$ and $\mathrm{Cu}^{63}$

| $\left[\begin{array}{c} \sigma_{\mathrm{afff}} \\ {\left[\frac{\text { barns }}{\text { hydrogen }}\right.} \end{array}\right]$ | $\frac{\mathrm{c}^{\mathrm{Cu}}}{\mathrm{C}_{\mathrm{Cd}}^{\mathrm{Cu}}}$ | $\begin{gathered} \frac{\mathrm{C}^{\mathrm{Lu}}}{\mathrm{C}^{\mathrm{Cu}}} \\ \text { [arbitrary units] } \end{gathered}$ | $\begin{gathered} \frac{c^{\mathrm{Lu}}-C_{C d}^{L u}}{\mathrm{c}^{\mathrm{Cu}}-\mathrm{C}_{\mathrm{Cd}}^{\mathrm{Cu}}} \\ \text { [arbitrary units] } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| graphite | - | 0,45 (56 ${ }_{5}{ }_{50}$ ) | 0,45 ( $56 \pm 50$ ) |
| 0,332 | 83,0 | $0,45(84 \pm 60)$ | 0,46(23 ${ }^{+} 70$ ) |
| 1,37 | 18,26 | $0,49(19 \pm 75)$ | 0,51 ( $32 \pm 90$ ) |
| 2,30 | 10,71 | 0,51 (25士 77 ) | $0,5(529 \pm 110)$ |
| 3,33 | 6,85 | 0,52(82 ${ }^{+} 80$ ) | $0,5(972 \pm 120)$ |
| 4,24 | 5,60 | 0,54(29 ${ }^{+81}$ ) | $0,6(350 \pm 130)$ |

$$
\begin{aligned}
& C=\text { Saturation activity of the bare foils } \\
& C_{C d}=\text { Saturation activity of the cadmium covered foils }
\end{aligned}
$$

## 6) Analysis of the Lu-Foil Measurements using the Westcott Convention

Following Westcott, ${ }^{(4)}$ we write:

$$
\begin{equation*}
\frac{C^{L u}}{C^{C u}}=G \cdot \frac{\mathbf{g}^{L u}(T)+\mathbf{r s}^{L u}(T)}{1+r \cdot s^{C u}(T)} \tag{1}
\end{equation*}
$$

Here, $g, r$, and $s$ have the well-known meaning while the factor $G$ contains the ajsulute cross sections, the foil thickness, and the counter efficiency. G is only very badly known but can be determined from the graphite measurement: In a thermal column, the neutrons are in thermal equilibrium $(r \approx 0)$ and follow a Maxwellian distribution with moderator temperatur $T_{M}$. We therefore have

$$
\begin{equation*}
\left(\frac{\mathrm{C}^{\mathrm{Lu}}}{\mathrm{C}^{\mathrm{Cu}}}\right)_{\text {graphite }}=G \cdot g^{\mathrm{Lu}}\left(T_{M}\right) \tag{2}
\end{equation*}
$$

from which G is easily derived. Combining eq (1) and (2) yields

$$
\begin{equation*}
\left(\frac{\left.\mathrm{C}^{\mathrm{Lu}}\right)^{*}}{\mathrm{C}^{\mathrm{Cu}}}=\frac{\mathrm{g}^{\mathrm{Lu}}(\mathrm{~T})+\mathrm{rs}^{\mathrm{Lu}}(\mathrm{~T})}{1+\mathrm{rs} \mathrm{~S}^{\mathrm{Cu}}(\mathrm{~T})}\right. \tag{3}
\end{equation*}
$$

where $\left(\frac{\mathrm{C}^{\text {Lu }}}{\mathrm{C}^{\mathrm{Cu}}}\right)$ is obtained by deviding the measured activity ratios through the experimentally determined $G$ factor. For a given $\left(\frac{\left.C^{L u}\right)^{*}}{C^{C u}}\right)$, eq. (3) represents a relation between $T$ and $r$. A second relation is obtained from the cadmium ratio $R_{C d}$ of the copper foils ${ }^{(4)}$ :

$$
\begin{equation*}
\mathrm{R}_{\mathrm{Cd}}=\frac{1+\mathrm{rs}^{\mathrm{Cu}}(\mathrm{~T})}{\mathrm{r}\left(\mathrm{~s}^{\mathrm{Cu}}(\mathrm{~T})+0,437 \sqrt{\left.\mathrm{~T} \mathrm{~T}_{0}\right)}\right.} \tag{4}
\end{equation*}
$$

Combining (3) and (4), $r$ and $T$ can be determined. For this evaluation, $s(T)$ for copper was computed using an excess resonance integral of 2.82 barns (12) and a $2200^{\mathrm{m}} / \mathrm{sec}$ activation cross section of 4.3 barns. $s(T)$ for $L u$ was taken from Westcott's table (13) 1 For $g^{\text {Lu }}(T)$ the values given in table III were used.
${ }^{1}$ Westcott gives $s(T)$ based on two extremely different "joining functions". We found that both of them led to almost identical neutron temperatures. The values in table IV are average values for the two assumptions.

Table III
$g(T)$ for $L u^{176}$

| $\left({ }^{\circ} \mathrm{C}\right)$ | $\frac{\text { Case I }}{\text { g from AECL } 1101}$ | Case II <br> g calculated from the resonance parameteps of Roberge and Sailor ${ }^{14}$ (1st resonance) and Westcott (2nd resonance) |
| :---: | :---: | :---: |
| 20 | 1.7011 | 1.741 |
| 40 | 1.8373 | 1.886 |
| 60 | 1.9769 | 2.035 |
| 80 | 2.1175 | 2.184 |
| 100 | 2.2576 | 2.334 |
| 120 | 2.3957 | 2.482 |
| 140 | 2.5305 | 2.632 |

The $T$ and $r$ values thus obtained are listed in table IV.

Table IV

| $\begin{gathered} \sigma_{\text {aff }} \\ \left(\frac{\text { barns }}{\text { hydrogen }}\right) \end{gathered}$ | Case I |  |  |  | Case II |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(\begin{array}{l}\mathrm{T} \\ \mathrm{N} \\ \mathrm{N} \\ \mathrm{K}\end{array}\right)$ | $\frac{\mathrm{T}_{N}-\mathrm{T}_{\mathrm{M}}}{\mathrm{T}_{\mathrm{M}}}$ | $\mathbf{r}$ | $\begin{gathered} \mathrm{T}_{\mathrm{N}} \\ \left({ }^{\mathrm{N}} \mathrm{~K}\right) \end{gathered}$ | $\frac{\mathrm{T}_{N}-\mathrm{T}_{M}}{\mathrm{~T}_{\mathrm{M}}}$ | $r$ |
| 0,332 | $294,5 \pm 2$ | 0,00(48さ 68 ) | 0,0104 | 294, $5 \pm 2$ | 0,00(48さ68) | 0,0104 |
| 1,37 | $316 \pm 3$. | $0,0(78 \pm 10)$ | 0,0471 | $315 \pm 3$ | $0,0(75 \pm 10)$ | 0,0471 |
| 2.30 | $334 \pm 3$ | $0,1(40 \pm 10)$ | 0,0800 | $333 \pm 3$ | $0,1(35 \pm 10)$ | 0,0802 |
| 3.33 | $359 \pm 4$ | 0,2( $25 \pm 14$ ) | 0,125 | $356 \pm_{4}$ | $0,2(13 \pm 14)$ | 0,126 |
| 4.24 | $385 \quad \pm$ | $0,3(15 \pm 17)$ | 0,151 | $380 \quad \pm \begin{aligned} & \text { ¢ }\end{aligned}$ |  | 0,152 |

It is seen that the neutron temperatures do not depend sensitively on the Lu resonance parameters used.

## 7) ADirect Comparision of the Integral and the Time-of-Flight

 MeasurementsIt is possible to compare the time-of-flight and the integral measurements without use of the "neutron temperature" concept. Therefore, the saturation activity ratios of $\mathrm{Lu}^{176}$ and $\mathrm{Cu}^{63}$ were computed from the measured spectra using the $L u^{176}$ and $C u^{63}$ activation cross sections. Since the time-of-flight measurements are inaccurate in the epithermal region, the subcadmium activation ratios were compared. The computations were performed using

$$
\begin{equation*}
C-C_{C d}=\text { const } \int_{0}^{1 e V} \phi_{o b s e r v e d}(E) \sigma_{a c t}(E)\left[1-E_{2}\left(\Sigma_{C d}(E) d_{C d}\right)\right] d E \tag{5}
\end{equation*}
$$

where $E_{2}\left(\sum_{C d}(E) d_{C d}\right)$ describes the absorption of a 1 mm Cd filter. The Cu activation cross section was assumed to follow a $1 / v$ law while the Lu ${ }^{176}$ activation cross section was calculated from the resonance parameters of Westcott (case I as above) and Hoberge and Sailor (case II). Normalisation was done via the thermal column measurements where the spectrum was assumed to be a Maxwellian distribution. The results are given in table $V$.

Table V
Subcadmium $\operatorname{Lu}^{176} / \mathrm{Cu}^{63}$ activation ratios calculated
from the measured spectra

| $\sigma_{\text {aff }}$ <br> barns/hydrogen | Case I | Case II |
| :---: | :---: | :---: |
| 293 <br> distribution Maxwellian | 0,4556 | 0,4556 |
| 0,332 | 0,4561 | 0,4596 |
| 1,37 | 0,5023 | 0,5082 |
| 2,13 | 0,5345 | 0,5419 |
| 3,33 | 0,5912 | 0,5999 |
| 4,24 | 0,6389 | 0,6485 |

## 8) Discussion

The measurements by the differential and the integral technique are
in good agreement. This is seen by comparing the obtained neutron temperatures (tables $I$ and $I V$ ) and the ratios $\frac{L u-L u^{C d}}{C u-C u^{C d}}$ in tables II and $V$. 2 The differential neutron spectra (fig. 1 and 2) seem to be in a reasonable agreement with those observed by Beyster et al. (8). In fig. 5 the nneutron temperatures" of tables $I$ and $V$ are compared with the values obtained by Poole ${ }^{(4)}$. Though the limits of error overlap, our spectra are apparently always harder than Poole's. The figure also shows a remarkable deviation from Coveyou's formula and Brown's theory. The subcadmium Lu/Cu activation ratios are plotted in fig. 6 (Lu ${ }^{176}$ parameters from Westcott, case I) and fig. 7 (Lu ${ }^{176}$ parameters from Roberge and Sailor, case II) together with a calculation based on the Nelkin model of neutron thermalisation in water. ${ }^{3}$ While for higher boron concentrations the activation ratios as predicted by the Nelkin model agree well with those observed, there might be a small discrepancy for low effective cross sections.
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Fig 1 Neutron spectra in pure water and boron acid solutions, 30 cm cube

Maxwellian fit to the thermal part of the spectra


Fig 2 Neutron spectra in pure water and boron acid solutions,
15 cm cube

- Maxwellian fit to the thermal part of the spectra


Fig. 3 Leakage spectra from the 15 cm cube of water and boron acid solutions _- spectrum computed by Kiefhaber using the scattering kernel of Nelkin


Fig 4 Determination of the neutron temperature

- 30 cm cube
+ 15 cm cube


Fig 5 Plot of $\frac{T_{N}-T_{M}}{T_{M}}$ versus absorption cross section $\begin{aligned} & T_{N} \text { neutron temperature } \\ & T_{M} \text { moderatur temperature }\end{aligned}$
o values obtained by the spectra measurements (mean of the results from the 15 cm and 30 cm cube )
$x$ relative energy shift of the spectra from the surface of 15 cm cube

- results of Poole
$\Delta$ results of the Lutetium folls measurements (casel)
- results of the Lutetium forls measurements (caseII)


Fig 6 Ratio of the thermal activations of $L u^{176}$ and $C u^{63}$ using the Lu ${ }^{176}$ resonance parameters of Westcott

- results of the activations measurements
$\Delta$ graphite value
- results obtained from the spectrum measurements
$x$ results obtained from the Nelkin spectra


Fig 7 Ratio of the thermal activations of $\mathrm{Lu}^{176}$ and $\mathrm{Cu}^{63}$ using the the Lu ${ }^{176}$ resonance parameters of Roberge and Sailor - results of the activation measurements
$\Delta$ graphite value

- results obtained from the spectrum measurements
$x$ results obtained from the Nelkin spectra
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## I. Introduction

In reactor calculations, neutrons are usually considered to be either in a "thermal" group or in one or more higher energy groups and this energy distribution is assumed to be constant throughout a unit cell. In heterogeneous reactors containing regions of high absorption, however, the neutron spectrun can change significantly in different regions of the unit cell with consequent discrepancies between the calculated and the actual neutron economies. Recent improvements in the theoretical method have been developed by Honeck; $(1,2)$ however, very linited experimental data ${ }^{(3)}$ were availaole for comparison with the calculations. The purpose of our experiments is to provide sufficient data to permit a definitive evaluation of various calculational methods.

Specific information which might be derived from the experiments includes the following: 1 ) an analytic representation of severely hardened spectra; 2) the form of the joining function for synthesizing a spectrum from a Maxwell-Boltzmann distribution plus a $1 / E$ distribution; 3) properly averaged cross sections for evaluating ( $\eta f$ ), the number of neutrons produced per thermal neutron absorbed in a heterogeneous lattice.

It would be desirable to obtain differential spectrum measurements on heterogeneous lattices; however, experimentally it is much easier to obtain integral data with activation detectors. Accordingly we have used Lu, Au, Mn, and Dy detectors
and we plan also to use Pu. The properties of these materials are shown in Figure 1 and summarized in Table 1.

## II. Experimental Techniques

For most of the measurements the activation detectors were fabricated in the form of wires .005 inches to .050 inches in diamecer. The $L u$ was fabricated from a dispersion of $\mathrm{Lu}_{2} \mathrm{O}_{3}$ (10\% by weight) in an Al matrix. This material was drawn into wires .030 inches in diameter and cut into 0.5 inch lengths. The Dy wires were also made from an Al alloy; likewise, Pu detectors will be in the forr of wires containing Pu Al alloy. (4)

For activation measurements with strong resonance absorbers, it is desirable to have very thin foils to minimize self shielding. Accordingly, gold goils were prepared in the usual manner by vacuum evaporation. An alternative procedure which proved convenient was to apply a solution containing a gold compound* on an $A l$ foil backing and then baking to obtain a uniform gold film. Foils of 2-4 microns thickness were prepared using this technique. The resonance self shielding correction for this thickness is approximately $15 \%$.

## III. Data Reduction and Analysis

Since the activations must be measured to a precision of $0.5 \%$ or less, it is necessary to count the detectors several times. To obviate many hand calculations of the decay corrections, a program was written for the IBM 650 computer. After the decay and foil weight corrections were applied, the Lu data were

[^13]analyzed using the method described in Reference 5. The calibration curve for the determination of the effective neutron temperature is shown in Figure 2.

The method described by Westcott (6) has been used to analyze the data where there is an appreciable epithermal component. Using this method the product of the epithermal factor, $r$, and the ratio $\left(T / T_{O}\right)^{\frac{1}{2}}$ may be obtained as follows:

The effective activation cross section $\widehat{\sigma}$ is

$$
\begin{equation*}
\bar{\sigma}=(g+r s) \quad \sigma_{2200} \tag{1}
\end{equation*}
$$

where $r$ is the epithermal index and $g$ and $s$ are functions of the effective neutron temperature, $T$. For $1 / v$ absorbers, $g=1$ and $s=0$.

The cadmium ratio for a "thin" foil is

$$
\begin{equation*}
R_{C d}=\frac{q+r s}{r\left\{s+(1 / K)\left(T / T_{0}\right)^{\frac{1}{2}}\right\}} \tag{2}
\end{equation*}
$$

where $K$ depends on the $C d$ thickness, $(K \approx 2)$. Therefore

$$
\begin{equation*}
r\left(T / T_{O}\right)^{\frac{1}{2}}=\frac{1}{s\left(T_{O} / T\right)^{\frac{1}{2}}\left(R_{C d}-1\right)+R_{C d} / K} \tag{3}
\end{equation*}
$$

For che Lu detectors,

$$
\begin{equation*}
\frac{A_{1} 177}{A^{176 m}}=\frac{(g+r s)_{176}}{(g+r s)_{175}} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{176}=\frac{A^{176}}{A l 76 m}(1+r s)_{175}-(r s)_{176} \tag{5}
\end{equation*}
$$

For measurements in the thermal column, $r$ was taken to be zero.

## IV. Results of the Measurements

A. Stainless Steel Rod in the UFTR Thermal Column

The results of traverses through a one inch stainless steel rod centered in the UFTR thermal column are given in Table II and are also plotted in Figure 3. As would be expected, the normalized activities of $A u-198$ and Lu-176m are identical since both have $1 / v$ absorption cross sections. From Figure 2, the change in the effective neutron temperature from the center to the outer edge of the stainless steel rod is 250 .
B. Uranium Slab in the UFTR

The sensitivity of the method is illustrated by the results summarized in Table III and shown in Figure 4. If one assumes again that the spectra in the interior of the $U$ slab and at the edge of the slab are Maxwellian then the corresponding change in neutron temperature is $16^{\circ} \mathrm{C}$.
C. Uranium Rod Clusters

The results of traverses through 3 and 4 rod clusters are summarized in Tables IV and $V$ and shown in Figures 5 and 6 . In both cases, the individual $U$ rods were one inch in diameter. For the three rod cluster the assembly was enclosed in a $\mathrm{D}_{2} \mathrm{O}$ filled Al can 2.9 inches in outside diameter. The four rod configuration was housed in a can 3.5 inches in outside diameter. Both of these assemblies were centered in the UFTR thermal column.
D. Traverses through the UFTR Core

Activation measurements were made throughout the UFTR core using $L u$ and $A u$ detectors for the total flux. In additior. cadmium ratio measurements were made with thin $A u$ and In foils
in order to evaluate the epithermal component. A summary of the data is given in Table VI and a plot of cadmium ratios, lutetium activations, and $r\left(T / T_{0}\right)^{\frac{1}{2}}$ is shown in Figure 7.
E. Traverses through the Stanford Pool Reactor Core

Table 7 summarizes the results of $L u$ and Dy traverses through the SPR core. The data are also plotted in Figure 8. The Lu data illustrate the rapid change in the spectrum above the core-reflector interface.

## V. Conclusions and Future Program

The results of the Lu activations indicate the sensitivity of this technique for measuring changes in the effective neutron temperature. Additional activation measurements are planned using Pu detectors. Comparison of the data with the spectra described by westcott ${ }^{(6)}$ is now in progress. Additional comparisons will be made with spectra calculated using the THERMOS code. (2)
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TABLE I
PROPERTIES OF ACTIVATION DETECTORS

| Stable Isotope | Abundance |  | $T^{\frac{1}{2}}$ | $\begin{aligned} & \text { Eres } \\ & (\mathrm{ev}) \end{aligned}$ | $\sigma_{\text {activation }}(\mathrm{b})$ |  | $\mathrm{E}_{\boldsymbol{\gamma}}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0.25 ev |  | Er |  | Mev) |  |
| Lu-175 | 57 |  |  | 2.69 h | 2.62 | 35 | 850 | 0.089 |  |  |
| Lu-176 |  |  | 6.74d | 0.142 | 4000 | 13,600 | 0.112, | 0.206 | 0.318 |
| Pu-239 |  |  | $=1 \quad \mathrm{~h}$ | 0.296 | 315 | 5,900 | --- |  |  |
| Dy-164 | 23 |  | 2.33 h | --- | 2600 | 1,000 | 0.095 |  |  |
| Au-197 | 100 | \% | 2.69 h | 4.9 | 96 | 30,000 | 0.412 |  |  |
| Mn-55 | 100 | \% | 2.57 h | 337 | 13.4 | 2,000 | 0.822 , | 1.77, | 2.06 |

TABLE II

Lu AND Au ACTIVATIONS IN STAINLESS STEEL ROD

| $\begin{gathered} \text { Radius, } \\ \quad \mathrm{cm} \\ \hline \end{gathered}$ | Total Activity |  |  | $\frac{\mathrm{Lu}-177^{*}}{\mathrm{Lu}-176 \mathrm{~m}}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
|  | $\underline{L u-177}$ | Lu-176m | Au-198 |  |
| 0.0 | 1.000 | 1.000 | 1.000 | --- |
| 0.254 | 1.021 | 1.057 | 1.018 | --- |
| . 381 | 1.017 | 1.032 | 1.029 | --- |
| . 508 | 1.022 | 1.115 | 1.089 | --- |
| . 625 | 1.082 | 1.117 | 1.115 | --- |
| . 762 | 1.111 | 1.156 | 1.162 | --- |
| . 889 | 1.178 | 1.225 | 1.216 | --- |
| 1.016 | 1.193 | 1.288 | 1.297 | --- |
| 1.143 | 1.284 | 1.387 | 1.385 | --- |
| 0.0 | --- | --- | --- | 1.000 |
| . 200 | --- | --- | --- | . 997 |
| . 400 | --- | --- | --- | . 987 |
| . 600 | --- | --- | --- | . 973 |
| . 800 | --- | --- | --- | . 948 |
| 1.000 | --- | --- | --- | . 932 |
| 1.200 | --- | --- | --- | . 915 |

[^14]TABLE III

## Lu ACTIVATION IN U SLAB

|  | Activation |  |
| :---: | :---: | :---: |
| cm | Lu-177 | Lu-176m |
| . .8255 | 1.1300 | 1.1320 |
| .5715 | 1.1134 | 1.1431 |
| .15875 | 1.0126 | $1.036 y$ |
| 0 | 1.0000 | 1.0000 |
| -.15875 | 1.0092 | 1.0267 |
| -.5715 | 1.1187 | 1.1544 |
| -.8255 | 1.1360 | 1.1660 |

TABLE IV
Lu AND Mn ACTIVATIONS IN 3-ROD CLUSTER

| $\begin{gathered} \text { Radial } \\ \text { Pos'n., cm } \end{gathered}$ | Material | Activation |  | Cd Ratio |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lu-177 | Lu-176m | Lu-177 | Lu-176m | Mn |
| 0.35 | U | 1.008 | 1.003 | --- | --- | --- |
| 1.09 |  | 1.000 | 1.000 | --- | --- | --- |
| 1.325 |  | 1.049 | 1.027 | --- | --- | --- |
| 1.56 |  | 1.042 | 1.032 | --- | --- | --- |
| 1.80 |  | 1.066 | 1.053 | 75.1 | 1.59 | 24.6 |
| 2.04 |  | 1.110 | 1.078 | --- | --- | --- |
| $2.27 \underline{5}$ |  | 1.173 | 1.136 | --- | --- | --- |
| 2.51 |  | 1.219 | 1.185 | --- | --- | --- |
| 2.75 |  | 1.297 | 1.282 | --- | --- | --- |
| 0.63 | $\mathrm{D}_{2} \mathrm{O}$ | 1.065 | 1.112 | --- | --- | -- |
| 1.27 |  | 1.167 | 1.190 | --- | --- | --- |
| 1.90 |  | 1.313 | 1.353 | --- | --- | --- |
| 2.54 |  | 1.528 | 1.543 | --- | --- | - |

## TABLE V

Lu AND Dy ACTIVATION IN 4-ROD CLUSTER


TABLE VI
Lu AND AU ACTIVATIONS IN THE UFTR CORE

| Pos'n..cm | Activation |  |  | Cd Ratio |  | $r\left(T / T_{0}\right)^{\frac{1}{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lu-177 | Lu-176m | Au | Au | In |  |
| 0.0 | 1.000 | 1.000 | -- | 2.29 * | 2.31* | 0.0355 (In) |
|  |  |  |  |  |  | 0.0417 (Au) |
| 0.0 | 1.000 | 1.000 | 60,467 | 2.176** | --- | 0.0457 |
| 5.56 E | --- | - | 53,477 | --- | --- | --- |
| 14.79 E | --- | --- | 52,253 | --- | --- | --- |
| 25.85 E | --- | --- | 44,006 | --- | --- | --- |
| 35.10 E | --- | --- | 40,211 | --- | --- | --- |
| 5.56 W | --- | --- | 55,750 | --- | --- | --- |
| 14.79W | --- | --- | 48,096 | --- | --- | --- |
| 25.85 W | --- | --- | 44,525 | --- | --- | --- |
| 35.10W | --- | --- | 41,289 | --- | --- | --- |
| 5.56N, S | 1.023 | 1.087 | --- | --- | --- | --- |
| 13.15N, S | 1.017 | 1.270 | - | - | --- | --- |
| $21.57 \mathrm{~N}, \mathrm{~S}$ | 0.881 | 1.307 | --- | --- | --- | --- |

[^15]
## TABLE VII

Lu AND DY ACTIVATIONS IN SPR CORE
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Addendum to paper entitled,
"Integral Spectrum Measurements in Heterogeneous Media," by T. F. Parkinson and Sagid Salah

TABLE VIII
Lu and DY Activation in $\mathrm{B}_{2} \mathrm{O}_{3}$ Solutions*

| $\mathrm{B}_{2} \mathrm{O}_{3}$ Conc. | Pos'n.,cm** | Activation*** |  |  | Ratio |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Lu-177 | Lu-176 | Dy-165 | A177/A176m | A177/A165 |
| $\mathrm{H}_{2} \mathrm{O}$ | . 6 | 0.596 | 0.591 | 0.640 | 1.008 | --- |
|  | 1.6 | 0.709 | 0.697 | --- | 1.017 | --- |
| " | 2.6 | 0.795 | 0.781 | 0.769 | 1.017 | --- |
| " | 3.6 | 0.873 | 0.871 | 0.910 | 1.003 | --- |
| " | 4.445 | 1.000 | 1.000 | 1.000 | 1.000 | --- |
| $5 \mathrm{gm} /$ liter | . 6 | 0.295 | 0.277 | 0.274 | 1.063 | 1.075 |
|  | 1.6 | 0.347 | 0.329 | 0.332 | 1.055 | 1.045 |
| " | 2.6 | 0.503 | 0.476 | 0.472 | 1.056 | 1.065 |
| " | 3.6 | 0.791 | 0.768 | 0.759 | 1.029 | 1.041 |
| " | 4.445 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| $10 \mathrm{gm} / 1 \mathrm{l}$ ter | . 6 | 0.179 | 0.160 | 0.155 | 1.119 | 1.115 |
| " | 1.6 | 0.223 | 0.201 | 0.209 | 1.106 | 1.067 |
| " | 2.6 | 0.399 | 0.373 | 0.370 | 1.070 | 1.078 |
| " | 3.6 | 0.740 | 0.717 | 0.706 | 1.032 | 1.048 |
| " | 4.445 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |

[^16]Lu Activations in $\mathrm{B}_{2} \mathrm{O}_{3}$ Solutions
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## 1. Introduction

The accurate calculations of the neutron energy spectrum plays an important part in the reactor physics design of the DRAGON reactor experiment. As an experimental check on the methods of calculations employed time-of-flight spectra have been measured on the second core loading of ZENITH, which had a composition close to that originally proposed for the initial loading of the DRAGON reactor.

$$
\text { Atomic ratios } \begin{aligned}
C / U^{235} & =2107 \\
T h / U^{235} & =4.76
\end{aligned}
$$

A comparison of calculated with measured spectra in a given system is a good test of nuclear data, moderater scattering properties and calculating techniques. The main motive for the present calculations was the checking of various scattering models for graphite suggestea from the scattering law project ${ }^{(6)}$. In addition it was expected firstly that the calculations would give useful information on the spacial and angular dependence of the neutron spectrum, thus checking whether the actual specirum which was measured was a representativecall spectrum and secondly that the validity of space-independent spectrum calculations could be tested.

The general properties of the core are described in Ref ${ }^{(1)}$ and the reactor is shown diagramattically in Fig,1. Spectrum measurements were made in a collimated beam emerging from the top surface of a half length fuel element positioned a) at the centre of the core and b) close to the core side reflector boundary, The measurements covered a range of core and side reflector temperatures between $20^{\circ} \mathrm{C}$ and $650^{\circ} \mathrm{C}$, with a maximum side reflector temeperature of $410^{\circ} \mathrm{C}$. The experimental chopper spectra which it is proposed to compare with the calculated ones are those emerging from the centre if the reactor, particularly the spectrum with the reactor at room temperature.

## 2. The principles of Time of flight Measurements using a Chopper.

The method of obtaining the velocity distribution of neutrons in a directed beam from a reactor using a rotating slit system is much used and is well established (c.f.

Poole et al Ref. 42)
A continuous neutron beam falls onto a spinninc rotor, made of material with a high neution removal cross section, containing a slit system which allows the free passage of neutrons during the interval for which the slits are aligned in the beam. Pulses of neutrons are thus produced of a duration dependent on the dimensions and speed pf rotation of the slit system. The neutrons contained in the pulse are allowed to travel along a flight path several me res long before detection. A multi-chunnel time analyser gives the flight time distribution of these detected neutrons relative to the moment of formation of the neutron pulse at the rotor.

The observed spectrum of counts differs from the true beam spectrum incident on the rotor for four basic reasons.
(i) the presence of background neutrons
(ii) the finite length of the rotor s"its in the direction of motion of the neutrons resulting in the transmission factor for neutrons decreasing with decreasing neutron velocity. A detailed discussion of the transmission of straight slit choppers is given by Larsson et al (3) and by Slovacek (4).
(iii) the sensitivity of the detectors used is usually a function of neutron energy.
(iv) counting losses we usually present in the spectrometer, particularly, if it is of the type that can only register ohe count per neutron burst. Pactors have to be applied to the observed data to allow for these effects.

In using time of filight to measure reactor spectra two limitations must be remembered. Firstly the bean spectrum is proportional to the directed flux $f(\underset{\sim}{r} \theta)$ where $\theta$ denotes the direction of the beam. In a hetergeneous reactor this is not usually the same as the direction averaged flux spectrum at the surface from which the beam emerges. Secondly, in order to extract the neutron beam a hole has to be made into the reactor, and sometimes, as in the experiments in ZENIMH, it is necessary
to insert a probe tube into this hole. This can alter the conditions at the source area both by causing changes in the local scattering and absorption, and by allowing neutrons to stream to the source area from the sides of the hole.

## 3. Design Considerations

ZENITH is a low pomer reactor, the neutron flux at the positions where the spectrum has been measured being of the order of $10^{8} \mathrm{n} / \mathrm{cm}^{2} / \mathrm{sec}$. This low intensity influences the design of the experiment, the basic requirements of which are as follows:
(i) To extract a bean of neutrons from the region where the spectrum is to be measured (the source) with a collimating system which allows only neutron from this region to emerge. The intensity of this bean must be as high as possible, and the presence of the collimator must not perturb the spectrum at the source.
(ii) To design a rotor to measure the energy spectrum of the emergent beam in the energy interval 0.01 eV to 10 eV . The energy resolution of the instrument inust not distort the basic shape of the spectrum, but a balence between resolution and intensity has to be struck to enable a complete spectrum to be measured in less than two day's operation and with a statistical accuracy of better than $3 \%$ on all points. (These requirements preclude the possibility of studying any detailed structure of the spectrum, which for example might be caused by the low energy resonance of $\mathrm{U}^{235}$ ).
The rotor was designed to give a basic energy resolution of no worse than, $\frac{\Delta E}{E}=25 \%$, in the energy region ( $0.01-0.5$ ) eV, higher resolution widhs being accepted at higher energies. The nominal rotor paraneters chosen were $x=4$ metres, $2 R=13.34 \mathrm{~cm}$, $S=0.46 \mathrm{~cm}$ and $d=0.62 \mathrm{~cm}$. Where $x$ is the flight path length, $R$ the radius of the rotor, $S$ the spacing between the slits and $d$ the slit width. There mere seven slits in the rotor. The value of $x$ was chosen to place the detectors above the moveable reactor shielding which helped to reduce extraneous background. Table I illustrates the resolution obtainable at various energies.

It was calculated that with this choice of resolution, the difference between the observed and the true spectrum is less than $1 \%$ for all channels. With the paraneters listed above it was calculated that the rotor transmitted background should be less than
$2 \%$ of the true counts for all channels. Ideally with the large energy range which is to be studied, two different rotors should have been used. However it was found that sufficient counting rate was available to study the lower energy regions by merely reducing the speed of the rotor.

Sub-collimators, each with a slit system identical to that of the rotor, were placed on either side of the rotor. These collimators served to reduce broadening of the neutron burst due to the inherent divergence of the incident beam, and also to reduce general background when the rotor was in the closed position.

The experimental arrangement on the reactor is shown in Fig. 2 and is described below. Fig. 3 shows the fuel elenent configuration in the neighbourhood of the surface from which the neutron beam emerges. Possible effects of the hetergeneous nature of this region on the measured spectrum are discussed later. To reduce the distance the beam neutrons travel in nitrogen (which fills the free space within the reactor vessel) an argon* filled stainless steel probe tube, 9 ft long and $3 \frac{111}{}$ diameter, penetrated the reactor vessel lid to terminate 2 ft . above the half fuel element. The argon is at atmospheric pressure and is fed from a flexible reservoir which allows the probe tube gas to expand when the reactor is heated. It was not practicable to maintain a vacuum in the probe tube, as the thin window is too much weakened by heat. It was sealed at its lower end by a stainless steel plate $0.019^{\prime \prime}$ thick and at its upper end by an Al plate 3/16" thick. (The effects of these end plates, and other plates in the beam, on the measured spectrum are discussed below). The probe tube contained a stainless steel sleeve which held a $3^{\prime \prime}$ long collimating boron steel ring which was set in an array of boron steel rings. These additional rings were to prevent unwanted neutrons from being scattered into the beam, and did not define the beam geometry in any way. All the boron steel was above the level of the upper boundary of the reflector. Fig. 4 illustrates schematically the collimator geometry.
$* \sigma_{S}\left(\right.$ Nitrogen $=10$ barns; $\sigma_{S}($ argon $)=1.5$ barns.

The seal where the probe tube entered the reactor vessel allowed mechanical adjustment to permit alignment. When measurements were made at the centre of the core the tube was set vertically over the half fuel element. For the core-side reflector measurements a tilt of 0.9 from vertical was introduced to minimise the effects of non uniform expansion of the reactor when heated, since it was calculated that with the core at $650^{\circ} \mathrm{C}$ the probe tube would tilt by $0.9^{\prime}$, to the opposite side of vertical.

The vertically mounted flight tube, shown in Fig. 2 was evacuated to $\sim 100$ microns pressure and was sealed at each end with Al. plates each $3 / 16^{\prime \prime}$ thick, and was lined with ~ $6^{\prime \prime}$ thickness of boron loaded paraffin wax to prevent ingress of stray neutrons. The tube was supported on steel girders at its tase and adjustment was provided to permit alignment with the probe tube and collimator. At the top of the tube was situated a bank of ten copper walled $\mathrm{BF}_{3}$ proportional counters arranged, as shown in Fig. 2 each counter was 5 cm diameter with an active length of 15 cm , and was filled to a pressure of 70 cm Hg with $\mathrm{BF}_{3}$ gas enriched to $96 \% \mathrm{~B}^{10} \mathrm{~F}_{3}$ content. The counter benk was shielded by blocks of boron loaded paraffin wax 7.3 cm thick. The distance between the centre of the rotor and the centre of the counter* was 4.02 metres.

## 4. Reduction of Data

The energy spectrum of the neutron flux in the beam from the reactor is given by

$$
\mathbb{N}(\mathbb{E})=K t^{3}\left[\frac{(t)}{a(I)}-H(t)\right][\tau(t) \varepsilon(t)]^{-1}
$$

where $\quad t=$ time of flight
$=$ counts in corresponding channel of analyser
$a(T)=$ tine analyser correction
$B(t)=$ background corrections
$\tau(t)=$ cut off function
$\varepsilon(t)=$ counter efficiency
and $K$ is a constant.

[^17]The $t^{3}$ factor in this expression arises in the conversion from a time to an energy variable.

The energy corresponding to time of flight $t$ is given by: $E=\frac{1}{t} 2\left(8.448 \times 10^{4}\right)$ ev where $t$ is in microseconas.

The most significant factors will now be considered.
The background correction to the channel counts has two components; one which is independent of reactor power and which is a constant for each channel, and one due to the variable transmission of neutrons through the body of the rotor, which varies from channel to channel. The power independent part was obtained by proportion from a determination of the total number of counts in a given time with the reactor shut down. The variation of this count rate with time was negligible. The channel dependent component was largely due to fast neutrons transmitted through the material of the rotor. The presence of the slits causes the effective thickness of rotor metal in the neutron beam to change during the cycle between neutron pulses, the maximum amount of metal being presented when the slits are perpendicular to the beam direction: viz. midway through the cycle; the effective thickness varies symmetrically with respect to this position. The majority of these background neutrons have an energy above $\sim 20 \mathrm{keV}$ due to the drop in the removal cross section of K-Monel at this energy. The transmission of the rotor with the slits perpendicular to the neutron beam direction varies from $\sim 8.10^{-4}$ for low energy neutrons to $\sim 1.810^{-2}$ for neutrons above 20 keV . Since neutrons of energy 20 keV and above have virtually zero time-of-flight, the background in a given chennel is determined basically by the position of the rotor at the instant the neutrons are recorded. Hence the background variation over the cycle may be obtained by counting the number of neutrons transmitted with the rotor stationary, as a function of rotor orientation. Such measurements were made and compared with measurements made with the rotor operating at $2400 \mathrm{r} . \mathrm{p} . \mathrm{m}$. using $100 \mu \mathrm{su}$ channels. I'nder the latter conditions the beam spectrum was
such that there were virtually no spectrum neutrons present to be recorded in the last 60 channels, which thus gave background counts over a known portion of the cycle. Agreement between the two experiments was good except that details of fine structure in the background variation (caused by the presence of the sub-collimators) differed slightly. the variction could be well approximated however by the linear form shown in Fig.5, which neglects fine structure. The uncertainty in background correction due to this approximation has a negligible effect on the accuracy of the data.

The reactor dependent background for a spectrum was obtained using the variation shown in Fig. 5 normalised to a count, corrected for reactor independent background, made with the rotor slits stationary and perpendicular to the beam direction. Reactor power was monitored continuously during both background and spectrum determinations to allow accurate correlation. The reactor independent background was then added to give the total correction.

For measurements made with the rotor operating at 4800 r.p.m. there were insignificant spectrum neutrons in the last 20 channels, which thus recorded background only, and a oriterion for acceptance of a measured spectrum was that these counts should be consistent with the calculeted totel channel background.

Rotor Slit Transmission Factor (Cut Off Function)
A rotating parallel slit does not transmit neutrons of different velocity with equal probability. The form of the transmission, or "cut off" function for a parallel incident neutron beam has been given by Stone and Slovacek (loc.cit.) and Mostovoi et al (loc. cit) as:-

$$
\begin{align*}
& \tau(\beta)=1-\frac{8}{3} \beta^{2}\left(0 \leqslant \beta \leqslant \frac{1}{4}\right)  \tag{1}\\
& \tau(\beta)=8\left(\frac{1}{3} \beta^{2}-\rho+\frac{2}{3} \beta \frac{1}{2}\right)\left(\frac{1}{4} \leqslant \beta \leqslant 1\right) \tag{2}
\end{align*}
$$

where $\tau(\beta)$ is the transmission relative to neutrons of infinite velocity of neutron characterized by $\beta$ where:

$$
\beta=\frac{v_{0}}{v}
$$

where $v=$ neutron velocity
and $\quad v_{0}=\frac{R^{2} \omega}{S}$ the velocity of the slowest neutron transmitted by a slit of wiath $S$ and length $2 R$ in the direction of the neutron beam, rotating about its centre with an angular velocity $\omega$.

Since the cut off function depends only on $\frac{V_{0}}{v}$ an experimental determination may be made by comparing the relative intensities of neutrons having equal time-of-flight observed with different speeds of slit rotation. Such data were obtained with the rotor operating at speeds of 2400,4800 , and $9600 \mathrm{r} \cdot \mathrm{p} \cdot \mathrm{m}$.

In the first analysis $t_{0}$ was celculated using the average slit parameters, vix. $S=0.46$ cm and $\bar{R}=6.35 \mathrm{~cm}$ ( $R$ is not constent since the slits are chords of a cylinder), and the experimental cut off function proved markedly different from the theoretical value. Good agreement could be obtained however using a value of $t_{o}$ lower by $13 \%$. The explanation of this apparent discrepancy is discussed belows

It was discovered, after the experiments had been completed on the reactor, that the rotor-sub-collimator assembly was not in correct alignment with the neutron beam. Although the rotor slits were aligned parallel to the sub-collimator slits prior to attaching the assembly to the base of the flight tube, as indicated in $\$ 4 \cdot 4$, a machining error in the location system caused the plane defined by the malls of the rotor and subcollimator slits to be set $\frac{1}{2}^{0}$ out of line with the axis of the neutror beam.

To obtain the effective values of $t_{o}$ for the actual slit system two factors have to be considered, (the first of which is not basically due to miselignrent.)
(i) Each slit of the rotor-sub-collimator assembly accepts neutrons coming from a different region of the upper surface of the half fuel element and these differ ir area (even when the assembly is in correct alignment). This results in a weighting factor for each slit which enters into the eveluation of $t_{0}$ thurough its dependence on R. Thus a weighted average value of $R$, determined from the geometry of the system, must be employed, and not the arithmetic average.
(ii) The misalignment results in some slits of the rotor-sub-collimator assembly accepting a neutron beam which is narrower than the physical slit width. The $S$ value used to calculate $t_{0}$ is thus reduced.

The experimental cut-off function is plotted in Fig. 6 together with a theoretical curve calculated by D.J. Reed and talking into account the two factors above. Agreement is good and this curve is used to reduce the data.

The counter bank was calibrated against a bank of $\mathrm{BF}_{3}$ counters having a $1 /$ : response. The measurements were made on Beam Hole 2 of the reactor LIDO at Harwell, using a beam geometry similar to that for the ZENITH experiments. Fig. 7 shows the measured counter sensitivity.

It is interesting to note that a calculation of the counter sensitivity, treating the counter bank as alternate layers of Cu and $\mathrm{BF}_{3}$ of appropriate average thickness yields excellent agreement with the experiment. The copper was treated as a neutron absorber only; neutron scettering effects were ignored.

## 5. Preliminary Experiments

A number of experiments were carried out (on the central hole K10 only) to obtain information on the perturbation effects on the reactor flux distribution and spectrum produced by the absence of the upper helf of the fuel element and the presence of the probe tube, the definition of the time-of-flight neutron beam, and the detailed spectral variation over the upper surface of the helf fuel element used in the time-of-flight experiments.

Detailed scans were made along a vertical direction of the hole $K 10$ and in a horizontel direction across the centre of the reactor:-
(i) with the full fuel element in position viz, the reactor operating under normal conditions.
(ii) with the helf fuel element used in the time-of-flight experiments in position, but the probe tube absent.
(iii) with both the half fuel element and the probe tube in position. (For convenience the probe tube used in the time-of-filight experiments was not used to make these measurements. It was considered necessary to simulate only that part of the probe tube in the reactor core, leaving the hole in the reflector void. This was done with \& mild steel tube, 2 ft. long.)
Flux scans were made using $\mathrm{U}^{235}$ fission chambers and the spectrum of the flux characterised with gold manganese foils. The results of the flux measurements are shown in Fig. 8 and the foil measurements are presented in Table 2.

The only significant perturbation is shown in the flux measurements in the vertical direction made with the probe tube simulator present. The spectral character of this perturbed flux distribution was the same, within the errors of measurements, as that in the unperturbed state. No significant perturbations appeared in the measurements made in the horizontal direction.

The perturbed flux has a gradient in the direction of the time-of-flight neutron beam. In the diffusion theory approximation this causes the measured beam spectrum $I(E)$ to differ from the isotropic flux spectrum $\phi(E)$ at the source area of the beam (cf. Poole et al (loc.cit.)) by an amount given by:

$$
\phi(E)=I(E)\left[1-\frac{\lambda(E)}{\phi(E)} \frac{\partial \phi(E)}{\partial z} \quad z=0\right]
$$

where $\lambda(E)=$ neutron transport mean free path in the region, and the $z$ axis is in the beam direction with the origin at the source area.

Assuming the $\lambda$ value for graphite ( 2.5 cm ) the value of

$$
\lambda / \phi(E) \quad \frac{d \phi(E)}{d z}
$$

is only 0.007. Correction for the observed flux gradient is not therefore significant and in any case the heterogeneous nature of the reactor core will cause a more complicated relation to exist between the directed flux and the direction averaged flux.

In order to investigate the varistion of spectrum across the fuel element fine
structure measurements were made using foils irradiated on the top surface of the half fuel element. Two experiments were made. The first used a copper foil 7.3 am in diameter, which was cut after irradiation into seven concentric annuli, and reactivity on each annulus was measured separately. For the second gold-manganese foils were irradiated distributed along a diameter.

The results of these experiments are shown in Fig. 9 and table 3. No significant structure was apparent.

It must be emphasised however that this result applies to the spectrum at the surface. The time-of-flight experiment measures the directed flux spectrum perpendicular to the surface, which could be significantly different because of the heterogeneous nature of the fuel element.

Two experiments were also made to check the collimation of the beam by the boron steel ring in the probe tube
(The experimental probe tube was in position for these measurements).
(i) The sharpness of the bean definition was determined by irradiating a strip of indium foil $5 \frac{3}{4}^{\prime \prime} \times 1^{\prime \prime}$ placed in the beam at the top of the probe tube. The foil was then cut into 23 sections each $\frac{1}{4}$ wide and analysed. The results indicate that the beam had the cross section expected.
(ii) The neutrons emerging from the top surface of the half fuel element were absorbed by a $B_{4} C$ plug, $1^{\prime \prime}$ thick, placed virtually in surface contact, and a measurement made with a $1^{\prime \prime}$ diameter $\mathrm{BF}_{3}$ counter lying axially along the beam direction at approximately the position occupied by the rotor during the time-of-flight experiments. When the measurement was repeated with the plug removed the count rate increased by a factor of 200 . The number of neutrons entering the beam which were not emitted from the surface of the half fuel element, was, therefore, negligible.

The accuracy of the experimental spectra depends on the statistical error in a
channel count, the channel background correction, the precision to which the channel dependent conversion factors are known, the energy calibration of the spectrometer resolution. These are discussed below.
(i) Statistical Error

This is negligible at the high energy end of the spectrum and increases to approximately $2 \%$ at 0.02 eV . Below this energy the error rapidly becomes larger.
(ii) Background Correction

The channel background count, which is known to an accuracy of $1-2 \%$, becomes an appreciable fraction of the spectrum count at low energies. Typical values are: (a) in K 10 , room temperature: $20 \%$ at $0.02 \mathrm{eV}, 50 \%$ at 0.01 eV . (b) in T17, room temperature: $8 \%$ at $0.02 \mathrm{eV}, 28 \%$ at 0.01 eV .
(iii) Analyser Dead Time Factor

The effect of the dead time can be obtained exactly and is such that the maximum change to a channel count is $<25 \%$.
(iv) Rotor Slit Transmission

The cut off function is known to $1-2 \%$ over the range used for converting the data. At 4800 r.p.m. the effect is to change the count of 0.02 eV neutrons by about 20\%. At $9600 \mathrm{r} . \mathrm{p} . \mathrm{m}$. the corresponding neutron energy is 0.1 eV .
(v) Counter Sensitivity

For energies above 0.02 eV this is known to an accuracy of $\sim 1 \%$
(vi) Energy Calibration

A spectrum was measured with a $0.004^{\prime \prime}$ thick cadmium filter in the neutron beam and a marked depression was observed at 0.17 eV which corresponds to the peak of the cadmium resonance.
(vii) Resolution

Calculations indicate that a spectrum is distorted < $1 \%$ by the effects of spectrometer resolution.

## TABLE I

| Energy <br> (eV) | Normal Rotor Speed (spin) | Burst Nidth (usec) | Gate Width (usec) | $E / E$ $\%$ |
| :---: | :---: | :---: | :---: | :---: |
| 002 | 5,000 | 68 | 200 | 20 |
| 0.05 | " | " | 100 | 15 |
| 0.1 | 11 | " | 50 | 17 |
| 0.5 | 10,000 | 34 | 50 | 24 |
| 1.0 | " | " | 2550 | 34 |
| 5.0 | ' | " | 25 | 60 |
| 10.0 | " | " | 25 | 80 |

The values of $r^{\prime}\left(=r \sqrt{\frac{T}{T_{0}}}\right)$ tabulated below were obtained under the following conditions:
(a) Detectors in an intersititial hole adjacent to a normal fuel element in the central hole.
(b) Detectors in same position as for (a) but half element in place of full element.
(c) As for (b) but with pseudo-collimator present.

The distances are measured up (+ ) and down (- ) from the mid-plane of the reactor. $r$ is the Westcott hardening parameter

| Distance <br> above core <br> mid-height | Full Element | Half Element | Half element <br> +Pseudo- <br> Collimator |
| :---: | :--- | :--- | :--- |
| 114.3 cms. | $0.017 \pm .002$ | $0.025 \pm .003$ | $0.033 \pm .003$ |
| 101.6 | $0.023 \pm .003$ | $0.028 \pm .003$ | $0.040 \pm .003$ |
| 88.9 | $0.043 \pm .003$ | $0.045 \pm .003$ | $0.064 \pm .0035$ |
| 76.2 | $0.063 \pm .0035$ | $0.061 \pm .0035$ | $0.087 \pm .004$ |
| 63.5 | $0.006 \pm .005$ | $0.116 \pm .005$ | $0.137 \pm .005$ |
| 50.8 | $0.208 \pm .007$ | $0.182 \pm .007$ | $0.194 \pm .007$ |
| 38.1 | $0.249 \pm .008$ | $0.241 \pm .008$ | $0.244 \pm .008$ |
| 25.4 | $0.264 \pm .009$ | $0.261 \pm .009$ | $0.257 \pm .009$ |
| 12.7 | $0.295 \pm .009$ | $0.255 \pm .009$ | $0.276 \pm .009$ |
| 0 | $0.264 \pm .009$ | $0.260 \pm .009$ | $0.275 \pm .009$ |
| -12.7 |  | $0.260 \pm .009$ | $0.257 \pm .009$ |
| -25.4 |  | $0.268 \pm .009$ |  |

## TABLE 3

Integral spectrum measurements along a diameter on the top of the half element.

| Distance from <br> centre of element | $r^{\prime}$ |
| :---: | :---: |
| -3.3 cms | $0.262 \pm 0.009$ |
| 0 |  |
| +3.3 cms | $0.260 \pm 0.009$ |
|  | $0.264 \pm 0.009$ |

6. Results of Measurements.

The spectra obtained from core centre and core edge positions for different temperatures of core and reflector are shown in Figs. 10 and 11, while Figs 12, 13 show comparisons between spectra for the two positions under corresponding conditions of temperature. Detailed comparisons of the cold spectra with theoretically calculated spectra are given in section 7. while section 8. compares reaction rates for various detectors with calculated values.

## 7. CALCULATION OF THE THERMAL SPYCTRUM IN THE COLD SYSTEM

It was believed that the spectrum shape in the centre of the reactor did not vary so much from one fuel element to the next that a single cell. calculation for one fuel element with reflective boundary conditions would be incorrect, and, with no two-dinensional neutron transport themalisation code readily available, a suitable one-dimensional representation of the fuel element was sought. Figure 15 shows a cell of a fuel element, which has cylindrical symmetry about the indicated axis, and the slab model for which calculations were done. The relative proportions of materials, the fuel and thoria density, and the axial dimensions so far as possible, were unchanged, and the sleeve graphite was incorporated with the spine graphite by raising the physical density of the latter by a factor 7.72.

The DOP (discrete ordinates program) code was used for the calculation. This is an improved version for slab geometry, written by M. F. James of A.E.E. Winfrith, of the Carlson SNG program; it represents the forward- and backward-directed angular fluxes by separate polynomials which are evaluated at particular angles, six in number in the present calculation. The energy range from 0 to 4.5 eV was divided into 35 unequal groups, $0(.005) .05(.01)$ $.1(.02) .2(.05) .4(.1) 1.5 \mathrm{eV}$, and group average absorption cross-sections calculated for $1 / v$ and $U 235$ absorbers (the only ones present, since thorium was treated as a $1 / \mathrm{v}$ absorber). The group-to-group scattering cross-aections for all substinces present except graphite were calculated on the gas model, which gives to first order the thermalising effect of the se relatively uninfluential moderators. Three sets of room-temperature graphite scattering cross-sections were used, derived respectively from
(i) the monatomic gas model, the simplest and basic model.
(ii) the incoherent Debye crystal model with Debye temperature $1172^{\circ} \mathrm{K}$, representing the effects of a simple type of crystal binding.
(iii) a model by P. Egelstaff and P. Schofield using the Chalk Piver scattering law measurements, the best available model for room temperature graphite (for convenience referred to as E.S. graphite hereafter).
For each of these types of graphite the flux as a function of energy, position and direction was calculated throughout the cell. It was not expected that the experimental spectrum, being the neutrons emerging in a particular direction from part of the fuel element, would equal the directionaveraged spectrum at any particular point in the calculated cell; but it was hoped that the observed spectrum would be fairly represented by the flux travelling directly away from the fuel at a point in the raised-density graphite at about the same number of scattering mean-free-paths from the fuel as lay between the fuel and the source point in the experiment. This directed flux, which will be called the preferred spectrum, is compared with the experimental spectrum in Figure 16. It can be seen that the spectrum based on E.S. graphite is in fairly good agreement with the experiments, and that the Debye crystal model, though better than the gas, is not as good. The importance of comparing the experiment with the calculated directed flux in the appropriate direction and position is shown by Figure 17, which shows for E.S. graphite the outward flux at the surface of the fuel, the outward flux at a point in the graphite twice as far from the fuel as the preferred point, and the inward flux at the preferred point.

Further evidence is given by Figure 18, which shows (among other things) the mean cell spectrum in the E.S. graphite calculation. It is clear that a simple comparison of the experimental spectrum and the mean calculated spectrum
is not in the present situation a guide to the accuracy of a bulk moderator scattering law.

Previous thermal spectrum calculations of this reactor system have all had the space-dependence taken out by homogenisation, and the agreement with experimental spectre has not generally been good. These calculations have been intended to give the mean spectrum in the reactor, but since this differs from spectrum experimentally examined, this lack of agreement is not proof that a faulty theoretical moderator model has been used. To test the accuracy of the homogeneous calculation, the calculated spectrum should be compared with an experimentally determined mean spectrum.

In the absence of an experimental spectrum which can properly be regarded as the mean reactor spectrum, certain methods of homogenisation have been tested by comparing the mean spectrum obtained in the heterogeneous calculation with space-independent spectra obtained using the same nuclear data and scattering models. Three different methods of homogenisation were tried:
(A) Intimately mixing the materials of the cell in the proportions in which they are present in the cell.
(B) Intimately mixing the materials of the cell in proportions based on those in (A) but weighted by the ratio of the total thermal neutron densities in the materials, i.e. using energy-independent disadvantage factors.
(C) As (B) but using energy-dependent disadvantage factors corresponding to the ratios at each energy of the neutron densities in the materials. It may easily be shown that if this is done perfectly the spectrum obtained is the mean spectrum in the space-dependent case, but in practice the disadvantage factors are usually not accurately known. A commonly used theoretical formula for the disadvantage factor of a material is

$$
d_{i}(E) \equiv \frac{\bar{D}_{m}(E)}{\bar{\emptyset}_{i}(E)}=1+c_{i} \Sigma_{i}^{a}(E)
$$

where $\bar{\varnothing}_{m}(E)$ is the average neutron flux at energy $E$ in the bulk moderator, supposed only weakly absorbing,
$\bar{X}_{i}(E)$ is the average neutron flux at energy $E$ in material i, a strongly absorbing material such as the fuel,
$\Sigma_{i}^{a}(E)$ is the macroscopic absorption cross-section of material $i$, and $c_{i}$ is an adjustible parameter. (This formula has the right properties: $\bar{\phi}_{i}=\bar{\phi}_{m}$ if $\Sigma_{i}^{a}=0, \alpha_{i}$ an increasing function of $\Sigma_{i}^{a}$, and $\Sigma_{i}^{a} \bar{\phi}_{i} \rightarrow$ constant as $\Sigma_{i}^{a}>\infty$.)

In the calculations with these methods of homogenisation, the disadvantage factors in method (B) and the parameter $c_{\text {fuel }}$ in method (C) were fitted from the space-dependent calculation, and so are based on a posteriori information of a type not normally available when homogeneous calculations are attempted. In a sense, therefore, these disadvantage factors are unfairly good.

Figure 18 shows these three homogeneous spectra, together with the mean spectrum from the space-dependent calculation and the experimental spectrum (which, as has been remated, has no particular relevance in this case). The spectrum calculated with method (A) is, as expected, too much depressed by absorption at low energies. The spectrum calculated with method (C) is intended to be the mean bulk moderator spectrum in the heterogeneous system, which is greater than the mean cell spectrum in that system at those energies at which there is flux-depression in the fuel; the difference is as great as $6 \%$ at . 01 eV . Making this allowance, the spectra calculated with methods (B) and (C) are in fairly good agreement with the mean heterogeneous spectrum, and method (c) gives the best agreement.

## 8. REACTION RATE RATIOS

A valuable, because realistic, measure of the importance of spectrum differences is the reaction rate ratio of different isotopes in the spectre. For this reason the reaction rates of a $1 / v$ absorber of cross-section 1 bern a.t $2200 \mathrm{~m} / \mathrm{sec}$. and of Lu176, and the fission rates of U235 and Pu239 detectors, have been calculated for the spectra below 1.5 eV , and the resulting ratios are shown in Table 3. In conjunction with figures 16 and 18 they show the sort of spectrum differences which give rise to substantial changes in reaction rate ratios; also the great sensitivity of Lu176 to spectrum shape is shown. The lover half of the table compares the homogeneous spectra with the corresponding heterogeneous spectrum; it shows that of the methods of homogenisation (A) is much inferior to the other two, which are roughly equally good. Considering the extra labour involved, method (c) shovs a disappointing lack of improvement over (B), and the reason for this is being investigated.

Mect
In adaition it has been possible to check the heterogeneous E.S. graphite spectrum calculation by comparing reaction rate ratios deduced from it with experimental measurements of the ratios obtained with foils and fission chembers placed in the reactor. The experimental ratios are standardised by comparison with the ratio obtained in a very well-thernalised spectrum, and the quoted values are of the type


To each calculated theoretical thermal reaction rate is added a contribution for epithemal reaction, and the reaction rate in a room-terperature kexwellian
spectrum is used for that in a very well-thermalised spectrum. The results are as follows:-

| Ratio | Experiment | Theory |
| :---: | :---: | :---: |
| Pu239 fission/U235 fission | $1.66 \pm .04$ | 1.67 |
| Lu176/Mn55 | $1.54 \pm .03$ | 1.51 |

$$
\text { Finally, the disadvantage factors } \frac{\text { Mean neutron density in bulk moderator }}{" n} "
$$

are found experimentally from the reaction rote ratios of $C u$ foils (corrected for non-1/v beheviour) and compere with calculated values as follows.

| Material | Disedvantage Factor |  |
| :--- | :---: | :---: |
|  | Experiment | Theory |
| Fuel | $1.55 \pm .06$ | 1.53 |
| Thoria | $1.22 \pm 66$ | 1.12 |

These figures suggest that the slab representation of the fuel element is satisfactory.

## 9. CONCLUSIONS

(1) In the reactor system considered
(a) cell spectra depend as much on position and direction, even within the bulk moderator, as on the particular moderating properties of graphite;
(b) the spectrum on which chopper measurements are made differs considerably from the direction-averaged spectrum in the bulk moderator;
(c) a comparison of the experimental spectrum with a calculated spectrum must allow for the non-typical character of the emerging beam if it is to be a good test of graphite moderating properties;
(d) a direct comparison of experimental integral reaction rate ratios in the core with those calculated from the emerging experinental spectrum is not very meaningful.
(2) In the system considered, homogeneous calculations with suitable simple disadvantage factors can approximate a heterogeneous calculation sufficiently closely to give thermal reaction rate ratios of important isotopes within $1 / \pi$.
(3) The model of room-temperature graphite due to Egelstaff and Schofield with the data used is sufficiently close to reality for normal spectrum calculations.

Theoretical work continues to explore the effects of fuel element geometry and disadvantage factors, and compare calculated reaction rate ratios with experimental measurements. Spectrum calculations for the hot core have begun, and it is hoped that before long satisfactory scattering laws for graphite at all temperatures between 0 and $600^{\circ} \mathrm{C}$ will be determined.

TABLE 4
Thermal Reaction Rate Ratios

| Spectrum | $\frac{\mathrm{U} 235 \text { fission }}{1 / \mathrm{v}}$ | $\frac{\text { Pu239 fission }}{1 / v}$ | $\frac{\text { Pu239 fission }}{\text { U235 fission }}$ | $\frac{\operatorname{Lu} 176}{1 / v}$ |
| :---: | :---: | :---: | :---: | :---: |
| Experimental | 516.0 | 1411 | 2.74 | 6610 |
| Gas preferred | 530.8 | 1222 | 2.30 | 5290 |
| Debye preferred | 524.3 | 1277 | 2.44 | 5970 |
| E.S. preferred | 516.2 | 1379 | 2.67 | 6460 |
| E.S. mean | 523.8 | 1309 | 2.50 | 6180 |
| E.S. homogeneous ( $\boldsymbol{A}$ ) | 510.6 | 1473 | 2.89 | 6760 |
| $\begin{gathered} \\ \text { E.S. homogeneous }(\psi) \end{gathered}$ | 521.3 | 1318 | 2.53 | 6370 |
| $\text { E.S. homogeneous }(\underset{\text { ( }}{ } \mathbf{~})$ |  |  |  |  |
| bulk moderator | 526.1 | 1270 | 2.41 | 5990 |
| mean | 525.4 | 1275 | 2.43 | 6020 |
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## INTEGRAL NEUTRON SPECTRA MEASUREMENTS NEAR A CADMIUM DISK

by P. Korpiun, K. Renz, and T. Springer ${ }^{+}$)

Integral measurements of neutron spectra in moderating substances by foil activations have been performed in several cases using combinations of isotopes with a different energy dependency of their activation cross sections, $\sigma^{(E)}$, e.g. for the isotope pairs $\mathrm{Lu} / \mathrm{Mn}, \mathrm{Lu}^{175} / \mathrm{Lu}^{176}, \mathrm{Eu}^{151} / \mathrm{Cu}^{63}$, and $\mathrm{Pu}^{239} / \mathrm{U}^{235} / 1,2,3,12 /$. The activation measurements give the ratios of the mean cross sections $\infty$

$$
\begin{equation*}
\overline{\sigma_{a}}=\int_{0}^{\infty} \sigma_{a}(E) \phi(E) d E / \int_{0}^{\infty} \phi d E \tag{1}
\end{equation*}
$$

where $\phi(E)$ is the neutron spectrum. Theoretically predicted spectra can be examined by averaging over the known cross section curves and by comparing the results with the experimental mean values.

This integral procedure naturally furnishes much less information than a differential time of flight experiment. For hydrogen moderators, however, it is the more reliable method, because in this case the spectrum can change very rapidly over space: The characteristic length $\lambda_{r}$ responsible for the temperature relaxation in water near a temperature discontinuity given by

$$
\frac{1}{\lambda_{\pi}^{2}}=\frac{9 \gamma}{4 \bar{v} \lambda_{t r}}+\frac{3 \Sigma_{a}}{\lambda_{+r}}
$$

/4, 5/ is only $\simeq 0.7 \mathrm{~cm} / 6 /$. The transport mean free path responsible for the spectral relaxation near an absorbing plane $/ 6 /$ is $\lambda_{\mathrm{tr}}=0.43 \mathrm{~cm}$ $(\gamma=$ neutron heat transfer coefficient, $\bar{v}=$ mean neutron velocity. In graphite, on the other hand, these quantities are $\lambda_{T} \approx 8 \mathrm{~cm}$ and $\lambda_{\mathrm{tr}}=2.6 \mathrm{~cm}$, respectively.) Under these circumstances a channel of reasonable diameter

[^18]for neutron extraction parallel to the $p$ lane of the temperature discontinuity or absorber would remove too much moderating substance. If the channel is perpendicular to that plane it would more or less average over the range where the spectrum changes. Further, near an absorbing plane the intensity extracted would not be exactly proportional to the neutron flux because of the strong local flux gradient. Thin foils, on the other hand, do neither disturb the flux nor the spectrum. Further they can be used for experiments in very small volumes.
$\mathrm{Eu} / \mathrm{Cu}$ and $\mathrm{Eu} / \mathrm{Lu}$ foil pairs have been used by us to measure the changes in the reutron spectrum near a cadmium disk. In order to obtain good spatial reproducibility, the foils were mounted on polystyrene disks. The whole set of foils was put inside a hole in a polystyrene cylinder as shown in fig. 1. Thus the measurement was practically performed in an infinite polystyrene medium*. The cadmium disk was large compared to $\lambda_{t r}$, but for technical reasons it was not made large compared with the diffusion length L. Thus the flux change near the disk was a little different from that to be expected for a very large absorbing disk. It is thought that the influence of this fact on the relaxation of the spectrum is sma11.

## were

The rare earth foilswmade of paper soaked with solutions of Eu or Lu salts. The absorption probability in the foils was less than $10^{-3}$. Thus the activation is proportional to $\sigma_{a}$; the flux and spectrum perturbation can be neglected. The foils were exposed in the water reflector of the FRM reactor.

[^19]By rotating the polystyrene cylinder perpendicular to its axis the change of the moderation density was kept small over the spatial range investigated. To avoid absolute calibration of the activation measurements double ratios for every foil pair were determined, namely $\left(A_{1} / A_{2}\right)\left(A_{1}(\infty) / A_{2}(\infty)\right)$, where 1 and 2 labels the two foil materials used. $A(\infty)$ is the activation with the cadmium plate removed. The latter gives a normalization of the activation by the undisturbed spectrum. This can be considered to be a Maxwellian with the actual moderator temperature. The results of the activation ratios as a function of the distance from the absorbing disk, $z$, are shown in fig. $2 a$ and $b$.

Attempts were made to substract the resonance contribution from the measured total activation cross sections and to transform the remaining thermal activation into an effective neutron temperature by assuming a Maxwellian spectrum with temperature $T_{n}$, which is different for different detector pairs. Near the cadmium disk the resonance correction is very high because of the large thermal flux depression (see $\mathrm{Cu}(t h)$ in fig. 3). Furthermore, the resonance correction shows large errors in the case of Lu and Eu (see below) . Thus the error which is introduced by the resonance correction is rather high.

The resonance correction factor that must be applied to the total
activation $A_{\text {tot }}$, is

$$
\begin{equation*}
k=1-F\left(T_{n}\right) / K(z) \tag{2}
\end{equation*}
$$

where $K(z)$ is the space dependent cadmium ratio which has to be measured. Characteristic flux curves from the activations $A_{c d}$ and $A_{\text {tot }}$ of different cadmium-covered and bare detectors are shown in fig. 3 as a function of $z$. There is a considerable depression of the epicadmium flux as measured by Eu
because its main resonances are situated near the cadmium cut-off. The smallest resonance flux depression was found by gold activation because the main absorption comes from the 4.9 eV resonance. (The slight slope also in the case of gold comes from the non-uniform distribution of the source neutron density.)

Further is $F=\int_{E}^{\infty}(E) d E / E \iint_{a}^{\infty} \alpha(E) \sigma_{a}(E) d E / E$, where $\alpha(E)$ is the cadmium transmission for isotropic neutron incidence. The main uncertainties result from uncertainties of the resonance data, especially in the case of europium where the fraction of the 9.3 h activation cross section to the total absorption cross section has different values for different resonances /8/. Further, the applicability of (2) is complicated by an energy dependent depression of the resonance flux, induced by the cadmium disk and by the filter itself because the cut-off is situated just in the surrounding of the main resonances of Eu and Lu. Uncertainties in $\alpha(E)$ result from the influence of the flux anisotropy on the filter transmission, and in $F$ from the lower limit $E_{g}$ (namely, $E_{g}$ depends on $T_{n}(z)$ which introduces a considerable space dependency of $F$ ).

The calculation of the effective neutron temperature from the thermal activation $A_{\text {th }}$ was performed for $L u$ by the functions given by Schmid and Stinson $/ 2 /$ and for $E u$ by combining the data from Westcott $\left[\mathrm{g}_{\mathrm{Eu}}(\mathrm{T})\right] / 9 /$ and Pattenden $\left[\mathrm{geu}^{153}\left(T^{2}\right)\right]$ [10\%. The effective neutron temperatures as functions of distance $z$ are shown in fig. 4) ${ }^{+}$. A strong flux hardening near the cadmium disk is observed. The difference between the results for the
+) As can be shown, a very good approximation for the cross section ratio $\sigma_{t h}(\mathrm{Eu}) / \bar{\sigma}_{\mathrm{th}}(\mathrm{Cu})$ is the function const. erf $(0,0129 \mathrm{eV} / \mathrm{kT})^{1 / 2}$ This was found by approximating the curve $\log \sigma_{\mathrm{Eu}}(\mathrm{E})$ by two straight lines with an intercept at 0.0129 ev .
effective temperatures from both methods are not large except at $z \underline{\underline{X}} \mathbf{0}$, where the distortion of the Maxwellian will be largest. The flux hardening at the surface is considerably larger than predicted by the theory in $/ 6 /$ when the data $\gamma$ and $D$ of water were used. The discrepancy may be introduced by the inapplicability of the water data, and by the Maxwellian hypothesis used in the theory $/ 6 /$.

One should not lay too much emphasis on these effective neutron temperature curves because of their uncertainties described above. Rather, one should calculate the total mean cross sections $\vec{\sigma}_{a}$ according to (1) from computed spectra by using the $\sigma_{a}(E)$ - curves which are rather well known, at least in a relative ordinate scale. Thus a simple experimental examination of the theory can be achieved if different foil combinations are used. On the other hand, the effective temperature concept is useful for reactor physics in many cases where only the mean cross sections must be known, too.

The experiments will be continued in water with a considerably larger cadmium disk.

Our thanks are due to Professor Maier-Leibnitz for valuable discussions.
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## Legends of Figures

Fig. 1. Polystyrene cylinder with foil pairs, placed in the water reflector of the FRM , about 30 cm distant from core.
Fig. 2 a and b . Activation ratios for $\mathrm{Cu} / \mathrm{Eu}$ and $\mathrm{Lu} / E u$ foil pairs as a function of distance $z$ from the cadmium disk. Experimental points, from several independent measurements. Activation ratios are normalized at the activation ratio measured with the cadmium disk removed, $\mathrm{A}(\infty)$.
Fig. 3. Space dependency of thermal activation measured with Cu foils $=$ $\mathrm{Cu}(\mathrm{th})$, and epithermal activation measured by cadmium covered Eu, Lu, and Au foils (labeled by Au, Lu, and Eu) normalized at the values for $z=\infty$. The activations are representative for the fluxes in different energy ranges.
Fig. 4. Effective neutron temperature as measured by $\mathrm{Cu} / \mathrm{Eu}$ and $\mathrm{Lu} / \mathrm{Eu}$ foils pairs. Shaded region represents estimated range of systematic errors, mainly resulting from resonance correction(in the case of $\mathrm{Lu} / \mathrm{Eu}$; for $\mathrm{Cu} / \mathrm{Eu}$, the error range is of similar magnitude.)
$\lambda_{t r}=$ transport mean free path, estimated from space dependency of thermal flux in fig. 3 .

- $=\mathrm{Cu} / E u-$ method, $0=\mathrm{Lu} / E u-\operatorname{method}$ (mean values from several measurements).
Values normalized at $z=\infty$ where $T_{n}=T$ (moderator)
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# MEASUREMENT OF NEUTRON SPECTRA IN URANIUM-WATER AND URANIUM-MONO ISOPROPYL DIPHENYL LATTICES 

## INTRODUCTION

Heterogeneous systems containing uranium with ordinary water have found extensive use for power and research reactors. In this connection, more attention is being paid in recent years to the many unique features of the physics of these systems.

The features of physics of heterogeneous reactors using uranium and ordinary water are brought about essentially by the nature of the slowing down and thermalization of the neutrons in these reactors.

As is well known, owing to the large absorption in such systems, the neutrons do not enter into thermal equilibrium with the atoms of the moderator.

Their average energy is much higher than the average thermal energy of the moderator atoms. The neutron spectra
in the fuel and in the moderator are appreciably different.
Heterogeneous systems with organic moderators, offer certain advantages for use in power installations, since they have acceptable thermodynamic properties and have a sufficient resistance to radiation. One can expect that from the point of view of the physics of neutron thermalization such systems are similar to uranium-water systems.

Owing to the lack of complete data on inelastic scattering of neutrons by water molecules, the calculations of the neutron spectra in uranium-water systems have been based until recently on various model representations concerning the character of energy exchange between the neutron and the water molecule $[1,2,3]$. Such calculations need experimental verifications so as to determine their accuracy and practical usefulness.

In many of the researches done on neutron spectra in heterogeneous uranium-water systems [4, 5, 6], valuable information was obtained in the neutron spectrum in the fuel and in the moderator. This information was useful also for a critical estimate of the theoretical calculations. However, these experiments did not answer the question of the character of variation of the neutron spectrum in the uranium and in the moderators themselves, within the limits of the elementary cell, a factor of importance for further improvement of the theoretical calculations.

The present investigation was made in order to obtain a detailed picture of the space-energy distribution of the neutrons and in order to establish the main laws governing their thermalization in heterogeneous uranium-water and uranium-mono isopropyl diphenyl systems.

MEASUREMENT PROCEDURE
The procedure employed for the measurement was already described in previously published papers [6, 7].

A subcritical assembly was made up of blocks of natural uranium 3.5 cm in diameter and 40 cm long, located in the sites of a triangular lattice with spacing 5.5 cm . The subcritical assembly was mounted in a cylindrical tank 50 cm in diameter and 50 cm high, which depending on the type of the measurements was filled either with ordinary water or with mono isopropyl diphenyl $\left(\mathrm{C}_{15} \mathrm{H}_{16}\right)$. The lateral surface of the assembly was surrounded by a reflector, made up of a special tank filled with moderator. All the basic measurements were made in the presence of the reflector and only in the control experiments was the reflector removed.

The composition of the elementary cell of the lattice is characterized by the following volume concentration of materials: uranium -- $36.7 \%$, water (or $\mathrm{C}_{15} \mathrm{H}_{16}$ ) -- $58.6 \%$, and aluminum -- 9.7\%.

The external neutron source was a broad neutron beam from the VVR-2 (water-moderated water-cooled power reactor). The entire arrangement with the assembly were mounted in the well of a thermal column and reactor shielding, located on a moving platform. In some measurements a thermal neutron converter, consisting of an assembly of uranium rods, was placed between the active zone of the reactor and the investigated system. The assembly with the reflector were isolated from the thermal column with cadmium and boron carbide.

The heat released in the lattice during operation was carried away by means of a forced-cooling system.

The space-energy distribution of the neutrons was investigated by measuring the spectrum of the neutrons leaving from different points of the cell. For this purpose seven microbeams were brought out of the central part of the assembly, and the neutron spectrum was measured in these beams by the transit-time method. Four beams left the uranium blocks and three the moderator. To bring out the beams, holes 0.8 cm and 20 cm deep were drilled in the uranium blocks. The neutron beams from the moderator were brought out with the aid of thin-wall aluminum tubes 0.8 cm in diameter with bottoms that reached the center of the assembly. The temperature of the medium at the point where the spectrum was measured was monitored by means of thermocouples
mounted on the bottom of each of the cavities.
To reduce the local perturbations due to the cavities In the uranium and the moderator, the cavities were distributed over three neighboring cells. In this case the centers of their bottoms were arranged along the line of the bisector to the lattice triangle (Fig. I). In this connection, the coordinates of the point where the spectrum was measured was determined by the distance $r$ measured from the center of the block along the direction of the bisector of the lattice triangle. Special experiments have demonstrated that the system of cavities employed to bring out the beams did not disturb the energy distribution of the neutrons in the cell.

A collimator with holes exactly duplicating the placements of the cavities was placed in the shield of the reactor. The collimator consisted of an assembly of materials that absorb neutrons and gamma rays (boron, paraffin, iron). The collimating holes, covered with cadmium on the outside, were made divergent in such a way that the only neutrons striking the detector were those traveling from the bottom of the cavity. In the measurements, all the holes of the collimator, with the exception of one, were covered with special protective plugs.

The interruptor used for the mechanical selector consisted of an assembly of nickel plates and aluminum
grids 10 cm long, which comprised plane-parallel slots for the neutrons, with width 0.1 cm . To reduce the background, the body of the rotor was made of steel and plastic, and in addition the diameter of the rotor ( 15 cm ) was greater than the length of the interrupting plates.

The neutron detector was an end-window proportional counter 10 cm long, filled with enriched $\mathrm{BF}_{3}$ to a pressure 600 mm Hg. . The counter was located 398 cm from the mechanical interruptor in a shielding tank, filled with an aqueous solution of boric acid.

The detector with the shielding and the selector were located on special "coordinate" devices, which made it possible to remotely set them at any of the beams.

To register the neutrons by their transit time, a 160-channel time analyzer was used, in which 128 channels registered the effect and 32 channels registered simultaneously the background. The neutron transit time was measured as a function of their energy range with a resolution of $12 \mu \mathrm{sec} / \mathrm{m}, 25 \mu \mathrm{sec} / \mathrm{m}$, and $50 \mu \mathrm{sec} / \mathrm{m}$. The resolution in the spatial coordinates was determined by the dimension of the cavity ( 0.8 cm ) with which the beam was brought out.

The neutron density was calculated from the measured counting rates in the time-analyzer channels from the known ratio, which includes the transmission function of
the mechanical selector, the energy dependence of the counter sensitivity, the energy dependence of the total cross section of the air and the structural materials along the path of the beam, and a correction for the neutron flux gradient [6, 7]. No corrections were made for the resolution in the measurement of the transit time, sirce calculations show that these corrections are smaller than the statistical measurement errors.

MEASUREMENT RESULTS

1. Uranium-water lattice.

The results of the measurement show that the neutron spectra in the water and in the block have the following characteristic features.

The neutron spectrum in the water of a uranium-water lattice can be approximated in the thermal-energy region by a Maxwellian distribution with a neutron-gas temperature greater than the temperature of the water. This rise in the neutron-gas temperature above the water temperature amounted to $45^{\circ}$. It increases with increasing ratio of the uranium volume to the water volume, i.e., with decreasing lattice spacing [6]. Compared with the corresponding Maxwellian spectrum, the spectrum measured in the water is noticeably broader.

The neutron density at energies greater than 0.3 ev
follows the $1 / v^{2}$ distribution.
A typical neutron spectrum, representing the results of measurements in water at $50^{\circ} \mathrm{C}$ for point 7 ( $r=3.17$ cm ) is shown in Fig. 2. In this figure the ordinates represent the neutron density multiplied by the square of the velocity, while the horizontal axis is marked in the reciprocal of the velocity. Here and below we give the spectrum in relative units, not normalized to the integral neutron flux at the measurement point.

The neutron spectrum in the block is much harder in the thermal region than the spectrum in the water. It does not fit a Maxwellian distribution and consequently the concept of the neutron-gas temperature in the block does not have any special meaning. The neutron density in the region of the slowing-down spectrum experiences sharp dips at the resonances of $\mathrm{U}-238, \mathrm{~J}-235$, and on the average is steeper than the $1 / v^{2}$ distribution. Fig. 3 shows by way of illustration the spectrum of the neutrons measured at the point $I(r=0)$ of the block The water temperature corresponding to these measurements is $323^{\circ} \mathrm{K}$.

The described features of the spectra were manifest also in the previously investigated lattice with spacing 5.0 cm [6].

The results of the present measurements show in addition that the energy distribution of the neutrons, both
both in the uranium and in the water, depends little on the coordinates of the measurement point. Only on the boundary between the block and the water does the energy distribution experience an appreciable change.

This can be seen from Figs. 4 and 5, which show the spectrum of the neutrons measured at the point 4 ( $r=2.34$ cm ) near the block, and the spectrum measured at the point $6(r=1.30 \mathrm{~cm})$ of the uranium block near its surface, respectively. Additional information concerning the measurement conditions are indicated in the figures. Neutron spectra that differ little from those given here were obtained also at other points of the uranium block and in the water.

Table 1 lists the integral characteristics of the measured spectra, which make it possible to obtain more definite quantitative information concerning the variation of the neutron spectrum over the cell. The average values listed in the table were obtained from the neutron density in the energy interval $0.25-0.005 \mathrm{ev}$.

An illustrative idea of the variation of the neutron spectrum over the lattice cell is given by Fig. 6. This figure shows curves of the neutron "temperatures," calculated from the experimental values of $v_{m}, \bar{v}$, and $\overline{v^{2}}$ using the relations given by the Maxwellian distribution, and also the distribution of the temperature of the medium over the cell, measured with thermocouples. It is seen
from the figure that the neutron spectrum varies little both in the block and in the water. An appreciable change in the neutron spectrum occurs, as was already mentioned, only on the boundary between the block and the water. It must be noted that the curves of Fig. 6 in the vicinity of the uranium-water boundary are distorted because of the effect of resolution over the spatial coordinate. One must therefore expect the character of the variation of the neutron spectrum on the boundary block and in the water to be actually sharper.

The discrepancy between the curves of Fig. 6 illustrates the non-Maxwellian character of the neutron spectrum. This pertains in particular to the spectrum of the neutrons in the block, which differs greatly from the Maxwellian distribution.

The main factor determining the spectrum of the thermal neutrons in the block is the absorption of the neutrons incident on the water. The following empirical relationships shows the transformation occurring in the spectrum as a result of absorption on going from the moderator to the block:

$$
\left(v^{2} n\right)_{u}=(v n)_{m} \cdot e^{-\varepsilon_{c}(v) \cdot 2 R}
$$

Here $\Sigma_{c}(v)$-- macroscopic capture cross section in uranium,

R -- radius of the block,
$u$ and $m$-- indices pertaining to the uranium and the moderator, respectively.

The points on Fig. 7 show the spectrum measured at the center of the block (point l), while the continuous line shows the spectrum calculated from the above relationship. We used in the calculations the spectrum in water, measured at the point $4(r=2.34)$. We see that in the thermal energy region the neutron spectrum calculated in this fashion, in the block, agrees well with the measured spectrum. In the region of the slowing-down spectrum, neutron scattering in uranium manifests itself noticeably along with absorption.
II. Uranium-mono isopropyl diphenyl lattice.

The characteristic features of the space-energy distribution of the neutrons in a uranium-mono isopropyl diphenyl cell are the same as in the uranium-water lattice. A comparison of the neutron spectra measured in both lattices shows that the differences observed between them are due to the relative increase in absorption, as compared with the moderator in the lattice with the mono isopropyl diphenyl. This is the consequence of the fact that the hydrogen-atom concentration in the organic moderator is
lower than in the water. A lattice with mono isopropyl dephenyl is equivalent with respect to slowing down and moderation to a water lattice with a smaller spacing.

Fic. 8 shows the neutron spectrum in the water and in mono isopropyl diphenyl, measured at point 7 of the lattice.

The temperature of the moderator was in both cases $340^{\circ} \mathrm{K}$. The spectra measured at the center of the block (point 1) for the same moderator temperature are shown in Fig. ${ }^{-1}$

As can be seen from the figures, the neutron spectrum in the uraniummono isopropyl dephenyl lattice is harder than in the uranium-water one. The average neutron velocities for these spectra, calculated in the region $0.25-0.005 \mathrm{ev}$, are equal to $3.31 \times 10^{5} \mathrm{~cm} / \mathrm{sec}$ for the mono isopropyl diphenyl and $3.0 \times 10^{5} \mathrm{~cm} / \mathrm{sec}$ for water.

In uranium the values are $3.62 \times 10^{5}$ and $3.16 \times 10^{5}$ $\mathrm{cm} / \mathrm{sec}$ for the lattice with mono isopropyl diphenyl and water, respectively. The observed hardening of the spectrum is connected with the increase in absorption relative to moderation, $\Delta=\Sigma_{c}(k T) / \xi \Sigma_{s}(I-\theta)$ (here $\sum_{c}(k T)$ and $\sum_{s}$ are the macroscopic cross sections of the moderator), owing to the increase in the coefficient of thermal utilization $\theta$ in the lattice with the mono isopropyl diphenyl [8]. For the same reason, the density of the
thermal neutrons is less in the mono isopropyl dephenyl as compared with the density of the moderated neutrons.

From a comparison and an anslysis of the results obtained, we can conclude that the difference in the chemical bond does not appreciably manifest itself on the form of the spectra in the lattice with water and with mono isopropyl dephenyl. The space-energy distribution of the neutrons in uranium-water and uranium-mono isopropyl diphenyl cells with equal ratios of hydrogen to uranium nuclei should be the same.

As already mentioned, the neutron spectrum in the heterogeneous uranium-water lattices was calculated by many authors on the basis of the Wigner-Wilkins and Wilkins models. Recently I. de Sobrino and M. Clark [3] calculated the space-energy distribution of neutrons on the basis of the Wilkins equation with account of the I/v leakage. Their calculations are in good agreement with the results for a uranium-water lattice with spacing 5.0 cm, which we have obtained previously.

The space-energy distribution of the neutrons for the uranium-water lattice investigated in the present work was obtained by G. I. Marchuk et al. [9]. The neutron spectra were calculated with the aid of the scattering function proposed by van Hove. The dispersion of the autocorrelation function was obtained on the basis of the inter-
polation formulas of V. F. Turchin. The calculations were made in the $E_{3}$ approximation using 15 -group representation of the balance equations.

Figs. 2 and 3 show the results of these calculations (continuous curves). We see that the calculations duplicate quite well the experimentally obtained spectrum in the thermal energy region. A poorer agreement is observed between the calculated spectrum and that measured in the block.

## Table I

| Points of measurement | I | 3 | 5 | 6 | 4 | 2 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distance from center of rods, cm Temperature of | 0 | 0,50 | 0,88 | I,30 | 2,34 | 2,70 | 3,17 |
| medium at point <br> of measurement, ${ }^{0} \mathrm{~K}$ | 336 | 338 | 338 | 337 | 328 | 32 I | 323 |
| Most probable velocity |  |  |  |  |  |  |  |
| $U_{m}\left[\frac{\mathrm{CM}}{\mathrm{CeF}} \cdot 10^{5}\right]^{*}$ | 3,90 | 3,86 | 3,78 | 3,83 | 3,57 | 3,47 | 3,48 |
| $\left[\frac{-\frac{C M}{c e k}}{} \cdot \underline{10^{5}}\right]$ | 3,47 | 3,48 | 3,4I | 3,36 | 3,02 | 2,94 | 2,95 |
| $\frac{1}{v}\left[\frac{c e k}{c M} \cdot 10^{-5}\right]$ | 0,330 | 0,33I | 0,338 | 0,345 | 0,391 | 0,402 | 0,402 |
| $U^{2}\left[\frac{\mathrm{~cm} 2}{\text { cen }^{2}} \cdot I 0^{I O}\right]$ | 13,6 | I3,7 | I3, I | 12,9 | 10,6 | 10, I | 10,2 |
| $T_{1}=\frac{m v_{m}^{2}}{4 K} \quad[0 K]$ | 462 | 452 | 434 | 445 | 386 | 365 | 367 |
| $T_{2}=\frac{\pi}{4} \cdot \frac{m(\bar{T})^{2}}{2 K}[0 K]$ | 575 | 575 | 553 | 539 | 434 | 413 | 4 I 4 |
| $T_{3}=\frac{2}{3} \cdot \frac{m \overline{v^{2}}}{2 K}[0 \mathrm{~K}]$ | 550 | 554 | 531 | 520 | 428 | 410 | 4 II |

[^20]
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## FIGURE CAPTIONS

Figure 1. Experimental arrangement.
Figure 2. Neutron spectrum in water in a uranium water lattice with spacing of 5.5 cm . Water temperature, $323^{\circ} \mathrm{K}$ (beam \#7).

Figure 3. Neutron spectrum in rod in a uranium water lattice with spacing of 5.5 cm . Rod temperature at point of measurement $336^{\circ} \mathrm{K}$. Water temperature $323^{\circ} \mathrm{K}$ (beam \#1).

Figure 4. Neutron spectrum in water in a uranium water lattice with spacing of 5.5 cm . Temperature at point of measurement $328^{\circ} \mathrm{K}$ (beam \#4).

Figure 5. Neutron spectrum in rod in uranium water lattice with spacing of 5.5 cm . Temperature at point of measurement $337^{\circ} \mathrm{K}$. Temperature in moderator at point \# 7 is $323^{\circ} \mathrm{K}$ (beam \#6).

Figure 6. Variation of neutron spectrum over lattice cell.
Figure 7. Neutron spectrum in rod in a uranium water lattice with spacing of 5.5 cm . Rod temperature at point of measurement is $336^{\circ} \mathrm{K}$. Temperature of water at point \#7 is $323^{\circ} \mathrm{K}$ (beam \#1).

Figure 8. Neutron spectrum in moderator in a lattice with spacing 5.5 cm . Temperature at point of measurement is $343^{\circ} \mathrm{K}$ (beam \#7).

Figure 9. Neutron spectrum in rod in a lattice with spacing 5.5 cm . Temperature at point of measurement $358^{\circ} \mathrm{K}$. Temperature of moderator at point \#7 $343^{\circ} \mathrm{K}$ (beam \#1).
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# NEUTRON SPECTRA IN LATTICES AND INFINITE MEDIA 

B. Theoretical Aspects

# Thermal Neutron Spectra in Heterogeneous Assemblies* 
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## Introduction

We will briefly discuss in this review the techniques used to compute thermal neutron spectra in heterogeneous media. Equations will not be derived nor, in most cases, will they even be stated. Rather, we will try to describe in words the approximations that lead to each method and give an over-all picture of the methods that are actually used and their relationship to one another. We will frequently use figures from the contributed papers to illustrate a point; the details of the calculation or experiment represented in the figure can be found in the original papers.

## Theoretical Techniques for Computing Spectra

The time independent transport equation describes the steady state behavior of neutrons in a medium in terms of the flux as a function of position $\underline{r}$, direction $\underline{\Omega}$, and energy $E$. This equation is too complex to be solved exactly and it is necessary to make simplifying approximations to obtain tractable equations. These approximations are made in the:

1) description of the angular variation of the flux,
2) energy transfer kernel and cross sections,
3) description of the angular variation of the scattering process,
4) description of the geometry, and
5) numerical methods used.

It is generally necessary to make approximations in many of these items and the errors introduced are frequently of opposite sign and tend to cancel; the theory then gives apparently accurate results. This cancellation of errors should be kept in mind when one is comparing theory and experiment. Indeed it is often more appropriate to ask the question "Why does this approximate theory give good results?" than to ask "Why does this theory not correctly predict the experimental results?"

Various approximate methods for describing the angular variation of the flux are shown schematically in Figure 1. Computer codes which use these methods are given in parentheses at the bottom of each box. We start with the transport equation written either as a differential equation or, equivalently, as an integral equation. The $P_{n}\left[\right.$ used by Gelbard (1)], double $P_{n}$, and discrete ordinate equations are obtained from the differential form by representing the angular variation of the flux by an $n^{\text {th }}$ order polynomial. The $S_{n}$ equations used by Leslie (2) and Macdougall (3) are obtained by representing the angular variation of the flux by $n$ linear segments. Both $S_{n}$ and $P_{n}$ methods lead to coupled first order differential equations in the spatial variables. Computer storage requirements vary linearly with the size of the region under investigation and the number of angular intervals or polynomials.

A second approach starts from the integral transport equation, many
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Figure 1.
forms of which are discussed by Dalton (4). In this approach the scattering process is assumed to be nearly isotropic and the angular variation of the flux is treated (within numerical approximations) exactly. This method, with isotropic scattering, is used by P. Brown et al. (5) and H. Brown et al. (6), and Honeck (22). Computer storage requirements vary as the square of the size of the spatial region investigated and the number of angular moments used to represent the scattering kernel. If we further restrict ourselves to computing only the average flux in each of two regions, as in a lattice, we obtain the first flight collision probability method used with great success for computing fast fission and resonance escape probabilities in lattices.

If the medium is weakly absorbing, is large in extent, and has a smooth variation of properties, the low order $P_{n}$ and $S_{n}$ methods are most applicable. If the medium is highly absorbing, is small in extent, has sharp material discontinuities, and has nearly isotropic scattering, the integral transport theory is most applicable. If one must be able to handle all situations, a high order $\mathrm{S}_{\mathrm{n}}\left(\sim \mathrm{S}_{8}\right)$ method appears to give the most accuracy for the least work. From these arguments it is reasonable to combine $P_{1}$ theory in a large graphite or $\mathrm{D}_{2} \mathrm{O}$ moderator of a cell with collision probabilities for the fuel regions as reported by Leslie (2). Vaughan (7) and Häfele (8) use diffusion theory and the heavy gas scattering model in the moderator of a cell with
an arbitrary boundary condition [i.e., $\frac{1}{\phi} \frac{\mathrm{~d} \phi}{\mathrm{dx}}=\alpha(\mathrm{E})$ ] at the fuel surface. Vaughan obtains an analytical expression for $\eta \mathrm{f}$ when $\alpha(\mathrm{E})=1$; other forms for $\alpha(\mathrm{E})$ are then treated as perturbations from $\alpha(E)=1$. Häfele treats the fuel rod as a line absorber and uses Meetz's method (23). The advantage of this approach is that the variation of the spectrum across a finite reactor can be conveniently computed.

Various methods for treating the scattering operator are shown schematically in Figure 2. The numbers following the names of the computer codes are the number of energy groups used. Three techniques have been used to represent the scattering operator; multigroup, factorization of the kernel, and representation by a second order differential equation. If the full scatter ing kernel is used, the flux can be expanded in orthogonal functions; expansion in delta functions (or step type functions) leads to the multigroup equations. One can also expand in functions which, though not orthogonal, represent much of the known behavior of the flux [Ott et al. (20) and Calame et al. (24)]. Each of the above methods leads to a set of coupled linear equations which are to be solved numerically.

A second method is to represent the scattering operator as a second order differential equation. Klahr (9) suggests a straightforward expansion of the flux in a Taylor series and truncation beyond the second order term.

SCATTERING OPERATOR
$S \phi(E)=\sum_{n} g_{n}(E) \int d^{\prime} f_{n}\left(E^{\prime}\right) \phi\left(E^{\prime}\right)-\Sigma_{s}(E) \phi(E) \rightarrow S \phi(E)=\int_{0}^{\infty} d E^{\prime} \Sigma_{s}\left(E^{\prime} \rightarrow E\right) \phi\left(E^{\prime}\right)-\Sigma_{s}(E) \phi(E) \rightarrow S \phi(E)=C_{o}(E) \phi(E)+C_{1}(E) \frac{d \phi(E)}{d E}+C_{2}(E) \frac{d^{2} \phi(E)}{d E^{2}}$



Figure 2.

The resulting equation, however, does not satisfy detailed balance and will be inaccurate for systems near equilibrium; since it contains only limited information about the scattering process, it will also be inaccurate for highly absorbing systems. The most general second order differential equation which satisfies detailed balance and neutron conservation contains one arbitrary function $f(E)$, often called the Horowitz function. Setting $f(E)=1$ leads to the usual heavy gas equation used by Hä fele (8), Vaughan (7), and Takahashi (10); Leslie (2) determines $f(E)$ from a measured spectrum; Corngold (11) bases the choice of $f(E)$ on the first energy transfer moment $A_{1}(E)$; Schaefer (12) uses a combination of $A_{1}(E)$ at low energies and Corngold's asymptotic expansion for the flux at high energies to deduce $f(E)$; and finally Cadilhac et al. (13) treat $f(E)$ as an operator and obtain a second order differential equation for the slowing down density which contains two arbitrary functions. Schaefer's choice of $f(E)$ for graphite is shown in Figure 3.

An example of the use of the heavy gas equation, free gas equation and expansion in orthogonal polynomials is given by Takahashi (10) for the case of an infinite non-absorbing homogeneous medium of two materials with different temperatures. The heavy gas equation predicts a Maxwellian distribution at an average temperature $\mathrm{T}_{\text {eff }}$ while the free gas equation predicts a softer non-Maxwellian spectrum (Figure 4).


Figure 3. $f(E)$ for graphite. (from reference 12)


Figure 4. Neutron spectrum in a medium with two temperatures. (from reference 10)

A third method, in which the scattering kernel is approximated by a sum of degenerate scattering kernels (25, 26), is relatively new and unexplored but shows great promise.

The choice of a method for representing the scattering operator depends strongly on the application. The information conta ined in $f(E)$ is adequate for describing the gross distortions of the spectrum from Maxwellian but certainly cannot provide detailed information about the flux in the vicinity of a resonance absorber. The method of Cadilhac may alleviate this difficulty. The representation of the flux by orthogonal polynomials in energy or velocity is useful only if the flux has an exponential behavior at high energies. The multigroup methods using almost the full information conta ined in the scattering kernel appear to be the best over-all methods.

The multigroup method implies a high energy cutoff for the thermal group, above which the flux is known. It is necessary to compute the slowing down source, $\mathrm{Q}(\underline{\mathrm{r}}, \mathrm{E})$, given in Figure 5. It is customary to assume that Q can be approximated by a function of $\underline{r}$ (i.e., an indium foil activation distribution) times a function of $E$ obtained by using a $1 / E$ flux and a free gas scattering law. Macdougall (3) shows in Figure 6 that even with a cutoff at 1.5 ev the use of the free gas law can lead to a 10 to $20 \%$ error in the flux between 1.0 and 1.5 ev , the region of the $\mathrm{Pu}{ }^{240}$ resonance. Both Häfele (8)

EPITHERMAL NEUTRON DENSITY, N(v) $\sim \phi(E)$,
AND THE SLOWING DOWN SOURCE

$$
Q(E)=\int_{E_{c}}^{\infty} \mathrm{dE}^{\prime} \Sigma_{S}\left(\mathrm{E}^{\prime} \rightarrow \mathrm{E}\right) \phi\left(\mathrm{E}^{\prime}\right)
$$

$\frac{E_{S} \gg E}{\text { Kelber and Min }: N(v)=\frac{1}{v^{2}}(v / v+\Gamma)^{\frac{2}{\xi}+1}}$

$$
\underline{\text { Kostin: }} \mathrm{N}(\mathrm{v})=\mathrm{v}^{2} \mathrm{e}^{-\mathrm{v}^{2}}\left[1+\frac{\mathrm{a}_{1}}{\mathrm{v}}+\frac{\mathrm{a}_{2}}{\mathrm{v}^{2}}+\ldots\right]
$$

$$
\begin{aligned}
& \mathrm{a}_{1}=\Gamma / \mu ; \frac{\mathrm{a}_{2}}{\mathrm{a}_{1}}=\frac{\Gamma}{\frac{2}{1-\lambda^{2}} \ln \frac{1}{\lambda}-1} \\
& \mathrm{a}_{3}=\frac{\Gamma}{\mu} \frac{\lambda}{2 \lambda+4}\left[\frac{\mathrm{~T}_{\mathrm{eff}}}{\mathrm{~T}}+2 \Gamma \mathrm{a}_{2}\right]
\end{aligned}
$$

Corngold: $\quad N(v)=\frac{1}{v^{2}}\left[1+\frac{\mathrm{c}_{1}}{\mathrm{v}}+\frac{\mathrm{c}_{2}}{\mathrm{v}^{2}} \ldots\right]$

$$
\begin{aligned}
& c_{1}=c_{1}(\Delta, M) \\
& c_{2}=c_{2}\left(\Delta, M, \frac{T_{e f f}}{T}\right)
\end{aligned}
$$

$$
\mathbf{E}_{\mathbf{S}} \ll \mathrm{E}
$$

$$
\begin{aligned}
& \Gamma=\frac{\mathrm{v} \Sigma_{\mathrm{a}}(\mathrm{v})}{\Sigma_{\mathrm{S}}} ; \mu=\frac{1}{\mathrm{M}} \\
& \lambda=\frac{1-\mu}{1+\mu}=\frac{\mathrm{M}-1}{\mathrm{M}+1}
\end{aligned}
$$

Figure 5.


Figure 6. Joining region of a Eraphite spectrum. (from reference 3)
(Figure 7), and H. Brown (6) show that the epithermal flux is not spatially uniform in large $\mathrm{D}_{2} \mathrm{O}$ and graphite cells. The asymptotic high energy behavior of the flux has been investigated by Corngold (21) and Kelber (14) for the case of a very high energy source, and by Kostin (15) for a very low energy source (Figure 5). An illustration of these methods and of the non$1 /$ E behavior of the flux is given by Shapiro (16) in Figure 8 where he uses the Corngold expansion (with a Maxwellian subtracted off) to compute the epithermal bump in the flux in a graphite cell. Pearce (17) notes that this bump has a radial dependence and disappears in the fuel rod; the concept of a Maxwellian distribution in the fuel rod and the subsequent definition of a bump is, however, somewhat artificial. The point to these statements is that accurate methods are available for computing the slowing down source and that the use of approximations (such as spatially flat sources, $1 / E$ flux, and free gas scattering) can cause significant errors.

The angular variation of the scattering process can be directly included in the $P_{n}$ and $S_{n}$ methods, but is difficult to include in the integral transport theory methods. It is only recently that scattering models for graphite and heavy water have been developed that are sophisticated enough to predict the anisotropic scattering. Some calculations with anisotropic scattering for water have been done by Gelbard (1) and Honeck (22). It


Figure 7. Spectrum in a $D_{2} O$ lattice. (from reference 8)
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Figure 8. Joining region (with a Maxwellian subtracted) of graphite spectra at various temperatures. (from reference 16)


Figure 9. Neutron density disadvantage factors for the 0.250" diameter, $1.00 \%$ enriched uranium metal rod lattices. (from reference 22)
appears that, for water, only $P_{1}$ scattering need be included and that this can be accurately treated by a Selengut-Goertzel approximation or by defining an effective isotropic scattering kernel (transport correction). More work needs to be done to determine good anisotropic scattering corrections for cell calculations and leakage calculations.

No reactors and few experiments can be described by one dimensional slab geometry. Most reactors consist of fuel rods in a rectangular or square array with moderator in between the rods. To avoid lengthy two dimensional cell calculations one replaces the actual cell with an equivalent cylindrical cell (Wigner-Seitz cell). The circular outer boundary reflects neutrons back into the cell. Honeck (22) has found that this assumption is poor when the moderator thickness is less than about one mean free path (Figure 9). The THERMOS calculations shown in Figure 9 were multigroup calculations. The other calculations are one group calculations with spectrum averaged cross sections. The moderator in most graphite and $\mathrm{D}_{2} \mathrm{O}$ cells is many mean free paths thick and the cylindrical cell approximation should be accurate.

Finally, we should remark about numerical accuracy. Experimental results always contain an estimate of uncertainty, yet theorists state their results to many significant figures without any indication of how accurately
the calculation was done (the author is no exception). In many instances, the discrepancy between theory and experiment is only a few percent and certainly the numerical inaccuracy should be investigated and eliminated before attempts are made to improve the physics in the theory or the experimental procedures.

## Some Experimental Foil Activation Results

In this section we will describe and briefly comment on the results of foil activation experiments presented at this conference. Foil activations accurately measure the spatial distribution of the flux and, if various types of foils are used, spectral moments of the flux. Kelber and Min (14) compare spectra computed from the Wilkins (heavy gas) equation and the WignerWilkins (gas) equation (Figure 10) and show that $\mathrm{Yb}^{168}$ activations would be $14 \%$ different for the two spectra while $\mathrm{Lu}^{176}, \mathrm{Pu}^{239}$, and $\mathrm{U}^{235}$ activations would be only a few percent different. They conclude that $\mathrm{Yb}^{168}$ activation is sensitive to details of the scattering kernel while $\mathrm{Lu}, \mathrm{Pu}$, and U are insensitive to the fine details of the kernel.

Korpium, Renz, and Springer (18) have measured the Lu/Eu activation ratio as a function of distance from a cadmium disk in water (Figure 11). This ratio, normalized to unity far from the plate, is a direct measure of the change in spectrum near a black (vacuum) boundary. Parkinson and


Figure 10. Comparison of spectra computed from the free gas model and heavy gas model. (from reference 14)


Figure ll. Foil activation ratio as a function of distance from a cadmium disk. (from reference 18)

Salah (19) have measured $\mathrm{Lu}^{177} / \mathrm{Lu}^{176}$ activation ratios in a one-inch steel $\operatorname{rod}\left(\right.$ Figure 12), 3 and $4-\operatorname{rod}$ clusters in $\mathrm{D}_{2} \mathrm{O}$, and in a reactor core. In both of the above experiments the source of neutrons was a thermal column so that the spectra are distorted Maxwellians. No theoretical comparisons have been made for these cases.

Leslie (2) has computed $1 / v$ and Lu ${ }^{176}$ foil distributions in a CANDU lattice ( $\mathrm{D}_{2} \mathrm{O}$ moderator, natural uranium and $\mathrm{H}_{2} \mathrm{O}$ in the fuel) using an $\mathrm{S}_{4}$ code with free gas scattering kernels (Figure 13). The $1 / \mathrm{v}$ foil activity is in good agreement with experiment but the computed Lu activity is too small (spectrum too soft) in the fuel. This underestimate of the hardening in the fuel is probably due to the use of a free hydrogen kernel for the water in the fuel. Brown, Kaplan, Profio, and Thompson (5) (Figure 14) have meas ured $1 / v$ and Lu foil activations in a natural uranium, $\mathrm{D}_{2} \mathrm{O}$ cell and computed the activations with the THERMOS code using the Brown and St. John scattering kernel. They also find good agreement for $1 / v$ activation but the theory underestimates the Lu activation in the fuel. Brown and Hennelly (6) (Figure 15) measured the $1 / v$ and $\mathrm{Pu}^{239}$ foil activation in a large uranium rod in $\mathrm{D}_{2} \mathrm{O}$ and computed activations with the THERMOS code using the Brown and St. John scattering kernel. They find good agreement with theory for both foils in the fuel rod but that the theory overestimates the flux in the



Figure 13. Activation measurements in a $\mathrm{D}_{2} \mathrm{O}$ cell.
(from reference 2)


> Figure 14. Au and Lu activation distributions in a 4.5-in. pitch $D_{2} O$ lattice. (from reference 5)


RELATIVE ACTIVATIONS OF BARE AND CADMIUMCOVERED Mn AND Pu FOILS IN A UNIT CELL


COMPARISON BETWEEN EXPERIMENTAL AND CALCULATED Mn SUBCADMIUM FOIL ACTIYATIONS IN A UNIT CELL

Figure 15. Foil activation distributions in a $\mathrm{D}_{2} \mathrm{O}$ cell. (from reference 6)
moderator by about $20 \%$. A large part of this discrepancy is due to the use of a spatially flat slowing down source which in fact varies by a factor of two from the moderator center to the fuel rod surface. The only consistant observation from these three experiments is that the computed spectra in the fuel are too soft indicating that both the mass 2 and Brown and St. John kernels yield too soft a spectrum for $\mathrm{D}_{2} \mathrm{O}$.

A comparison of various scattering models for water has been made by Honeck (22). The disadvantage factors and average neutron speeds in the moderator of a slab lattice as a function of the light water/uranium volume ratio are shown in Figure 16. The disadvantage factors for models which predict the same cross section variation with energy (such as Nelkin and Brown and St. John) have the same slopes but are displaced due to differences in moderating ability. The point here is that since the disadvantage factor is a spatial moment, the scattering cross section involved in the transport of neutrons is more important than the moderating ability of the kernel. Cylindrical THERMOS and two dimensional (2D) THERMOS calculations using the Nelkin kernel are compared in Figure 17 with experimental disadvantage factors for water lattices. The systematic $6 \%$ discrepancy is at present not understood although recent measurements indicate that the experimental data presented here may be as much as $4 \%$ too


Figure 16. Cell disadvantage factor and average neutron speed in the moderator for the slab lattices using various scattering kernels for water. (from reference 22)


Figure 17. Neutron density disadvantage factors for the $1 \%$ enriched uranium metal rod lattices. (from reference 22)
low. Calculations by Gelbard (1) (Figure 18) also indicate this discrepancy. An attempt to correlate the average neutron speed in the moderator (with a cutoff energy of 0.78 ev ) with a parameter related to the average absorption cross section is shown in Figure 19 for a series of 60 water lattices. The correlation is quite good indicating that the spectrum in the moderator is insensitive to the geometrical description of the lattice and that it is possible to give simple prescriptions for computing spectrum averaged cross sections. The cross sections used here were nearly $1 / v$ and these statements will probably not be true where resonance absorbers are used. Summary

The methods for computing thermal neutron spectra have developed along two different lines. In the first approach large high speed computers are used to solve the transport equation with the best scattering kernel available in an attempt to gain a full understanding of the theory and confidence in the ability to compute spectra in any assembly. A second approach recognizes the fact that not all of this physical information and mathematical rigor is required in the practical design of reactors. Not everyone can afford the large investment in computing time required to do these sophisticated calculations. Thus the second approach is in the use of simpler methods such as diffusion theory (perhaps combined with collision probabilities) and second



Figure 19. Moderator neutron spectrum hardness parameter $\tau_{m}$ for all lattices. The parameter $\theta$ is computed from hardened cross sections and the computed disadvantage factor. (from reference 22)
order differential equations for the scattering operator. Both approaches are necessary.

Our ability to compute intracell activation distributions with our best theories appears to be very good (better than say $5 \%$ ) for graphite and heavy water cells. The experimental uncertainties for water lattices make it difficult to assign an accuracy here. Our ability to compute $\eta \mathrm{f}$ is then much better than the precision of the cross sections. Few calculations of temperature coefficients have been made but it is clear that they are at least an order of magnitude more sensitive to the scattering kernel than is $\eta \mathbf{f}$, so that there is still a need to refine techniques.
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SOME MATHEMATICAL AND PHYSICAL REMARKS ON NEUTRON THERMALIZATION IN INFINITE HOMOGENEOUS SYSTEMS
(M. Cadilhac, J. Horowitz, J.L. Soulé, O. Tretjakoff)

Centre d'Etudes Nucleaires de Saclay Gif-sur- Yvette (S. et O.) France

```
S U M M A R Y
```

1) The general mathematical properties of the thermalization operator are discussed in order to exhibit its important properties for the behavior of the neutron spectrum at high and low energies.
2) A new model is presented。 For the calculation of any spectrum in infinite homogeneous systems this model leads to a second order differential equation. liydrogen and heavy gas are included in this general model.
3) The adjustment of model parameters on experimental data is discussed.

This report deals mainly with the problem of neutron thermalization in an infinite homogeneous medium.

It is well known that in a not too undermoderated system very different scattering laws lead to rather similar flux shapes. Let us consider for instance the two extreme cases $A=1$ and $A=\infty$ of the gas model with a $\frac{1}{v}$ absorption:

$$
\Sigma_{a}(y)=\frac{\Sigma_{a}(1)}{\sqrt{y}} \text {. If we assume } \frac{\Sigma_{a}(1)}{\xi \Sigma_{\infty}} \ll 1 \text { the flux } \varphi(y)
$$

is expressed by

$$
\varphi(y) \simeq \frac{2}{\sqrt{\pi}} \frac{Q}{\Sigma_{a}(1)} \varphi_{0}(y)+\frac{1}{\xi \Sigma_{\infty}} \varphi_{1}(y)
$$

where

$$
\int_{0}^{\infty} \varphi_{1}(y) \frac{d y}{\sqrt{y}}=0
$$

Fig. 1 shows the functions $\varphi_{1}(y)$ and their asymptotic expansions limited to the two first terms.

Nevertheless these differences in shape, though small, are of importance in reactor calculations. But it seems desirable to describe mathematically the thermalization process in a manner exhibiting the factors which determine the flux shape more directly than the scattering law. Similarly since the neutron flux is not sensitive to all the details of the scattering law it should be possible to approximate it by a simple model depending on a few adjustable functions.

The fact that the thermalization operator acting on the maxwellian flux $\varphi_{0}(y)$ gives zero suggests to use the function

$$
C(y)=\frac{d}{d y} \frac{\varphi(y)}{\varphi_{0}(y)} \quad \text { rather than the flux } \quad \varphi(y) \text { itself. }
$$

$C(y)$ is related to the slowing down density $q(y)$ by the linear operator L

$$
q=L\{c\}
$$

The kernel $\tau\left(y, y^{\prime}\right)$ is given by

$$
\left[\left(y, y^{\prime}\right)=\int_{0}^{y_{<}} \int_{y_{7}}^{\infty} \varphi_{0}\left(z^{\prime}\right) \sum\left(z^{\prime} \rightarrow z\right) d z d z^{\prime}\right.
$$

where $y_{<}$and $y$, are respectively the smaller and larger of the energies $y$ and $y^{\prime}$.

This relation shows that :
$L\left(y, y^{\prime}\right)>0$
I is a positive definite hermitian operator, as a consequence of the detailed balance condition.

In the next section we consider the operator $\ell(a, b)$
deduced from $\tau\left(y, y^{\prime}\right)$ by a double Laplace transformation.
In section III we introduce a simple model in approximating $J=L^{-1}$ by a second order differential operator.

## II - THE KERNEL $\quad \ell(a, \bar{b})$

$\ell(a, b)$ is defined by
$(I I, 1) \quad P(a, b)=\int_{0}^{\infty} \int_{0}^{\infty} L\left(y, y^{\prime}\right) e^{-a y-b y^{\prime}} d y d y^{\prime}$
Its expression is particularly simple in the case of the Gas model :

$$
\begin{equation*}
l(a, b)=\frac{\sum_{\infty} \beta \sqrt{1+\frac{a+b+1}{A}}}{(a+b+1)^{2}(a+\bar{b}+1+\beta a b)} \quad \beta=\frac{4 A}{(A+1)^{2}} \tag{II,2}
\end{equation*}
$$

and wanes the form

$$
\begin{array}{ll}
l(a, b)=\frac{\sum \infty}{(a+\bar{b}+1)^{2}(a+1)(b+1)} & \text { if } \quad A=1 \\
l(a, \bar{b})=\frac{2 \sum \infty \xi}{(a+b+1)^{3}} & \text { if } \quad A=\infty
\end{array}
$$

Hove generally in the case of the heavy gas model with a variable cross section $\quad \sum(\infty)=f(y) \sum \infty$

$$
\begin{aligned}
l(a, \bar{b}) & =\sum_{\infty} \xi \int_{0}^{\infty} f(y) y^{2} e^{-y(a+\bar{b}+1)} d y \\
& =\frac{\sum_{\infty} \xi I(a+\bar{b}+1)}{(a+b+1)^{3}}
\end{aligned}
$$

where

$$
I(t)=\frac{1}{2} \int_{0}^{\infty} f\left(\frac{z}{t}\right) z^{2} e^{-z} d t \quad ; \quad y(0)=1
$$

Putting

$$
\begin{aligned}
& g(a, \bar{b})=\int_{0}^{\infty} \int_{0}^{\infty} e^{-a y-b y^{\prime}} \varphi_{0}\left(y^{\prime}\right) \Sigma\left(y^{\prime} \rightarrow y\right) d y d y^{\prime} \\
& h(a, \bar{b})=g(a, \bar{b})-g(a+\bar{b}, 0)
\end{aligned}
$$

is the double Laplace transform of the thermalization operator $H$ and

$$
P(a, b)=-\frac{h(a, b)}{a b}
$$

In the case of the gas model

$$
g(a, b)=\frac{\sum_{\infty} \sqrt{1+\frac{a+b+1}{A}}}{(a+b+1)(a+b+1+\beta a b)}
$$

For a scattering law $S(\alpha, \beta)$

$$
\begin{aligned}
& g(a, b)=\frac{\pi}{2} \frac{1}{a+b+1} \int_{0}^{\infty} d \alpha \int_{0}^{\infty} d \beta e^{-\frac{a+b+1}{4}\left(\alpha+\frac{\beta^{2}}{\alpha}\right)} S(\alpha, \beta) \operatorname{ch}\left[(a-b) \frac{\beta}{2}\right] \\
& h(a, b)=-\frac{\pi}{a+b+1} \int_{0}^{\infty} d \alpha \int_{0}^{\infty} d \beta e^{-\frac{a+b+1}{4}\left(\alpha+\frac{\beta^{2}}{\alpha}\right)} S(\alpha, \beta) \operatorname{sh} \frac{a \beta}{2} \operatorname{sh} \frac{b \beta}{2}
\end{aligned}
$$

In the $(a, b)$ plane the domain ( $D$ ) of interest is limited by the line of singularities ( $\Gamma$ ) as shown in fig. 2. In ( $D) \quad e(a, b)$ is regular and has the properties mentioned above for $\tau\left(y, y^{\prime}\right) .(\Gamma)$ is determined by the scattering cross section at high energy ; thus ( $\Gamma$ ) and the dominating singularity on ( $\Gamma$ ) are the same for a gas and crystal model.

In practice, it is not necessary to know $l(a, b)$ very accurately in the whole domain (D) and even tire exact form of ( $\Gamma$ ) is of little importance.

For problems involving only thermal energies, it is the behaviour of $\rho(a, \bar{b})$ near the origin which is of importancc. Note that

$$
\begin{aligned}
& g(0,0)=\int_{0}^{\infty} \varphi_{0}(y) \Sigma(y) d y \\
& \rho(0,0)=\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty}\left(y^{\prime}-y\right)^{2} \varphi_{0}(y) \Sigma\left(y \rightarrow y^{\prime}\right) d y d y^{\prime}
\end{aligned}
$$

On the other hand, the high energy part of the neutron flux
depends only on the behaviour of $l(a, \bar{b})$ near the singular point $a=0, b=-1$.

To illustrate this, we consider the case of a $\frac{1}{v}$ absorption with a source of intensity $Q$ at an infinitly high energy.

Putting
(II, 3)

$$
C(y)=\int_{-1}^{\infty} e^{-b y} \psi(b) d \bar{b}
$$

the flux may be written as a sum of two terms

$$
\varphi(y)=y e^{-y} \cdot \int_{-1}^{\infty} \frac{(b+1)^{3 / 2}-e^{-b y}}{b} \psi(b) d b+\frac{2 Q}{\sum_{a}(1) \sqrt{\pi}} y e^{-y}
$$

The total number of neutrons corresponding to the first term is zero.
$\psi(b)$ is given by the equation
(II, 4)

$$
\int_{-1}^{\infty} l(a, b) \psi(b) d \bar{b}+\int_{-1}^{\infty} m(a, b) \psi(b) d \bar{b}=\frac{Q}{a(1+a)^{3 / 2}} a>0
$$

where

$$
m(a, b)=\Sigma_{a}(1) \frac{\sqrt{\pi}}{2} \frac{1}{a b}\left\{\frac{1}{(a+b+1)^{3 / 2}}-\frac{1}{(1+a)^{3 / 2}(1+b)^{3 / 2}}\right\}
$$

The asymptotic expansion of the flux corresponds to the expansion of $\psi(\bar{b})$ in powers of $1+\bar{b}$ which follows from the conaition that

$$
a \int_{-1}^{\infty}[e(a, b)+m(a, \bar{b})] \psi(\bar{b}) d \bar{b}
$$

is a recular function of $a$ in the vicinity of $a=0$.

In fact, the expansion of $\psi(\bar{b})$ in powers of $1+\bar{b}$ converges for $\quad|1+b|<1$.

A forthcoming Saclay report describes an analytical and a numerical method for solving the equation (II, 4). A division of the interval $(-1, \infty)$ into two parts $(-1,0)$ ind $(0, \infty)$ appears in a natural way, the former giving the "fast part" of the flux, the latter the "thermal part". A characteristic shape for $\psi(\bar{b})$ is shown below, in. the case of small absorption.


The amp of the " $\ell(a, b)$ netnoa" is to it theoretical models and experimental data with a small number oi f parameters. Work on this subject is in pro rose.
be would like to mention shortly the method using a representation of the thermalization operator or of $L$ in terms of Lacuerre or similar functions. Such a representation may be useful for purely thermal problems such as the diffusion cooling or for calculations of spectra if the "fast part" of the flux is dealt with separately.

We can define a set of functions $C_{i}$ such that

$$
\int C_{i} L C_{j} d y=S_{i j}
$$

Putting $L C_{i}=q_{i} \quad$ one has

$$
\int q_{i} J q_{j} d y=S_{i j}
$$

In many cases, the calculations are simple if the $C_{i}$ are polynomials ; these are obtained from the derivatives of $\ell(a, b)$ at the origin. This choice may not be the best from the point of view of convergence.

III - The "differential godel"

A fundamental problem of the thermalization theory
is the determination of the operator $J=L^{-1}$.
In the case of the heavy gas model one has simply

$$
J=\frac{e^{y}}{\xi \Sigma_{\infty} y^{2}} \frac{1}{f(y)} \quad \text { where } \quad f(y)=\frac{\Sigma(y)}{\Sigma_{\infty}}
$$

This model which has been used at Saclay and by Dr. Leslie at Uinfrith has the disadvantage that slowing down takes place in infinity small steps. On the other hand if $f(y)$ is chosen to give the right flux at very low absorption no degree of freedom is left for other adjustments, if necessary, for instance in order to provide the exact value of the diffusion coming constant or the flux shape at a stronger capture.

The gas model gives for $A=1$ $J=(1-D) \frac{e^{y}}{y \Sigma(y)}(1+D)$
where $D=\frac{d}{d y}$ and $y \Sigma(y)=\frac{\sum_{\infty}}{\sqrt{\pi}}\left[\left(y+\frac{1}{2}\right) \int_{0}^{y} \frac{e^{-z} d z}{\sqrt{3}}+\sqrt{y} e^{-y}\right]$

Considering these two expressions for J, Cadilhac proposed to approximate generally $J$ by a hermitian second order differential operator :

$$
\begin{equation*}
J=j(y)-D k^{2}(y) D \tag{III,1}
\end{equation*}
$$

Thus
(III, 2)

$$
C(y)=J q(y)=. j(y) q(y)-\frac{d}{d y}\left[k_{2}(y) \frac{d}{d y} y(y)\right]
$$

(III, 1) implies (if $k \neq 0$ ) that $\left[\left(y, y^{\prime}\right)\right.$ has the form (III, 3)

$$
\left.i, y, y^{\prime}\right)=(1(y<) \cdot v(y>)
$$

$$
\text { and } \left.\quad \varphi_{0}(y) \Sigma\left(y \rightarrow y^{\prime}\right)=-\frac{d}{d y} v(y) \cdot \frac{d}{d y^{\prime}} u: y^{\prime}\right)
$$

$$
y^{\prime}<y
$$

$u(y)$ and $v(y)$ are the solutions of $J q=0$ respectively regular for $y=0$ and $y=\infty$. The operator $J$ may therefore be written as

$$
J=-\frac{1}{u} D k u^{2} D \frac{1}{u}
$$

and one has the relations

$$
\begin{align*}
& v(y)=u(y) \int_{y}^{\infty} \frac{d z}{k(z) u^{2}(z)} \\
& J(y)=\frac{1}{u} \frac{d}{d y}\left[\frac{u^{\prime}(y)}{\sum(y) \varphi_{0}(y)}\right] \quad k(y)=\frac{1}{\sum(y) \varphi_{0}(y)} \tag{III,4}
\end{align*}
$$

In General, the differential form for $J$ being only an approximation, the best fit for $J$ does not necessarily satisfy (III, 4).

High energy behaviour of $j$ and $k$
At high energy where binding and temperature effects are negligible, the flux is given by the approximate relation :
(III,5) $\quad \sum_{\infty} \varphi(y)=\frac{q}{\xi y}-\frac{D q}{\mu}$
which loads to : $\quad \rho(y) \simeq \frac{q(\infty)}{\zeta \sum_{\infty} y}$
To determine the constant $\mu$, we use the condition that in the case of a $\frac{1}{v}$ absorption, the coefficient of the next term in the expansion of $\varphi(y)$, ie the $\frac{1}{y^{3 / 2}}$ term, is exact.

This gives

$$
\frac{1}{\mu}=\frac{1}{\nu}-\frac{2}{\xi} \quad \text { with } \quad \nu=\frac{3 A-1}{3 A(A+1)}
$$

In practice, one may use the approximation :

$$
\mu=\frac{3 A}{2 A+1}
$$

The behaviour of $d$ and $k$ at high energies results from the fact that (III,2) reduces to (III,5). We find therefore :

$$
j(y) \sim \frac{e^{y}}{\xi \Sigma_{\infty} y^{2}} \quad k(y) \sim \frac{e^{y}}{\mu \Sigma_{\infty} y} \quad y \rightarrow \infty
$$

If the moderator is not monoatomic, $\xi$ and $\nu$ are to be weighted by the cross-sections of the various elements.

The relation (III,2) shows that the asymptotic expansion of $\delta(y)$

$$
j(y) \sim \frac{e^{y}}{\xi \Sigma_{\infty} y^{2}}\left(1-\frac{Y}{y}-\frac{\gamma_{2}}{y^{2}}\right)
$$

is identical with the expansion of $(\mathrm{l}, \mathrm{y})$ if the capture is confined to the thermal region, the source of unit intensity being at an infinitely high energy. Since the asymptotic expansion of the flux, even limited to the first two terms, gives a good approximation down to energies $y \simeq 10$ (as shown in fig. 1) it is essential to take for $\gamma_{1}$ the exact value. For a gas :

$$
\gamma_{1}=\frac{1}{A}
$$

As already mentioned, the best fit for $k$ does not necessarily satisfy (III,4), but by writing

$$
\begin{equation*}
k(y)=\frac{1}{\Sigma^{*}(y) \varphi_{0}(y)} \tag{III,6}
\end{equation*}
$$

## $\Sigma^{*}(y)$ will be a slowly varying function of energy with

$$
\Sigma^{*}(\infty)=\mu \Sigma(\infty)
$$

Dr Leslie* has adjusted the function $f(y)=\frac{\Sigma(y)}{\Sigma_{\infty}}$
appearing in the heavy gas model in order to fit the measurements of the spectra in well moderated graphite lattices.

In the "differential model",

$$
\frac{1}{\xi \sum_{\infty} y \varphi_{0 j}} \text { has a shape similar to } f(y) \text {. }
$$

Calculation of the spectra with the "differential model"
Let us consider the case of a source of intensity $Q$ at an infinity high energy and an arbitrary absorption law $\Sigma_{a}(y)$.

To the equations written previously

$$
\begin{aligned}
& C(y)=\frac{d}{d y} \frac{\varphi(y)}{\varphi_{0}(y)} \\
& c(y)=j^{(y)}(y)-\frac{d}{d y} \cdot k(y) \frac{d}{d y} q(y)
\end{aligned}
$$

we add the relation

$$
\begin{equation*}
\frac{d g}{d y}=\Sigma_{a}(y) \varphi(y) \tag{III,6}
\end{equation*}
$$

which expresses the neutron balance.

> Putting

$$
k_{a}(y)=\frac{1}{\Sigma_{a}(y) \varphi_{0}(y)} \quad k_{1}(y)=k(y)+k_{a}(y)
$$

we obtain

$$
\begin{equation*}
f(y) q(y)-\frac{d}{d y}\left[k_{1}(y) \frac{d}{d y} q(y)\right]=0 \tag{III,7}
\end{equation*}
$$

* "Calculation of thermal spectra in lattice cells", paper presented at this conference.
with the conditions $\quad q(0)=0 \quad q(\infty)=Q$
We wish to emphasize that the calculation of the flux is mathematically as simple here as for the heavy gas model.

In fact, if we take a heavy gas model with $f(y)=\xi \Sigma_{\infty} y \varphi_{0} j$
and an absorption cross section $\quad \overline{\Sigma_{u}}=\frac{\Sigma_{u} \Sigma^{*}}{\Sigma_{a}+\Sigma^{*}}$
we obtain a flux $\bar{\varphi}(y)$ related to $\rho(y)$ by

$$
\varphi=\frac{\Sigma^{*}}{\Sigma_{a}+\Sigma^{*}} \bar{\varphi}
$$

The problem can be solved by an iteration process.
Putting

$$
\begin{array}{ll}
\bar{\varphi}(y)=\sum_{n=0}^{\infty} \bar{\varphi}_{n}(y) \quad \text { with } \quad \bar{\varphi}_{0}=y e^{-y} \\
q(y)=\sum_{n=0}^{\infty} q_{n}(y) &
\end{array}
$$

we have

$$
\begin{aligned}
& q_{n}(y)=\int_{0}^{y} \bar{\Sigma}_{a}(z) \bar{p}_{n}(z) d z \\
& \bar{\varphi}_{n+1}(y)=\bar{\varphi}_{0}(y) \int_{0}^{y} d(z) q_{n}(z) d z
\end{aligned}
$$

When the iteration is stow ped, the functions $\varphi$ and $q$ should be multiplied by a constant such that $q(\infty)=Q$ If the capture is small we obtain

$$
\varphi(y) \simeq \frac{i x}{i_{,} \leq_{1}(n) \varphi_{0}(y) d y}\left\lfloor\varphi_{0}+\varphi_{1}\right]
$$

when

$$
\frac{\varphi_{1}}{\varphi_{0}}=i_{0}^{y}(z) 1_{0}\left(i_{i}\right) d z-\frac{2(y)}{5 *(y)}
$$

and $\cdot$

$$
q_{0}(y)=\int_{0}^{y} \Sigma_{a}(z) f_{0}(z) x z
$$

The adjustment of the functions $j(y)$ and $k(y)$
we want to adjust the "dirferential model" i-e the iunctions $j(y)$ and $k(y)$, in order to provide a good approximation to a theoretical model or to ift experimental data.

Since the model depends on two arbitrary functions, one needs for the adjustment two fluxes corresponding to two different absorption laws. Takine a $\frac{1}{V}$ law and values of $\frac{\Sigma_{a}(1)}{\xi \Sigma_{\infty}}$ respectively equal to 0.1 and 0.2 , we have calculated the functions $j(y)$ and $k, y$ ) to five exactly the same fluxes as the eas model, for $A=2$; 4 and 12. The functions, for $A=1 ; 2$ and 12 are shown in fiç. 3 and 4. An irportant point to be checked is that with this adjustment the "differential model" approximation gives also the right spectrum with other absorption laws. Therefore, we made the calculations for
$\frac{\left.\sum_{a}\right)^{\prime}}{\Sigma_{x}}=0.5$ and 1 ( $\frac{1}{v}$ absorption law) and for a capture having a strong resonance (Pu 239). The results were very satisfactory. This proves that the "differential model" provides an excellent approximation for thermal reactor calculations.

The study of various theoretical scattering laws and of the available experimental data using the "differential model" and eventually the " $\ell(a, b)$ formalism" is now in progress at Saclay. Applications to heterogeneous reactor problems are included in this work. This will improve the analysis of the rapidly increasing amount of integral data provided by reactor lattice measurements. A few test calculations have been made, using scattering laws data for graphite, kindly communicated to us by Dr Egelstaff, Schofield and Leslie, in order to point out the effect of experimental and theoretical uncertainties.

For instance, we have calculated the second term $\delta_{1}$ of the asymptotic expansion of the flux for weak absorption

$$
\varphi(y) \sim \frac{1}{y}\left(1+\frac{\delta_{1}}{y}+\cdots \cdot\right)
$$

using the $f(y)$ function Given by Dr Leslie and the Egelstafi's $p(\beta)$. One has :

$$
\delta_{1}=2+\lim _{y \rightarrow \infty} y(1-f[y])=\left(2-\frac{1}{A}\right) \frac{T^{*}}{T}
$$

and

$$
\frac{T^{*}}{T}=\frac{\int_{0}^{\infty} \mu(\beta) \operatorname{ch} \frac{\beta}{2} d \beta}{2 \int_{0}^{\infty} r(\beta) \text { oh } \frac{\beta}{2} \frac{d \beta}{\beta}}
$$

At room temperature, we obtained respectively :

$$
\begin{aligned}
& \frac{T^{*}}{T}=2.43 \text { from } \quad r(\beta) \\
& \frac{T^{*}}{T}=1.88 \text { from } f(y)
\end{aligned}
$$

p( $\beta$ ) has the following shape :


Only the part of the curve corresponding to $\beta \preccurlyeq 2$ is determined experimentally. In order to see how sensitive the asymptotic behaviour of the flux is to the choice of the cut-off $\beta_{3}$, we have calculated $\frac{T^{*}}{T}$ as a function of $\beta_{3}$

| $\beta_{s}($ in $k T$ units $)$ | 5 | 6 | 7 |
| :--- | :--- | :--- | :--- |
| $T^{*} / T$ | 1.76 | 2.07 | 2.43 |

On the other hand, for a given $\beta_{3}, T^{*} / T$ is almost insensitive to the shape of the left part of the curve.

The knowledge of the neutron flux in a well moderated system does not give enough information on the properties of the thermalization operator in the thermal region. In particular, it does not permit to deduce accurately the diffusion cooling constant or the neutron flux when the absorption is strong or departs considerably from a $1 / v$ law in the thermal region. As a test, we have calculated the quantity $\ell(0,0)$ for graphite, using :

- Leslie's $f(y)$ at room teraperature :

$$
\ell(0,0)=\xi \Sigma_{\infty} \int_{0}^{\infty} f(y) y^{2} e^{-y} d y=0.166 \Sigma_{\infty}
$$

- EGelstaff's $S(\alpha, \beta)$ :

$$
\left.\ell(0,0)=\begin{array}{ll}
0.143 \Sigma_{\infty} \\
& 0.250 \Sigma_{\infty} \\
& 0.261 \Sigma_{\infty}
\end{array}\right\} \quad \text { at } 3000 \mathrm{~K}
$$

(The two values at $900^{\circ} \mathrm{k}$ correspond to two extreme shapes of $S(\alpha, \beta)$ takins into account experimental errors)

- the gas model ( $A=12$ )

$$
l(0,0)=4 \Sigma_{\infty} A^{1 / 2}(A+1)^{-3 / 2}=0.296 \Sigma_{\infty}
$$

It is necessary to emphasize that the value of $\ell(0,0)$ deduced from $f(y)$ is very sensitive to the shape of $f(y)$ in the thermal region, whereas the flux in a well moderated system is rather insensitive.

The uncertainties on the diffusion cooling constant arc of the same order as those. on $\ell(0,0)$.

If transport corrections are small or satisfactorily taken into account, good measurements of the diffusion cooling constant provide an important check of the thermalization models.

To illustrate this point, we give the expression of $\ell$ in the case of the "differential model" :

$$
\begin{aligned}
& \qquad=\frac{2}{D_{0} \sqrt{\pi}} \int_{0}^{\infty} d y\left\{j(y)\left[\int_{0}^{y}\left(\Delta(z)-\frac{x}{\sqrt{3}}\right) \varphi_{0}(z) d z\right]^{2}+\left[D(y)-\frac{D}{\sqrt{y}}\right]^{2} \frac{\varphi_{1}(y)}{\Sigma^{*}(y)}\right\} \\
& \text { with } \quad D_{0}=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} D(y) \varphi_{0}(y) d y
\end{aligned}
$$

For simplicity, we assume that $D(y)$ is constant : $D(y)=\frac{\sqrt{\pi}}{2} D_{0}$. We compare the value $C_{0}$ obtained with the Generalized heavy gas model :

$$
j(y)=\frac{e^{y}}{\xi \Sigma_{\infty} y^{2} f(y)} \quad k(y)=0
$$

and the value $e$ given by a "differential model" ( $k(y) \neq 0)$ leading to tine same flux for a weak $1 / v$ capture. One finds :
(IV, 1)

$$
e-e_{0}=D \int_{0}^{\infty} \frac{\varphi_{0}(y)}{\Sigma^{x}(y)} z^{2}(y) d y
$$

where

$$
\begin{aligned}
& z(y)=1-\frac{1-(y+1) e^{-y}}{\sqrt{y} \int_{0}^{y} e^{-z} \sqrt{z} d z} \\
& \text { in fig. 5. }
\end{aligned}
$$

is given in figs. 5.
a precise determination of $\ell$ provides a good discrimination between different models. It is seen in (I V,1) that $\mathcal{C}-\varphi_{0}$ is very sensitive to the behaviour of $k(y)$ in the thermal region.

Unfortunately, the experimental situation does not seem satisfactory for the time being.

We hope that the "differential model" or the " $\ell(a, b)$ formalism" with two arbitrary functions will provide a good approximation jor the thermalization operators (apart from very special cases, for instance when $k T$ is near to the Bragg cutoff). This will simplify very much the spectra calculations and permit an easy comparison between the thermalization properties of various moderators at different temperatures.

## ivorations

$y$ neutron energy in $k T$ units

- $\vec{x}$ neutron velocity : $x^{2}=y$

$$
\begin{aligned}
& \Sigma\left(y \rightarrow y^{\prime}\right) d y^{\prime} \quad \text { differential scattering cross section } \\
& \Sigma(y)=\int \Sigma\left(y \rightarrow y^{\prime}\right) d y^{\prime} \quad \Sigma_{\infty}=\Sigma(\infty)
\end{aligned}
$$

$\Sigma(\vec{x} \rightarrow \vec{x}) d^{3} \overrightarrow{x^{\prime}}$ differential scattering cross section The scattering law $S(\alpha, \beta)$ with $\alpha=(\vec{x}-\vec{x})^{2} \quad \beta=x^{\prime 2}-x^{2}$ is defined by $\quad x \sum\left(\vec{x} \rightarrow \vec{x}^{\prime}\right)=e^{-\beta / 2} s(\alpha, \beta)$
$\varphi(y)$ neutron flux
$\varphi_{0}(y)=y e^{-y}$ maxwellian flux

$$
c(y)=\frac{d}{d y} \frac{\varphi(y)}{\varphi_{0}(y)}
$$

$g(y)$ is the slowing down density ie the difference between the number of neutrons per unit time which jump from an energy above $y$ to an energy below $y$, and the number of those which do the reverse

$$
Q=q(\infty)
$$




Figure 2
$D$ and $\Gamma^{\prime}$ for $A=1, A=12$ and $A=\infty$
In the case of the "difierential odel" discussed in section III, $D$ and $\Gamma$ are the same as for $A=1$ (if $k(y) \neq 0$ )
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Since the energy dependent neutron transport equation can be considered as a series of coupled one speed equations with an arbitrary source, the one speed equation is of some interest. The one speed space and angular dependent transport equation for steady state may be written symbolically as:

$$
\begin{equation*}
[L+T(\underline{r})-S(\underline{r}, \underline{\Omega})] \Phi(r, \Omega)=q(\underline{r}, \underline{\Omega}) \tag{1}
\end{equation*}
$$

where $L$ is the leakage operator $\Omega \subset \nabla, T(r)$ is the space dependent total cross section $\sum T(t)$, $S(r, \Omega)$ is the scattering integral operator

$$
\int_{\underline{\omega}} \sum_{s}(\underline{r}) f(\underline{\omega} \rightarrow \underline{\Omega})[\Phi(\underline{r}, \underline{\omega})] d \underline{\omega}
$$

then $g(\underline{L}, \Omega)$ is the source term due to scattering from other groups and $\Phi(上, \Omega)$ is the neutron path length per $\mathrm{cm}^{3}$ per sec per unit solid angle. The argument $上$ in the $T(\underline{r})$ and $S(\underline{f}, \Omega)$ is meant to reprosent a stepwise continuous function associated with several regions of constant composition. Next there must be boundary conditions for the equation. For a unit cell with a perfectly reflecting surface $\Gamma(t)=0$ and surface unit normal $\hat{n}(\underline{r})$ then at the surface

$$
\Phi(\underline{r}, \Omega)=\Phi\left(\underline{\Omega}, \Omega^{\prime \prime}\right)
$$

where $\underline{r}$ is on $\Gamma$ and $\Omega^{\prime \prime} \times \underline{n}=-\Omega \times \hat{n}$ ．
These same boundary conditions will apply to all
differential equations in this paper，even those de－ fining the Green＇s functions，unless otherwise stated．

Next one imagines the same unit cell with slightly changed nuclear properties in some region（s）of the cell．Using primes to denote the changed situation the transport equation becomes：

$$
\begin{equation*}
\left[L+T^{\prime}(\underline{r})-S^{\prime}(\underline{r}, \Omega)\right] \Phi^{\prime}(r, \Omega)=q^{\prime}(r, \Omega), \tag{2}
\end{equation*}
$$

Next define the difference flux as

$$
\begin{equation*}
\Psi(上, \Omega) \equiv \Phi(t, \Omega)-\Phi^{\prime}(\underline{n}, \Omega) \tag{3}
\end{equation*}
$$

Subtracting the two transport equations gives

$$
L \Psi(⺊, \Omega)+T(⺊) \Phi(r, \Omega)-T^{\prime}(⺊) \Phi^{\prime}(⺊, \Omega)
$$

$$
\begin{gather*}
-S(r, \Omega) \Phi(r, \Omega)+S^{\prime}(\underline{r}, \Omega) \Phi^{\prime}(\underline{r}, \Omega)  \tag{4}\\
=q(r, \Omega)-\psi^{\prime}(\underline{\Omega}, \Omega)
\end{gather*}
$$

In Eq. (4) the unperturbed flux $\Phi(\underline{r}, \underline{\Omega})$ in the unit cell is assumed to be known and one is interested only in the changes in flux (ie. $\Psi(\underline{\Psi}, \underline{\Omega}$ )) which occur when the disturbances in materials are introduced in the cell. The sources $f(\underline{r}, \underline{\Omega})$ and $\mathcal{q}^{\prime}(\underline{r}, \Omega)$ are assumed known for the one speed case; however, the sources will be calculated for the multispeed case based on the scattered source from other speeds.

Next add $\sum \underset{i}{i} \Psi(\underline{r}, \Omega)$ to both sides of Eq. (4) and use Eq. (3).

$$
\begin{align*}
& \left(L+\sum_{T}^{i}\right) \Psi(r, \Omega)=\sum_{T}^{i} \Psi(\underline{\underline{L}}, \Omega)  \tag{5}\\
& -T(\underline{r}) \Phi(\underline{\imath}, \Omega)+T^{\prime}(\underline{r})(\Phi(\underline{\Omega}, \Omega)-\Psi(\underline{\Omega}, \Omega))
\end{align*}
$$

$$
\begin{align*}
& +S(r, \Omega) \Phi(r, \Omega)-S^{\prime}(r, \Omega)(\Phi(r, \Omega)-\Psi(r, \Omega))  \tag{5}\\
& +q(r, \Omega)-q^{\prime}(\underline{r}, \Omega)
\end{align*}
$$

Or

$$
\begin{align*}
& \left(L+\Sigma_{T}^{i}\right) \Psi(L, \Omega)=\Sigma_{T}^{i} \Psi(上, \Omega) \\
& \left(T^{\prime}(\underline{)})-T(\underline{)}) \Phi(\text { 上, } \Omega)-T^{\prime}(\underline{)}) \Psi(上, \Omega)\right. \tag{6}
\end{align*}
$$

$$
\begin{aligned}
& \left(s(r, \Omega)-s^{\prime}(5, \Omega)\right) \Phi(5, \Omega) \\
& +s^{\prime}(1, \Omega) \Psi(t, \Omega)+g(t, \Omega)-q^{\prime}\left(t, \Omega^{\prime}\right)
\end{aligned}
$$

The constant $\sum_{T}^{i}$ which is independent of position will be taken equal to the $\sum_{T}$ for the material which occupies the largest volume in the cell（typically the moderator）．

A Green's function for the operator ( $L+\Sigma_{T}^{i}$ ) and the above mentioned outer boundary conditions for a unit cell with perfectly boundaries is defined as the solution of

$$
\begin{align*}
& \left(L+\sum_{T}^{\dot{r}}\right) g\left(L, \Omega^{\prime} ; L^{\prime} \Omega^{\prime}\right)= \\
& \delta\left(\underline{L}-\underline{L}^{\prime}\right) \delta\left(\Omega-\Omega^{\prime}\right) \tag{7}
\end{align*}
$$

in the unit cell. The function $g\left(r, \Omega ; r^{\prime}, \Omega^{\prime}\right)$
is then the first flight or uncollided flux (cm of path length per $\mathrm{cm}^{3}$ per sec per unit solid angle) in the cell at point $\underline{\underline{L}}$ in direction $\Omega$ due to a unit source emitting one neutron per second at point $上^{\prime}$ in direction
$\Omega^{\prime}$. Note that reflection at the cell surface does not constitute a collision.

Using this Green's function to convert Eq. (6) to an integral equation gives

$$
\begin{aligned}
& \Psi(\underline{r}, \Omega)= \int_{r^{\prime} \text { in } p} g\left(\underline{r} \Omega, r^{\prime}, \Omega^{\prime}\right) x \\
& \underline{\Omega}^{\prime} \\
&\left(T^{\prime}\left(r^{\prime}\right)-T\left(r^{\prime}\right)\right) \Phi\left(r^{\prime}, \Omega^{\prime}\right) o^{\prime} \underline{r}^{\prime} d^{\prime} \Omega^{\prime}
\end{aligned}
$$

$$
\begin{align*}
& +\int \Omega\left(r, \Omega ; r^{\prime}, \Omega^{\prime} \backslash\left[\sum_{T}^{i}-T^{\prime}\left(r^{\prime}\right)\right]\right. \\
& r^{\prime} \text { in } Q \\
& \underline{\Omega}^{\prime} \\
& \times \bar{\psi}\left(r^{\prime}, \Omega^{\prime}\right) d r^{\prime} d \Omega^{\prime} \\
& +\int g\left(L, \Omega^{\prime} ; r^{\prime}, \Omega^{\prime}\right)\left[S\left(\underline{n}^{\prime}, \Omega^{\prime}\right)-S^{\prime}\left(\underline{L}^{\prime}, \Omega^{\prime}\right)\right]  \tag{8}\\
& r^{\prime} \text { in } Q \quad \times \Phi\left(上^{\prime}, \Omega^{\prime}\right) d \underline{n}^{\prime} d \Omega^{\prime} \\
& +\int g\left(上, \Omega^{\prime}, 上^{\prime}, \Omega^{\prime}\right) S^{\prime}\left(上^{\prime} \Omega^{\prime}\right) \overline{\mathbb{F}}\left(n^{\prime}, \Omega^{\prime}\right) d r^{\prime} d \Omega^{\prime} \\
& 上^{\prime}, \Omega^{\prime} \\
& +\int g\left(r, \Omega^{\prime} r^{\prime}, \Omega^{\prime}\right)\left[q\left(r^{\prime}, \Omega^{\prime}\right)-q^{\prime}\left(r_{1}^{\prime} \Omega^{\prime}\right)\right] \\
& \underline{r}^{\prime}, \Omega^{\prime} \\
& x d r^{\prime} d \Omega^{\prime}
\end{align*}
$$

Here the region $P$ is that portion of the cell where $T(r)$ differs from $T^{\prime}(\underline{t})$ and $Q$ is that region where $T(\underline{r})$ differs from $\sum_{i}$ ．Unless otherwise noted integrals over $I$ extend over the entire cell．

Let us next examine a more conventional use of a first flight Green＇s function associated with Eq．（4）．（1）

$$
\begin{align*}
& L \Psi(上, \Omega)+T^{\prime}(\underline{)}) \bar{\Psi}(上, \Omega)= \\
& {\left[T^{\prime}(\underline{)})-T(\underline{L})\right] \Phi(\underline{\Omega}, \Omega)+S(上, \Omega) \Phi(n, \Omega)}  \tag{9}\\
& -S^{\prime}(r, \Omega)[\Phi(r, \Omega)-\Psi(r, \Omega)]+q(r, \Omega) \\
& -\mathscr{F}^{\prime}(r, \Omega)
\end{align*}
$$

The Green＇s function corresponding to the operator on the left of Eq．（9）is called $h\left(上, \Omega, \Omega^{\prime} \Omega^{\prime} \Omega^{\prime}\right)$ and is defined as the solution to the equation：

$$
\begin{gather*}
\Omega \cdot \nabla h\left(\underline{\Omega}, \Omega_{i} \underline{L}^{\prime}, \Omega^{\prime}\right)+T(\underline{r}) h\left(r, \Omega ; ⺊^{\prime}, \Omega_{(10}^{\prime}\right)  \tag{10}\\
=\delta\left(上-\underline{r}^{\prime}\right) \delta\left(\Omega-\Omega^{\prime}\right)
\end{gather*}
$$

The sole difference between the $g\left(r, \Omega, r^{\prime}, \Omega^{\prime}\right)$ and $h\left(r, \Omega ; r^{\prime} \Omega^{\prime}\right)$ is that $g$ is the flux in a single medium unit cell with $\sum_{i}^{i}$ whereas $h$ is the flux in a cell with the perturbed total cross section $T^{\prime}(\Sigma)$ which is a stepwise function of position．The source and observation coordinates and the unit cell boundary conditions are the same for $g$ and $h$ ．

Using the Green＇s function $h(r, \Omega ; \underline{\Omega}, \Omega)$
Eq．（9）becomes：

$$
\begin{align*}
& \Psi(r, \Omega)=\int_{r^{\prime} \operatorname{inp}} l\left(\underline{\Omega}, \Omega^{\prime} r^{\prime} \Omega^{\prime}\right) . \\
& \text { 上'inp } \\
& \Omega^{\prime} \\
& {\left[T^{\prime}\left(⺊^{\prime}\right)-T\left(⺊^{\prime}\right)\right] \Phi\left(⺊^{\prime}, \Omega^{\prime}\right) d ⺊^{\prime} d \Omega^{\prime}}  \tag{11}\\
& +\int h\left(\underline{\varepsilon}, \Omega^{\prime} \underline{r}^{\prime} \Omega^{\prime}\right)\left[s\left(\underline{r}^{\prime} \Omega^{\prime}-s^{\prime}\left(\underline{r}^{\prime}, \Omega^{\prime}\right)\right]\right. \\
& \text { r' in } p \\
& \Omega^{\prime} \quad \times \Phi\left(\underline{\Omega}^{\prime}, \Omega^{\prime}\right) d \varepsilon^{\prime} \Omega^{\prime} \\
& +\int h\left(\underline{\varepsilon}, \Omega^{\prime}, \underline{r}^{\prime} \Omega^{\prime}\right) S\left(\underline{r}^{\prime} \Omega^{\prime}\right) \Psi\left(\underline{r}^{\prime} \Omega^{\prime}\right) d \underline{r}^{\prime} d \Omega^{\prime} \\
& \text { 上, } \Omega^{\prime} \\
& +\int h\left(r, \Omega_{i} \underline{r}_{i}^{\prime} \Omega^{\prime}\right)\left[g\left(\underline{r}^{\prime}, \Omega^{\prime}\right)-g^{\prime}\left(\underline{r}^{\prime}, \Omega^{\prime}\right)\right] \\
& r^{\prime}, \Omega^{\prime} \\
& d \underline{r}^{\prime} d \Omega^{\prime}
\end{align*}
$$

The above mentioned heterogenities associated with $h$ make it a more difficult function to calculate numerically. Further the integral equation which results from the use of $g$ (Eq. (8)) is no more difficult to integrate numerically than Eq. (11) associated with the /n function.

Thus it seems that using the Green's function $g$ associated with a ficticious homogeneous cell has the distinct advantage of being considerably easier to calculate than the Green's function $h$ for the real heterogeneous cell. Once the Green's function has been difficulty of calculated the/numerical solution of the resultant integral equation is essentially independent of the Green's function used.

There is yet another integral form of Eq. (4) which is of interest. Rewrite Eq. (4) as:

$$
\begin{align*}
& {[h+T(\underline{r})-S(\underline{\imath}, \Omega)] \Psi(\underline{r}, \Omega)=} \\
& {\left[T(\underline{r})-T^{\prime}(\underline{⺊})\right] \Psi(\underline{r}, \Omega)+} \\
& {\left[T^{\prime}(\underline{r})-T(\underline{r})\right] \Phi(\underline{\imath}, \Omega)+}  \tag{12}\\
& {\left[S(\underline{\imath}, \Omega)-S^{\prime}(\underline{r}, \Omega)\right] \Psi(\underline{r}, \Omega)+}
\end{align*}
$$

$$
g(r, \Omega)-g^{\prime}(r, \Omega)
$$

In this case the Green's function $G(\underline{\imath} \Omega, \underbrace{\prime} \Omega^{\prime})$ is defined as the solution to the equation:

$$
\begin{align*}
& L G\left(r, \Omega, r^{\prime}, \Omega^{\prime}\right)+T(r) G\left(r, \Omega ; r^{\prime}, \Omega^{\prime}\right)- \\
& S(r, \Omega) G\left(r, \Omega ; r^{\prime} \Omega^{\prime}\right)=\delta\left(r-r^{\prime}\right) \varsigma\left(\Omega=\Omega^{\prime}\right)^{(1)} \tag{13}
\end{align*}
$$

The function $G\left(\underline{r}, \underline{\Omega} \underline{r}^{\prime}, \Omega^{\prime}\right)$, sometimes called the transport kernel, is the neutron flux (path length per unit volume per sec per unit solid angle) at $\underline{r}$ and $\bumpeq$ due to a unit source of one neutron per second introduced at $\underline{\Omega}^{\prime}$ and $\underline{\Omega}^{\prime}$ in the cell with heterogeneous properties $T(上)$ and $S(上, \Omega)$. For the special case of a unit cell which is many mean free path in least dimension and homogeneous the function of $G\left(r, \underline{\Omega}, \underline{r} \boldsymbol{N}^{\prime} \Omega^{\prime}\right)$ is known analytically and numerically. $(\underline{2}, \underline{3})$ However, the general $G\left(\underline{r}, \underline{\Omega} ; \underline{r}^{\prime}, \Omega^{\prime}\right)$ can be determined in a systematic fashion for a heterogeneous finite cell if enough effort is expended.

For this case the integral form of Eq. (12) is:

$$
\begin{gathered}
\Psi\left(\underline{r}^{\prime} \Omega\right)=\int_{r^{\prime} \text { in } P} G\left(r, \Omega^{\prime} r^{\prime} \Omega^{\prime}\right) \\
\Omega^{\prime} \\
\left\{\left[T\left(r^{\prime}\right)-T^{\prime}\left(r^{\prime}\right)\right] \Psi\left(\underline{r}^{\prime} \Omega^{\prime}\right)+\right.
\end{gathered}
$$

$$
\begin{align*}
& {\left[T^{\prime}\left(⺊^{\prime}\right)-T\left(⺊^{\prime}\right)\right] \Phi\left(上_{i}^{\prime} \Omega^{\prime}\right)+}  \tag{14}\\
& \left.\left[S\left(\underline{r}^{\prime} \Omega^{\prime}\right)-S^{\prime}\left(\underline{L}^{\prime}, \Omega^{\prime}\right)\right] \Psi^{\prime} ⺊^{\prime}, \Omega^{\prime}\right)+ \\
& \left.\left[q\left(⺊^{\prime}, \Omega^{\prime}\right)-g^{\prime}\left(L^{\prime}, \Omega^{\prime}\right)\right]\right\} d \underline{r}^{\prime} \Omega^{\prime}
\end{align*}
$$

As before region $P$ is that region or regions in which the properties（ $T, S$ or $q$ ）have changed between the unprimed and the primed condition．The fact that all of the integrals of Eq．（15）are only over the perturbed region offers a particular advantage in the case of a cell with infinitely remote outer boundaries （egg．a detector located in an infinite medium）in that the differential Eq．（12）which is infinite in extent in $r$ space is reduced to an integral Eq．（14）which is valid for all $r$ but need be integrated only over a finite $上$ in $P$ ．For the case of a small unit cell the integral Eq．（12）still has the advantage that its integrals extend only over the perturbed regions of the cell but is valid everywhere in the cell．

We are now in a position to observe one of the unique advantages of integral equations．For a given order of expansion in spherical harmonics integral

Eqs. (8), (11), and (14) are inherently more accurate than the differential Eq. (4). In order to see this, one expands the $\Omega$ angular dependence of $\Phi(r, \Omega)$, $\Phi^{\prime}(\underline{\Omega}, \Omega), \Psi(\underline{\Psi}, \Omega), q(\underline{\Omega}, \Omega)$ and $g^{\prime}(\underline{2}, \Omega)$ in an infinite series of spherical harmonics $Y_{n}^{m}(\underset{m=n}{m}$. That is, for a general function $\left.w(x, y \cdots \Omega)=\sum_{\substack{n=0 \\ m=-n}}^{\substack{m=n \\ n=\infty}} Y_{n}^{m}(\Omega) u\right)_{n}^{m}(x, y \cdots)$
next expand the functions $g(r, \Omega, r, \Omega)$, $h\left(r, \Omega ; r^{\prime}, \Omega^{\prime}\right)$ and $\left(G\left(r, \Omega ; r^{\prime}, \Omega^{\prime}\right)\right.$ in an infinite series of the complex conjugate spherical harmonics

$$
\begin{equation*}
Z_{x}\left(y, z_{1} \cdot . \Omega^{\prime}\right)=\sum_{\substack{n=0 \\ m=-n}}^{\substack{m=n \\ n=\infty}} Y_{n}^{*}\left(\Omega^{\prime}\right) z(x, z \ldots . .) \tag{15}
\end{equation*}
$$

Insertion of the expansions for $\Phi, y, \Phi^{\prime} \mathscr{g}^{\prime}$ and $\Psi$ in the differential Eq. (4) and use of the recursion relation for the associated Legendre polynomials of the last kind gives the usual infinite series of coupled equations in the unknown coefficients $\Psi_{n}^{m}(r)$ similar in form to the equations for the spherical harmonic coefficient developed in Ch. of Ref. (4). In the $N^{\text {th }}$
order approximation of the differential equation one terminates the summation for $\Psi(\underline{r}, \Omega)$ after $N+1$ terms and assumes that

$$
\begin{equation*}
\bar{\Psi}_{N}^{i}(\underline{r}) \gg \bar{\Psi}_{j}^{k}(\underline{\varepsilon}) \text { for } j>N \tag{16}
\end{equation*}
$$

Next insert the expansions for $\Phi, g, \Phi \prime \Psi$ and $g$ into Eq. (8). Carry out the $\Omega^{\prime}$ 'integration noting that

$$
\begin{equation*}
\int_{\Omega} Y_{a}^{b}(\Omega) Y_{n}^{m}(\Omega) d \Omega=\delta(a-n) \delta(b-m), \tag{17}
\end{equation*}
$$

Typical of the terms which now remain is the term resuiting from the second term on the right of Eq. (8):

$$
\begin{array}{r}
\int_{r^{\prime} i n p}\left[\sum_{T}^{i}-T^{\prime}\left(\underline{r}^{\prime}\right) \sum_{n, m} \Psi_{n}^{m}\left(r^{\prime}\right)\right. \\
\operatorname{g}_{n}^{m}\left(r, \Omega^{\prime}, r^{\prime}\right) d \underline{r}^{\prime} \tag{18}
\end{array}
$$

If one now terminates the expansion at $\mathbf{N}$ terms one impplies that

$$
\begin{align*}
& \Psi_{N}^{i}\left(r^{\prime}\right) g_{N}^{i}\left(r, \Omega ; r^{\prime}\right) \gg \\
& \Psi_{j}^{k}\left(r^{\prime}\right) g_{j}^{k}\left(r, \Omega ; r^{\prime}\right) \quad \text { for } j>N \tag{19}
\end{align*}
$$

Insertion of the expansions into Eq. (11) and termination
at $N$ terms implies that:

$$
\begin{aligned}
& \Psi_{N}^{i}\left(r^{\prime}\right) h_{N}^{i}\left(r, \Omega ; r^{\prime}\right) \gg \\
& \Psi_{j}^{k}\left(r^{\prime}\right) h_{j}^{\prime k}\left(r, \Omega, r^{\prime}\right) \text { for } j>N
\end{aligned}
$$

Finally insertion of the expansions into Eq. (14)
and termination at $N$ terms implies that

$$
\begin{align*}
& \Psi_{N}^{i}\left(r^{\prime}\right) G_{N}\left(\underline{r}, \underline{\Omega} r^{\prime}\right) \gg \\
& \Psi_{j}^{k}\left(r^{\prime}\right) G_{j}^{k}\left(r, \Omega ; r^{\prime}\right) \text { for } j>N \tag{21}
\end{align*}
$$

Note that the expansion in spherical harmonics of

$$
\delta\left(\underline{\Omega}-\Omega^{\prime}\right) \text { is } \begin{gather*}
m=n \\
\delta\left(\underline{\Omega}-\Omega^{\prime}\right)=\sum_{\substack{n=0 \\
m=-n}}^{n} Y_{n}^{*}\left(\Omega^{\prime}\right) Y_{n}(\underline{\Omega}) \tag{22}
\end{gather*}
$$

For a given direction $\Omega^{\prime}$ the magnitude of the coefficients

$$
\begin{align*}
& Y_{n}^{m^{*}}\left(\Omega^{\prime}\right) \text { is } \\
&  \tag{23}\\
& \quad Y_{n}^{m}\left(\Omega^{\prime}\right)^{\prime} \sim\left(\frac{2 n+1}{4 \pi} \cdot\left(\frac{n-|m|)!}{(n+|m|)!}\right)^{1 / 2}\right.
\end{align*}
$$

and these coefficients tend to diverge as $\eta^{1 / 2}$. Then the function whose expansion is $\sum_{n, m} 1 \times Y_{n}^{m}(\Omega)$ is highly nonisotropic but not quite as nonisotropic as a delta function.

Now $h$ is the uncollided (with nuclei) flux due to a source at $\underline{r}^{\prime}$ and $\Omega^{\prime}$ in a cell with reflecting boundaries and a medium characterized by $T \mathbf{\prime}^{\prime}$. The function $g$ is similar but for a medium characterized by $\sum_{T}^{i}$. Now if either the $h$ or $g$ are for an infinite or very large cell they become

If we place a reflecting boundary around the source the dependence of $h$ and $q$ on $\Omega$ will be more isotropic than given by Eq. (23). In fact, the $\mathcal{G}$ with its low $\sum_{T}^{i}$, long mean free path and many reflections should be considerably more isotropic than the corresponding $h$. which will have regions of high $\sum_{a}$ due to fuel lumps or other absorbers.

If, then, due to the reflecting boundaries the $h$. and the $q$ are reasonably isotropic, then the coefficients
$g_{n}^{m}\left(r, \Omega ; \underline{r}^{\prime}\right)$ and $h_{n}^{m}\left(\underline{\Omega}, \Omega^{\prime} \underline{r}^{\prime}\right)$ will form a decreasing series for increasing $\eta$. The coefficients of the expansion of the $G$ can be written (3) as:
$G_{n}^{m}\left(r, \Omega_{n} ; r^{\prime}\right)=C_{n}\left(\left|r-r^{\prime}\right|\right) Y_{n}^{m}(\Omega)$
for an infinite one speed homogeneous cell.
These coefficients have been evaluated and it can be seen that $G_{1}$ is very small compared to $G_{0}$ and higher order terms decrease rapidly as $n$ increases. Based on the increasing isotropy from $h$ to $g$ to $G$ one can conclude that for a fixed $N^{t h}$ order spherical harmonic expansion

$$
\begin{align*}
1 \Psi_{N}^{\prime m}>h_{N}^{m} \bar{\Psi}_{N}^{m}> & \\
& g_{N}^{m} \Psi_{N}^{m}>G_{N}^{m}\left(E_{N}^{m}\right. \tag{25}
\end{align*}
$$

and the solution defined by Eqs. (13) and (14) is more accurate than that defined by Eqs. (7) and (8) which is better than that of Eqs. (10) and (11) which is finally better than the conventional $P_{N}$ or $Y_{N}$ approximation to the differential Eq. (4) for the finite cell.

There is, however, one important exception to
this set of conclusions. For the special case of an isotropic initial flux $\Phi$, isotropic scatter $S$ and isotropic sources of then Eqs. (10) and (11) can be
integrated over all $\Omega$ and all $\Omega^{\prime}$ to give:

$$
\begin{equation*}
L h\left(r, r^{\prime}\right)+T(r) h\left(\underline{r}, r^{\prime}\right)=S\left(r-r^{\prime}\right) \tag{26}
\end{equation*}
$$

and

$$
\begin{align*}
& \left.\psi(r)=\int_{r^{\prime} \ln \Gamma}^{\prime} h\left(r_{i} r^{\prime}\right)^{\Gamma} A^{\prime}\left(r^{\prime}\right)-A\left(r^{\prime}\right)\right] d\left(r^{\prime}\right) d r^{\prime} \\
& +\int_{r^{\prime}} h\left(r^{\prime} r^{\prime}\right) S\left(r^{\prime}\right) \psi\left(r^{\prime}\right) d r^{\prime}  \tag{27}\\
& +\quad h\left(r, r^{\prime}\right)\left[q\left(r^{\prime}\right)-q^{\prime}\left(r^{\prime}\right)\right] d r^{\prime}
\end{align*}
$$

where

$$
\begin{gather*}
\psi(\underline{r}) \equiv \int_{\Omega} \psi(r, \Omega) d_{\underline{\Omega}}=\sqrt{4 \pi} \Psi^{0}(r) \\
\phi(r) \equiv \int_{\Omega} \Phi(r, \Omega) d \Omega=\sqrt{4 \pi} \Phi_{0}^{\prime}(r)  \tag{28}\\
A(r)=\sum_{T}(r) \\
A^{\prime}(r)=\sum_{T}^{\prime}(r)
\end{gather*}
$$

$q(r) \equiv \int_{\Omega} q(r, \Omega) d \Omega=\sqrt{4 \pi} q:(r)$
$q^{\prime}(\underline{r}) \equiv \int_{\Omega}(\underline{\Omega}, \Omega) d \Omega=\sqrt{4 \pi} q_{0}^{\prime}(n)$
and $h\left(\underline{\varepsilon}, \underline{\prime}^{\prime}\right)$ is defined as the solution of eq. (27). However, it can be noted that

$$
\begin{equation*}
h\left(r, r^{\prime}\right)=\int_{-\Omega_{1}, \Omega^{\prime}} h\left(r, \Omega_{i} 上^{\prime} \Omega^{\prime}\right) d \Omega_{\Omega^{\prime}}^{\prime} \tag{29}
\end{equation*}
$$

So Eq. (28) is the integral equation for root four pi times the zeroth harmonic coefficient (ie. the neutron scalar flux disturbance). This Eq. (27) for the disturbed flux $\psi(r)$ is not coupled to any of the other harmonics and so no assumptions nor approximations (by cutting off the sum at $N$ ) need be made. Equation (28) is exact.

By way of demonstration of the value and accuracy of the integral equation method consider the calculation of the flux depression caused by a highly absorbing foil placed in a thermal neutron flux in a diffusing medium. It is well known (5) that diffusion theory (ie. the $Y_{i}^{i}$ differential equations) is not adequate to treat this problem and in the typical case $P_{3}$ or $P_{5}$ calculations have been found to be necessary. Using the
method of Eqs. (26) and (27) which is exact, Ritche's(1) has obtained very accurate solutions to this problem. Using only the $Y_{0}^{0}$ terms (i.e. a zeroth order spherical harmonic approximation) the integral Eq. (14) has been evaluated numerically using computers $(\underline{3}, \underline{6})$ and by hand (ㄱ). A comparison(ㅇ) with Ritchie's results shows that there is essentially no difference between the two methods over a wide range of parameters.

Thus one is led to the conclusion, incongruous though it sounds, that the zeroth spherical harmonic form of an integral form of the neutron transport equation gives results which can be obtained only with much higher order spherical harmonic approximations to the differential form of the same transport equation.

In view of these advantages of integral forms of the transport equation a number of forms of this problem are being developed. The analytic work has been completed to extend the integral equation using the transport kernel (Eqs. (13) and (14)) to the multispeed case. (9) Monte Carlo techniques are being applied to the numerical calculation of the Green's function $h$ for a series of specific finite geometries. The energy dependent version of integral method of Eqs. (8) and (9) is being developed.
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Institut für Neutronenphysik und Reaktortechnik des Kernforschungszentrums Karlsruhe

## 1. Introduction

The investigation of neutron spectra in nuclear reactors and assemblies is of considerable interest. The real precise prediction of the neutron balance in a thermal reactor depends on the knowledge of the neutron spectra particularly at lower energies. Strongly dependent is especially the long time behaviour of a thermal reactor where $U^{238}$ is largely converted into $P u^{239}$ with its important fission resonance at 0.3 eV . The spectra are mostly used to produce properly averaged cross section dota for a more simple multigroup calculation. But the interaction of slow neutrons with the scattering atoms of, say, hydrogen is also of interest for pure physical reasons. Therefore the theory of neutron

[^21]thermalization is a link between reactor theory and pure physics.

There are two main influences on neutron spectra. The first is the mechanism of the single process, where a neutron is scattered by a moderating atom. The second is the superposed net diffusion process which transports the slow neutrons to the absorbing materials like fuel rods etc. The second process, of course, is of interest only, if the reactor is a heterogeneous one. But this is true for almost all existing reactors. The investigation of the first influence suggests the picture of an infinite homogeneous assembly where no net diffusion process takes place and the interest is focussed on the single scattering process. The investigation of the influence of the heterogeneity suggests a picture where the single scattering process is as simple as possible but typical and the heterogeneity is idealized into the $\delta$ function type sink and source model, which allows for a simple mathematical description.

The investigation of the influence of the single scattering process on neutron spectra has found a widespread interest during the last years because of the more physical background. The Karlsruhe grour, 'owever, has also emphasized the study of the influence of heterogeneity on neutron spectra. This paper summarizes the work on this second aspect.

## 2. The heterogeneous reactor model

H. Hurwitz jr., H.S. Nelkin and G.J. Habetler derive in their early paper [1] the equations for space dependent neutron spectra. They start from the Boltzmann equation, use the spherical harmonics method and arrive finally at an equation of the diffusion type.

The equation is the following one:
(1) $\quad\left(\Sigma_{a}-D \Delta\right) \phi(\vec{r}, E)=L(\phi(\vec{r}, \mathbb{E}))$
(2) $L(\phi(\vec{r}, E))=\int d E^{\prime} \Sigma_{0}\left(E^{\prime} \rightarrow E\right) \phi\left(\vec{r}, \Sigma^{\prime}\right)-\Sigma_{S}(E) \cdot \phi(\vec{r}, E)=-\frac{\partial q}{\partial E}$
(3) $\quad \Sigma_{S}(E)=\int \Sigma_{0}\left(E \rightarrow E^{\prime}\right) d E^{\prime}$
(4) $D=\frac{1}{3 \Sigma_{S}}$
$\Sigma_{a}$ is the absorption cross section, in principle space and energy dependent
$q$ is the slowing down density defined by (2)
$\Delta$ is the Laplace Operator
$\vec{r}$ is the spatial vector
$E$ is the energy of the neutron
$\Sigma_{0}\left(E^{\prime} \rightarrow E\right)$ is the energy transport cross section which gives in case of a scattering process the neutron from $E^{\prime}$ to $\mathbb{E}$.

The other quantities are defined in the equations (2) - (4).

We deal now with (1) and explain the Weetz model of heterogeneity [2]. In the simplest case we have a one dimensional model, $\vec{r}$ is to be replaced by the simple coordinate $x$. Ne consider a finite reactor configuration of thickness 2.l with

$$
\begin{equation*}
N_{0}=2 N+1 \tag{5}
\end{equation*}
$$

that is, with an odd number of fuel elements of thickness $2 a$ and spacing d (Fig. 1).

We further require that there shall be moderator to such an extent that the reactor consists of $\mathrm{N}_{0}$ Wigner Seitz cells only, that is

$$
\begin{equation*}
2 \ell=N_{0} d \tag{6}
\end{equation*}
$$

If we describe the fuel plates by ffunctions, this model leads to the following equation:

$$
\begin{equation*}
D \frac{\partial^{2} \phi}{\partial x^{2}}+I(\phi)+f_{-}=0 \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{-}=-2 a \sum_{a}(\varepsilon) \sum_{k=-N}^{+N} \delta(x-k d) \phi(k d, \epsilon) . \tag{8}
\end{equation*}
$$

We use here and in the following the normalized energy

$$
\begin{equation*}
\varepsilon=\frac{E}{k T} \tag{9}
\end{equation*}
$$

where $k$ is the Boltzmann constant and $T$ the temperature of the moderator.
$\Sigma_{a}(\varepsilon)$ is now an effective cross section adapted to the absorption strength in the real, finite plates. In the case of no self shielding $\mathrm{z}_{\mathrm{a}}(\mathrm{E})$ is simply the absorption cross section of the fuel: In case of such a self shielding the value and energy dependence of $\Sigma_{a}(\varepsilon)$ must be taken from a transport calculation inside the fuel. In the simple but artificial case of the validity of an diffusion equation

$$
\frac{d^{2} \phi}{d x^{2}}-k^{2} \phi=0
$$

we have

$$
\Sigma_{a}(\varepsilon)=\left(\Sigma_{a}\right)_{\text {fuel }} \cdot \frac{\sinh K a}{K a}
$$

The boundary conditions which determine together with (7) the problem are the following:

$$
\begin{equation*}
q(x, 0)=0 \tag{11}
\end{equation*}
$$

(12) $q\left(x, \varepsilon_{f}\right)=\nu \cdot 2 a \cdot \sum_{k=-N}^{+N} d(x-k d) \cdot \int_{0}^{\varepsilon_{f}^{f}} \phi(k d, \tilde{\varepsilon}) \Sigma_{f}(\tilde{\varepsilon}) d \widetilde{\varepsilon}$

In (12) we assume that all fission neutrons appear at a discrete energy $\mathcal{E}_{f}$.
$\Sigma_{f}$ is the fission cross section, $\nu$ the number of neutrons per fission.
We now introduce two abbreviations:
(13)

$$
\frac{D}{\xi \Sigma_{S}}=x_{0}^{2}
$$

$$
\begin{equation*}
\frac{2 a \Sigma_{a}(\varepsilon)}{d \xi \Sigma_{S}}=p(\varepsilon) \tag{14}
\end{equation*}
$$

$\xi$ is the logarithmic energy decrement for scattering down processes at high energy that is: a constant value.

We now make the following ansatz:

$$
\begin{equation*}
\phi=\sqrt{l} \cdot \sum_{p=0}^{\infty} \varphi_{p}(\varepsilon) v_{p}(x) \tag{15}
\end{equation*}
$$

$v_{p}$ are the orthonormalized eigenfunction of the $\Delta$ operator and the boundary conditions (9):

$$
\begin{equation*}
v_{p}=\frac{1}{\sqrt{\ell}} \cos \alpha_{p} x \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{p}=\frac{\pi}{2 \ell}(2 p+1) \tag{17}
\end{equation*}
$$

Inserting this into (7) leads to the following equation
(18) $\quad-\mathrm{x}_{\mathrm{o}}{ }^{2} \alpha_{\mathrm{q}}{ }^{2} \varphi_{\mathrm{q}}+\frac{\mathrm{L}\left(\varphi_{\mathrm{q}}\right)}{\zeta \Sigma_{\mathrm{S}}}-\mathrm{p}(\varepsilon) \sum_{\mathrm{p}} \varphi_{\mathrm{p}}(\epsilon) \mathrm{d}\left[\mathrm{v}_{\mathrm{p}}, \mathrm{v}_{\mathrm{q}}\right]=0$
$d\left[v_{p}, v_{q}\right]$ is Meets's matrix for heterogeneous plate type assemblies

$$
\begin{equation*}
d\left[v_{p}, v_{q}\right]=\sum_{k=-\mathbb{N}}^{+\mathbb{N}} d \cdot v_{p}(k d) v_{q}(k d) \tag{19}
\end{equation*}
$$

This matrix has a "one" in the diagonal terms:

$$
1+p+q=N_{0} n \quad n=1,2,3
$$

(20)

$$
p-q=N_{o} m \quad m=0, \pm 1, \pm 2, \pm 3
$$

All other terms are zero. (20) implies the fact, that the system (18)
splits into $N+1$ different sets of equations, where only the quantities

$$
\varphi_{\mathbb{N}} m+s \quad, \quad \varphi_{N}+m-s-1
$$

appear.

We obey the fact that

$$
\alpha_{N_{0} m}^{2}-s-1=\alpha_{N_{0}}^{2}+s
$$

and rearrange the indices:

$$
\begin{equation*}
\varphi_{\mathbb{N}_{0} \mathrm{~m}}-\mathrm{s}-1 \longrightarrow \varphi_{-}\left(\mathbb{N}_{0} m+s\right) \tag{21}
\end{equation*}
$$

(21) implies that now $m$ goes from $-\infty$ to $+\infty$ and covers then all index constellations in question.

Therefore we have

$$
\begin{align*}
& -x_{0}^{2} \alpha_{N_{0}}^{2} r+s \varphi_{N_{0} r}+s+\frac{1}{\xi \Sigma_{S}} L\left(\varphi_{N} r+s\right)-p(\varepsilon) \sum_{m=-\infty}^{+\infty} \varphi_{N} r{ }_{\mathrm{N}} \mathrm{~m}+\mathrm{s}=0  \tag{22}\\
& r=-\infty \ldots+\infty \\
& s=0,1,2 \ldots N
\end{align*}
$$

The boundary condition (12) obeys the same symmetry. The exitation strength of the $q$ mode shall be $C_{q}$. We have

$$
c_{q}=\int_{-\ell}^{+\ell} q\left(x, \epsilon_{F}\right) v_{q} d x=\sqrt{\ell} \frac{2 a \nu}{d} \sum \sum_{p}\left[v_{p} v_{q}\right] \chi_{p}^{\chi}
$$

$$
\begin{equation*}
\chi_{\mathrm{p}}=\int_{0}^{\varepsilon_{\mathrm{F}}} \varphi_{\mathrm{p}}(\tilde{\varepsilon}) \Sigma_{\mathrm{f}}(\tilde{\varepsilon}) \mathrm{d} \tilde{\varepsilon} \tag{23}
\end{equation*}
$$

We have the same matrix $\alpha\left[v_{p}, v_{q}\right]$ and the same conclusions, therefore it obeys the same frequency selection

$$
\begin{equation*}
q=N_{o} r+s \tag{24}
\end{equation*}
$$

That means

$$
\begin{equation*}
c_{s}=\sqrt{e} \frac{2 a \nu}{d} \sum_{m=-\infty}^{+\infty} X_{N_{0} m}+s \quad \text { for all values of } r \tag{25}
\end{equation*}
$$

By means of this boundary condition our problem becomes an eigenvalue problem with $\nu$ as eigenvalue. Therefore only one of the $N+1$ sets of equations can have a non trivial solution. From (16) one concludes that the term $\cos \alpha_{0} x$ must be among the components. Therefore only the set $s=0$ is here of interest because the reactor is regular and undisturbed $($ see $[2])$.

The frequency selection (24) has an immediate consequence for our ansatz (15).

It happens that

$$
\cos \alpha_{N_{0} m} k d=\cos \alpha_{0} k d
$$

and

$$
\cos \alpha_{N_{0} m}\left(k d+\frac{d}{2}\right)=\cos \alpha_{0}\left(k d+\frac{d}{2}\right) \cdot(-1)^{m}
$$

Applying this result to (15) it follows that at the fuel plates ( $x=k d$ ) and in the middle of the moderator volume $\left(x=k d+\frac{d}{2}\right)$ the spectra are the same for all the different Wigner Seits cells. This is the analog to the fact that in the homogeneous case the problem is separable that means, the spectrum there is space independent. L. Dresner [3] has shown that this result is generally true, the only assumptions to be made are the following :

The fuel arrangement in the reactor must be periodical and the outer boundary must be such that the image method can be applied. This immediately shows that this method fails in the case of a cylindrical core boundary, it can be true there only approximately.

## 3. A principal classification of neutron spectra

The classification in question is a principal one. But it can be demonstrated in the easiest way, if the heavy gas model is choosen for the scattering of the neutron by the moderator. There we have [1]

$$
\begin{align*}
& L(\phi)=\xi \Sigma_{S}\left(\varepsilon \frac{\partial^{2} \phi}{\partial \varepsilon^{2}}+\varepsilon \frac{\partial \phi}{\partial \varepsilon}+\phi\right)+0\left(\left(\frac{m}{M}\right)^{2}\right)  \tag{26}\\
& q(\phi)=-\xi \Sigma_{S}\left(\varepsilon \frac{\partial \phi}{\partial \varepsilon}+(\varepsilon-1) \not \phi\right)+0\left(\left(\frac{m}{M}\right)^{2}\right) \tag{27}
\end{align*}
$$

$m$ is the neutron mass and $M$ the mass of the moderator atom. In order to be consistent we must put:

$$
\begin{aligned}
\xi & =2 \frac{m}{M} \\
\Sigma_{S} & =\Sigma_{S}^{0}=\text { constant }
\end{aligned}
$$

(26) inserted into (7) gives an elliptical differential equation. This is true in principle for all energies. One can recognize the character of the possible solutions of (7) if one asks for the solutions of $L(\not \phi)=0$ (for example in the sense of a perturbation ansatz). We have two solutions. First:

$$
\begin{equation*}
\phi=\phi_{1}=\varepsilon e^{-\varepsilon} \tag{28}
\end{equation*}
$$

(28) is a Maxwell distribution and refers in it's character entirely to the elliptic character of the equation (7), (26). The general implication is that we have a spectrum which refers to an equilibrium or near equilibrium state. Spectra of this type obey the following rule:

$$
\begin{equation*}
q(\epsilon) \sim O\left(e^{-\epsilon}\right) \quad \text { for large values of } \varepsilon \tag{29}
\end{equation*}
$$

Spectra of this type shall be called type A spectra.

Besides of (28) there is another solution for which we can give the asymptotic expansion

$$
\begin{equation*}
\phi=\phi_{2}=\frac{1}{\varepsilon} \sum_{n=1}^{N} n!\left(\frac{1}{\varepsilon}\right)^{n-1}+O\left(e^{-\varepsilon}\right) N=1,2,3 \ldots \tag{30}
\end{equation*}
$$

For values sufficiently large $\varnothing_{2}$ approximates the solution of the equation

$$
\begin{equation*}
\bar{L}(\phi)=\xi \Sigma_{i}\left(\varepsilon \frac{\partial \phi}{\partial \xi}+\phi\right)=0 \tag{31}
\end{equation*}
$$

But the equation (7), (31) is or a completely different character. It is
of parabolic nature and describes slowing down processes (Ausgleichsprobleme).

Spectra of this type shall be called type B spectra.

The reactor spectra are of the mixed type in the region of interest and this is the reason why the mathematical treatment is so difficult: Mathematical tools are developed for either the type $B$ or the type $A$ solution, in the first for example the Laplace transformation, in the second for example the expansion into eisenfunctions of $L(\varnothing)=0$ with $q(\varepsilon)=0$ for large values of $\varepsilon$, because these eigenfunctions belong to the type $B$.

Reactor spectra for low energies are close to type $A$, for high energies close to type $B$ and the change tankes place gradually and has no turning point which is physically meaningful.

## 4. Slowing down spectra in a plate type reactor (type B)

In the following we will concentrate on the heavy gas model which leads to (26) and (27) although the procedure presented here is not restricted to that model.

This chapter refers to a first paper of the author $[4]$. The details can be seen there.

It is assumed there that only the slowing down case is of interest, where L given by (26) can be replaced by $\overline{\mathrm{L}}$ (31). In that case our problem is as follows:

$$
\begin{equation*}
-x_{0}^{2} \alpha_{N_{0} r}^{2} \varphi_{N_{0} r}+\epsilon \frac{\partial \phi}{\partial \varepsilon}+\phi-p(\varepsilon) \sum_{m=-\infty}^{+\infty} \varphi_{N_{0} m}=0 \tag{32}
\end{equation*}
$$

and according to (25)

$$
\varphi_{N_{0} r}\left(\varepsilon_{F}\right)=\sqrt{\ell} \cdot \frac{2 a \nu}{d \cdot \xi \Sigma_{S}} \sum_{m=-\infty}^{+\infty} \chi_{N_{o m}}
$$

but this means

$$
\begin{equation*}
\varphi_{N_{0} r}\left(\varepsilon_{F}\right)=S_{0}=\text { constant } \neq f(r) \tag{33}
\end{equation*}
$$

In addition we assume a simple absorption law

$$
\begin{equation*}
\mathrm{p}(\varepsilon)=\mathrm{p}_{0} \cdot \frac{1}{\sqrt{\varepsilon / \varepsilon_{\mathrm{F}}}} \tag{34}
\end{equation*}
$$

In order to obtain the solution we make the following ansatz, where $B$ is a constant still to be determined.

$$
\begin{equation*}
\varphi_{N_{0} r}(\varepsilon)=\sum_{v=0}^{\infty} \frac{{ }^{\prime}}{f_{N_{0} r}} \frac{1-B+\frac{v}{2}}{\varepsilon} \tag{35}
\end{equation*}
$$

(35) leads to the equation

$$
\begin{equation*}
\left(\alpha_{N_{0}}^{2} r x_{0}^{2}-B+\frac{v}{2}\right){\stackrel{v}{N_{0}}}^{v}=-p_{O_{m=-\infty}}^{+\infty} \sum_{N_{0} m}^{v-1} \tag{36}
\end{equation*}
$$

From here we conclude, that $f$ has to be one of the values $\alpha_{N_{0}}^{2} r_{0} x_{0}^{2}$ in order to let $f_{N_{0} r} \neq 0$. For very high energies that is for the fission energy $\varepsilon_{F}$ the term ${\underset{f}{N_{0}}}$ in (35) alone survives and represents the mode for which (33) is to be applied. So the absorption $p(\varepsilon)$ at lower energies intermingles the modes, a pure mode at $\varepsilon=\varepsilon_{F}$ spits into all other modes. The second conclusinn is that in (36) the term on the right is independent of $r$. But this means that the way in which $f_{N_{0}} r$ depends on $r$ is given in (36). Using the abbreviation

$$
\begin{align*}
& \mathrm{v}=\underset{\mathrm{m}=-\infty}{+\infty} \mathrm{Z}^{2} \stackrel{v}{\mathrm{~N}_{\mathrm{O}} \mathrm{~m}} \tag{37}
\end{align*}
$$

we obtain

$$
\begin{equation*}
\mathrm{f}_{N_{0} r}=\frac{-p_{0}^{v-1}}{\alpha_{N_{o} r}^{2} x_{o}^{2}-R+\frac{v}{2}} \tag{38}
\end{equation*}
$$

Summation over $r$ gives the final formula for obtaining the $F$ and from this by means of $(38)$ the $f_{N_{0}}$.

$$
\begin{equation*}
\stackrel{v}{F}=-p_{0} \cdot \sum_{r} \frac{1}{\alpha_{N_{0} r}^{2} x_{0}^{2}-B+\frac{v}{2}} \cdot \frac{v-1}{F} \tag{39}
\end{equation*}
$$

The Fourier series (15) becomes a real result only in the case where all the summation can be performed. Using (35) in (15) leads to the more general series ( 40 ), which can be summed up by means of the residue calculus $[2]:$
(40) $\sum_{m=-\infty}^{+\infty} \frac{\cos \alpha_{N_{0} m} x}{\alpha_{N_{0} m}^{2} x_{0}^{2}+s}=h(s) \cdot F(x, s)$
(40a) $h(s)=\frac{d}{2 x_{0} \sqrt{s}} \frac{\sinh \frac{d}{x_{0}} \sqrt{s}}{\left(\cosh \frac{d}{x_{0}} \sqrt{s}-\cos \frac{\pi}{N_{0}}\right)}$
$(40 b) \quad F(x, s)=\frac{\sinh \frac{x^{\prime}}{x_{0}} \sqrt{s} \cos \frac{k+1}{N_{0}} \pi-\sinh \frac{x^{\prime}-d}{x_{0}} \sqrt{s} \cos \frac{k}{N_{0}} \pi}{\sinh \frac{d}{x_{0}} \sqrt{s}}$

$$
\begin{aligned}
& x=x^{\prime}+k d \\
& \qquad k=0, \pm 1, \pm 2, \ldots, \pm N
\end{aligned}
$$

$$
0 \leq x^{\prime} \leq d
$$

From here on the calculation is straight frodrard and leads to the following result:

$$
\phi(\varepsilon)=\frac{S_{0}}{\varepsilon} \sum_{m=-\infty}^{+\infty}\left(\frac{\epsilon}{\varepsilon_{F}}\right){ }^{\alpha_{N_{0} m}^{2}} x_{0}^{2} A_{m}
$$

(41) $\left.\quad A_{m}=\sum_{v=0}^{00}(-1){ }^{v}\left(\frac{\varepsilon}{\varepsilon_{F}}\right)^{-\frac{v}{2}}{\underset{p}{0}}_{v}^{p_{0}} \stackrel{(m)}{B}_{v}^{(x,}-\alpha_{N_{0}}^{2} x_{0}^{2}+\frac{v}{2}\right)$

$$
\stackrel{(m)}{B_{v}}=\prod_{\sigma=1}^{v} h\left(-\alpha_{N_{o} m}^{2} x_{o}^{2}+\frac{\sigma}{2}\right)
$$

(41) is convergent for all values of $\mathcal{E}<\mathcal{E}_{F}$ and is the solution of our slowing down problem. It has two significant features:

For sufficiently large values of $\mathcal{E}$ only the first term of the series $A_{m}$ is to be taken into account and a simple series remains which describes the smoothing out process of the $\delta$ functions acting as sources of $\varepsilon=\varepsilon_{F}$. The smoothing out process is of the $\theta$ function type. On the other hand: for sufficiently small values of $\mathcal{E}$ only the term $A_{o}$ is significant in the main series. !e have again a simple series which describes the flux peaks between the ruel elements in its energy and space dependence. there is a region in between where only one term in both series is si, nificant:

$$
\begin{equation*}
\phi \sim \frac{s_{0}}{\varepsilon^{1}-x_{0}^{2} x_{0}^{2}} \cdot \cos x_{0} x \tag{42}
\end{equation*}
$$

The snoothing out process of the source $\delta$ function produced the ground mode $\cos \alpha_{0} x$ and the absorption of the fuel plates is not yet significant. For reasonable absorption strengths of the fuel plates this pure ground mode takes over somewhere in the neighborhood of $\frac{\varepsilon_{F}}{\varepsilon} \sim 100$, that means $\varepsilon \approx 20 \mathrm{keV}$ if heavy water is used.

The main conclusion we draw from this is the following:
It is possible (at least for heavy water and graphite) to separate the smoothing out process of the hetero jeneous fission neutron distribution from the formation of flux peaks in the moderator at low energies. Details of this calculation can be seen in paper [4].

## 5. 3quilibrium spectra in a plate type reactor (type A)

As indicated in chapter 4. we will use the heavy gas nodel.

The physical conditions for spectra of the equilibrium type are given in experiments which use pulsed neutrons. Dometime after the siot which injects the neutrons into a non multiplyinç assembly there are no more fast neutrons to be slowed down and the existing neutrons, altholgh decaying in time, have a sort of equilibrium with the molerator. ihis type of experiment is investigated in a second paper of the author together with 2. Dresner [5].

In the analysis of the pulsed neutron experiments we have to add a tern in (7) which cares for the time dependence.

We have:
$D \frac{\partial^{2} \not \phi}{\partial x^{2}}+i(\phi)-\sum_{a}^{i \mathcal{I} O D} \cdot \phi+f_{-}=\frac{1}{v} \frac{\partial \phi}{\partial t}$
$v$ is the neutron velocity and $z_{a}^{1 O D}$ allows for an absorption in the moderator. ${ }^{\text {llease }}$ note that we have not yet taken into account an absorption in the moderator up to now.

We make the following ansatz:

$$
\begin{equation*}
\notin=e^{-\lambda t} \sqrt{\ell=0}{\underset{\mathrm{~S}}{\mathrm{p}}}_{\infty}^{\infty} \varphi_{\mathrm{p}}(\varepsilon) \mathrm{v}_{\mathrm{p}}(\mathrm{x}) \tag{44}
\end{equation*}
$$

with the same notation as in (15). Some time after the pulse the frequency selection (24) must hold and we obtain the following equations for the $\varphi_{\mathrm{p}}(\varepsilon)$ with $\mathrm{p}=\mathbb{N}_{0} \mathrm{r}$
(45)


$$
\begin{equation*}
\alpha=\frac{\lambda-\Sigma_{a}^{\operatorname{MOD}} v}{\xi \Sigma_{S} \cdot\left(\frac{2 T}{m}\right)^{\frac{1}{2}}} \tag{46}
\end{equation*}
$$

$$
\begin{equation*}
p_{t}=\frac{2 a \Sigma_{a}(\varepsilon=1)}{d \xi \Sigma_{S}} \cdot \frac{1}{\sqrt{\varepsilon}} \tag{46a}
\end{equation*}
$$

Additionally we have:

$$
\begin{align*}
& \not( \pm \ell)=0 \\
& q(x, 0)=0  \tag{47}\\
& q(x, \varepsilon)=0 \quad \text { for large values of } \varepsilon .
\end{align*}
$$

We now make use of the fact that we look for spectra of the type $A$. ie expand the $\varphi_{N_{0}}(\varepsilon)$ into eigenfunctions of the heavy gas operator
$\frac{1}{\zeta^{2}}$ L. These eigenfunctions are as follows:
(48)

$$
\begin{aligned}
& \frac{1}{\xi \Sigma_{S}} L\left(\omega_{p}\right)=-\sigma_{p} \omega_{p} \\
& q\left(\omega_{p}\right)=0 \quad \text { for } \varepsilon=0 \text { and } \varepsilon=\infty
\end{aligned}
$$

For the case of the heavy gas model we have

$$
\begin{equation*}
\omega_{p}=\varepsilon e^{-\varepsilon} L_{p}^{(1)}(\varepsilon) \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{p}=p \quad ; \quad p=0,1,2,3 \ldots \tag{50}
\end{equation*}
$$

$L_{p}^{(1)}(\varepsilon)$ are the Laguerre polynomials of order one, which we use in the normalized form

$$
\begin{equation*}
L_{p}^{(1)}(\varepsilon)=\sqrt{p+1} \sum_{\mu=0}^{p}(-1)^{\mu} \frac{p!}{\mu!(\mu+1)!(p-\mu)!} \varepsilon^{\mu} \tag{51}
\end{equation*}
$$

The operator is not self adjoint. The adjoints of (49) are:
(52) $\quad \omega_{k}^{+}=L_{k}^{(1)}(\varepsilon)$

We now consider the following expansion:

$$
\begin{equation*}
\varphi_{N_{0} r}=\sum_{p=0}^{\infty} a_{r, p} \omega_{p}(\varepsilon) \tag{53}
\end{equation*}
$$

Inserting (53) into (45) leads to a cumbersome but straight forward calculation, where the matrix elements $V_{p q}$ are to be considered.
$\nabla_{\mathrm{pq}}=\int_{0}^{\infty} \omega_{\mathrm{p}}(\varepsilon) \varepsilon^{-\frac{1}{2}} \omega_{\mathrm{q}}{ }^{+}(\varepsilon) d \varepsilon=\frac{1}{\pi \sqrt{(\mathrm{p}+1)(\mathrm{q}+1)}} \sum_{\ell=0}^{\mathrm{p}} \frac{\Gamma\left(\mathrm{p}-\ell+\frac{1}{2}\right) \Gamma\left(\mathrm{q}-\ell+\frac{1}{2}\right) \cdot \Gamma\left(\ell+\frac{3}{2}\right)}{(\mathrm{p} \ell)!(\mathrm{q}-\ell)!\ell!}$

It should be emphasized that the formalism outlined in [5] does not use in principle a special model for the thermalization. However, if the heavy gas model is used all expressions can be given explicitly as in (54).

The problem (45) - (47) is a homogeneous one and constitutes an eigenvalue problem for $\alpha$. Because of the two dimensions in question $(x, \varepsilon) \alpha$ has a two dimensional set of possible values, one degree of freedom refers to the space dependence the other to the energy dependence. Note that only in case of type A spectra the eigenvalue of the problem is double indexed. For type B spectra the condition (12) establishes a source which makes the problem not homogeneous in the $\varepsilon$ direction, we have only a one dimensional set for the $\mathrm{v}^{\prime} \mathrm{s}$ there.

The calculation following the insertion of (53) in (43) is cumbersome although straight forward. Under certain conditions it is enough to
consider in (53) only two terms $p=0$ and $p=1$. If, for example, the structure of the diffusion cooling effect in heterogeneous non multiplying assemblies is the point of interest, it is enough to have these two terms, because they can indicate a spectrum cooling or heating. The result of this investigation of the diffusion cooling effect is given in [5]. But the several expansions are not driven to the latest stage there. If one does so, the result is as simple as follows:
(55)

$$
\begin{aligned}
\lambda= & \left(\Sigma_{a}^{M o D} v\right)+ \\
& \alpha_{o}^{2} D \bar{v}-\alpha_{0}^{4} D^{2} \frac{\bar{v}}{\bar{\zeta} \Sigma_{S}} \cdot \frac{1}{8} \\
& +\frac{2 a}{d} \Sigma_{a} v-\left[\frac{2 a}{d}\left(\Sigma_{a} v\right)\right]^{2} \frac{1}{\xi_{\Sigma_{S}} \bar{v}}\left(\frac{1}{8} k\left(\frac{a}{x_{0}}\right)+\frac{1}{12} \frac{d^{2}}{x_{0}^{2}}\right)+ \\
& 0\left(\left(\alpha_{0}^{2} \frac{D}{\Sigma_{S}^{\prime}}\right)^{\mu} \cdot\left(\frac{2 a}{d} \Sigma_{a} v\right)\right) ;
\end{aligned}
$$

We used the following abbreviations:

$$
\begin{equation*}
k\left(\frac{d}{x_{0}}\right)=\frac{\frac{x_{0}}{d} \sinh \frac{d}{x_{0}}}{\frac{2 x_{0}^{2}}{d^{2}}\left(\cosh \frac{d}{x_{0}}-1\right)}-1=\frac{d^{2}}{12 x_{0}^{2}}+\ldots \ldots . \tag{56}
\end{equation*}
$$

$\overline{\mathrm{v}}$ is the Maxwellian average velocity of a neutron gas at temperature $T$;

$$
\begin{equation*}
\bar{v}=\left(\frac{8 T}{\pi m}\right)^{\frac{1}{2}} \tag{57}
\end{equation*}
$$

It is also assumed, that not only $\alpha_{0}^{2} x_{o}^{2}$ but also $\alpha_{o}^{2} d^{2} \ll 1$.

From the investigation of the diffusion cooling effect in homogeneous assemblies, which is presented in [5], one can argue that at least in the term $\alpha_{0}{ }^{4} \frac{1}{8}$ has to be replaced by $\frac{1}{6}$ if not only the first two terms in (53) but all of them are taken into account.

The discussion of (55) is interesting:

Where are three first order terms. The first is the contribution to the decay constant coming from the homogeneous absorption of the moderator, the second is the leakage term $\alpha_{0}^{2} D \bar{v}$ and the third comes from the homogenized heterogeneous absorption in the plates $\frac{2 a}{d} \Sigma_{a} v$. In the second order to which the formalism is given here there are two diffusion cooling effects. The first is the well known leakage effect $\alpha_{0}^{4} D^{2}$ due to the diffusion of the neutrons, the second refers to the diffusion process into the lumped absorbers. This second diffusion cooling effect disappears if $\frac{d}{x_{0}} \rightarrow 0$ because this implies that for a neutron the assembly is no longer heterogeneous.

It should be mentioned that the energy dependent Milne problem was
investigated for type A spectra by E. Kiefhaber [6] in his master'sthesis. Instead of the heavy gas operator the lelkin kernel was used in (2) and (43). The mathematical procedure was again the expansion into eigenfunctions of the operator $L$ as in (53). But the eigenfunctions are here no longer simply the Laguerre functions. It is necessary to express the eigenfunctions in itself as an expansion into Laguerre functions. The experimettal group of $K$. Beckurts did a lot of measurements using pulsed neutrons in light water and it was very useful and successful to have this comparison.

## 6. Reactor spectra in the thermal range, type A and type B

As pointed out in chapter 3. the neutron spectrum in an actual thermal reactor is not purely a type A or type $B$ spectrum and this establishes the mathematical difficulty. In the case of a plate type reactor a solution of the spectrum problem was given by the author of this paper $[7]$. But it was necessary to restrict the application of the method outlined there to small absorption strengths of the plates, because it was not possible to perform the summation of all Fourier series. However, it waspossible to give the asymptotic expansion of the problem in question, which goes parallel to the procedure given in chapter 4. of this paper and there it was possible to perform all the Fourier summations. It is an asymptotic solution only because of the essential singularity at $\infty$ of the heavy gas operator (26). From here on the way to handle the problem was rather obivous: Suppose that $\bar{\varnothing}$ is a function with the following features

$$
\begin{array}{ll}
\bar{\phi}(\varepsilon)=\phi_{\mathrm{as}}(\varepsilon) & \varepsilon \geq \varepsilon_{0} \\
\bar{\phi}(\varepsilon)=P(\varepsilon) & \varepsilon \leq \varepsilon_{0}
\end{array}
$$

$\phi_{\text {as }}(\varepsilon)$ is the asymptotic expansion valid for large values of $\varepsilon$ and $P(\varepsilon)$ is an arbitray but smooth function which fullfills the boundary condition at $\varepsilon=0$ and fits smoothly into $\phi_{\text {as }}$ at $\varepsilon=\varepsilon_{0}$. Then the function

$$
\phi_{\mathrm{Diff}}(\varepsilon)=\phi(\varepsilon)-\bar{\varphi}(\varepsilon)
$$

where $\varnothing(\epsilon)$ is the solution of the problem, is clearly a function which represents a spectrum of type $A$. But this means that we can apply for $\varnothing_{\text {Diff }}(\varepsilon)$ an expansion into eigenfunctions of the operator $L$ as given in (53). As long as there is no absorption in the moderator, strong enough to influence the neutron spectra there, all Fourier summations can be performed. And this is true even for the two dimensional case.
H. Kunze used this procedure in his mastert thesis [8].

The method shall be described here a little bit in more detail. We look into the most simple case of a homogeneous infinite medium. Here we have:

$$
\begin{equation*}
\frac{d^{2} \phi}{d \varepsilon^{2}}+\varepsilon \frac{d \phi}{d \varepsilon}+\emptyset-p_{t} \cdot \varepsilon^{\frac{1}{2}} \phi=0 \tag{58}
\end{equation*}
$$

In the homogeneous case we have to put $2 a=d$, (14) therefore tends to the following:

$$
\begin{equation*}
p_{t}=\frac{\Sigma_{a}(E=1)}{\int \Sigma_{S}} \tag{59}
\end{equation*}
$$

We have the following boundary conditions:

$$
\begin{align*}
& q(0)=0  \tag{60}\\
& q(\epsilon)=\text { constant at high energies }
\end{align*}
$$

In the first step we look into the asymptotic expansion

$$
\begin{equation*}
\phi_{\text {as }}^{(1)}(\varepsilon)=\sum_{v=0}^{N} \frac{g_{v}}{\varepsilon^{1+\frac{V}{2}}} \tag{61}
\end{equation*}
$$

Inserting (61) into (58) we obtain

$$
\begin{equation*}
g_{v+2}=\frac{2}{v+2}\left(\left(1+\frac{v}{2}\right)\left(2+\frac{v}{2}\right) g_{v}-p_{t} g_{v+1}\right) \tag{62}
\end{equation*}
$$

that is

$$
g_{1}=-2 p_{t} g_{0} \quad ; \quad g_{2}=2\left(1+p_{t}^{2}\right) g_{0}, \ldots \ldots \ldots
$$

Besides of (61) there is a second asymptotic expansion:

$$
\begin{equation*}
\phi_{\text {as }}^{(2)}(\varepsilon)=\varepsilon e^{-\varepsilon} \sum_{\mathrm{v}=0}^{\mathrm{N}} \frac{\xi_{v}}{\varepsilon^{\frac{v}{2}}} \tag{63}
\end{equation*}
$$

$\phi_{\text {as }}^{(1)}$ and $\phi_{\text {as }}^{(2)}$ are the asymptotic expansion of $\phi^{(1)}$ and $\phi^{(2)}$, functions which have logarithmic singularities at $\varepsilon=0$. Ye look into the linear combination which cancels the logarithmic terms at $\mathcal{E}=0$

$$
\begin{equation*}
\phi(\varepsilon)=\phi^{(1)}(\varepsilon)+\lambda \phi^{(2)}(\varepsilon) \tag{64}
\end{equation*}
$$

Because of the contribution $\phi^{(1)}(\varepsilon) \not \varnothing$ does not belong to the Hilbert space of the eisenfunctions of $L$, (49).

It is possible to expand the wanted, regular function $\phi(\varepsilon)$ at $\varepsilon=0$ into a power series of $\varepsilon^{\frac{1}{2}}$.

$$
\begin{equation*}
\phi=\sum_{v=0}^{\infty} a_{v} \varepsilon^{1+\frac{v}{2}} \tag{65}
\end{equation*}
$$

:e now consider an auxiliary function $\bar{\phi}(\varepsilon)$ of the following properties:

$$
\not \varnothing(\varepsilon)=\phi_{\mathrm{as}}^{(1)}(\varepsilon) \quad \text { for } \quad \varepsilon \geq \varepsilon_{0}
$$

$$
\begin{equation*}
\ddot{\phi}(\varepsilon)=a \varepsilon+b \varepsilon^{\frac{3}{2}}+c \varepsilon^{2}+d \varepsilon^{\frac{5}{2}} \text { for } \varepsilon \leqslant \varepsilon_{0} \tag{66}
\end{equation*}
$$

The notation $\bar{\varphi}^{\mathbb{N}}$ indicates that the asymptotic expansion (61) shall be taken up to $v=N$. The form of $\bar{\phi}^{N}$ for $\varepsilon \leqslant \varepsilon_{0}$ is suggested by (65). a, b, c and $d$ are determined by the conditions, that $\bar{\phi}^{\text {IV }}$ and its first three derivatives at $\mathcal{\varepsilon}=\varepsilon_{0}$ shall be continuous.
ne now define a quantity


For values $\varepsilon \geq \varepsilon_{0}$ is has the order $0\left(\frac{1}{\varepsilon^{1+\frac{M+1}{2}}}\right)$.

As an $a_{1}$ proximation to this we define, that

$$
\begin{equation*}
S=0 \quad E \geq \varepsilon_{0} \tag{68}
\end{equation*}
$$

ie put now:

$$
\begin{equation*}
\phi_{\text {Jiff }}=\varnothing-\bar{\phi}^{\mathbb{N}} \tag{69}
\end{equation*}
$$

Then we obtain
(TU) $\varepsilon \frac{d^{2} \phi_{D i f f}}{d \varepsilon^{2}}+\varepsilon \frac{d \phi_{\text {Diff }}}{d \varepsilon}+\phi_{\text {Diff }}-p_{t} \cdot \varepsilon^{-\frac{1}{2}} \phi_{\text {Diff }}=s(\varepsilon)$

The function $\varnothing_{\text {Diff }}$ now lies in the Hilbert space of the eigenfunction of the operator 1. . We therefore put

$$
\begin{equation*}
\phi_{\text {Diff }}=\sum_{p=0}^{\infty} a_{p} \omega_{p}(\epsilon) \tag{71}
\end{equation*}
$$

$\omega_{p}$ is given in (49). Using (71) in (70) we obtain
(72)

$$
-p \cdot a_{p}-p_{t} \sum_{q=0}^{\infty} v_{p q} a_{q}=c_{p}
$$

$$
\begin{equation*}
C_{p}=\int_{0}^{\infty} \omega_{\rho}^{+} \dot{\omega}(\varepsilon) d \varepsilon \tag{73}
\end{equation*}
$$

This equation set determines the $a_{p}$ and we find in the order $p_{0}$ the result:

$$
\begin{equation*}
\not \varnothing(\varepsilon)=\nexists(\varepsilon)+\sum_{p=0}^{p_{0}} a_{p} \omega_{p}(\varepsilon) \tag{74}
\end{equation*}
$$

This method has been applied to the example $p_{t}=0.25$.
"ie have chosen $\varepsilon_{0}=16, \mathrm{~N}=10$ and $\mathrm{p}_{0}=5$.
Fig. 2 shows the result of this calculation here. There is complete agreement with the solution of Hurwitz, Nelkin and ifebetler [1]. The figure shows $\varepsilon \phi(\varepsilon)$ in its dependence on $\sqrt{\varepsilon}$. Furthermore $\varepsilon \bar{\phi}(\varepsilon)$ has been drawn, too. $\bar{\phi}(\varepsilon)$ represents qualitativly the neutrons which are slowed down, where as $\check{\sim} a_{p} \omega_{p}$ represents qualitativly the neutrons being in a sort of equilibrium with the moderator.

The significance of this method outlined here is, that it allows to handle the problem of two dimensional heterogeneous spectra. For this case we use the following model:

A reactor of rectangular shape is considerd, for reasons of simplicity it shall be quadratic, that means, the reactor has now $N_{0}{ }^{2}$ rods of diameter $2 a$ and consists of an integer number of Wigner Seits cells. The absorption in the moderator is again neglected.

In the chapter 4. we saw that it is possible in most of the cases to separate the smooth out process of the fission neutrons into the ground mode from the formation of the flux peaks between the fuel rods at lower energies, We therefore concentrate our attention on the thermal and epithermal part
of the spectrum and do not care for the slowing down part at higher energies. This is possible because we ask for the shape of the spectra only and we do not ask for a proper criticality condition.

Therefore we have the following problem:
$x_{0}^{2}\left(\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}\right)+\frac{1}{\xi \Sigma_{S}} L(\phi)-p_{t} \cdot \varepsilon \varepsilon^{-\frac{1}{2}} \underset{k=-N}{+N} \sum_{\ell=-\mathbb{N}}^{+N} d^{2} \delta(x-k d) \delta(y-\ell d) \cdot \phi^{R}(k d, \ell \alpha \varepsilon)=0$

There we have redefined $p_{t}$ in the following way:

$$
\begin{equation*}
p_{t}=\frac{\Sigma_{a}(\varepsilon=1) \cdot \pi a^{2}}{5 \Sigma_{S} d^{2}} \tag{76}
\end{equation*}
$$

$\Sigma_{a}$ is again an effective cross section as described in chapter 2 .

Additionally we have

$$
\begin{equation*}
\phi( \pm \ell, y, \varepsilon)=0 ; \quad \phi(x, \pm \ell, \varepsilon)=0 \tag{77}
\end{equation*}
$$

$$
\begin{equation*}
q(x, y, 0)=0 \tag{78}
\end{equation*}
$$

$$
q(x, y, \varepsilon)=\text { const } \cdot \cos \alpha_{0} x \cdot \cos \alpha_{0} y \text { for large values of } \varepsilon
$$

In (75) $\phi^{R}(k d, \ell d, \varepsilon)$ is not the flux at $x=k d, y=k d$ which would be the analog to the one dimensional case. This analog does not work because there is a logarithmic singularity of the flux at $x=k d, y=k d$. Therefore $\chi^{R}$ is the flux average over the surface of the rod approximated by the following expression:
$\phi^{R}(k d, \ell d, \varepsilon)=\frac{\phi(k d, \ell d+a, \varepsilon)+\phi(k d, \ell d-a, \varepsilon)+\phi(k d+a, \ell d, \varepsilon)+\varnothing(k d-a, \ell d, \varepsilon)}{4}$

We now make again a Fourier ansatz. For the same symmetry reasons as in chapter 2. we have a frequency selection. Making use of it we have

$$
\begin{equation*}
\phi(x, y, \varepsilon)=\sum_{m=-\infty}^{+\infty} \sum_{r=-\infty}^{+\infty} \varphi_{N_{0} r, N_{N_{m}}}(\varepsilon) \cdot \cos \alpha_{H_{0} r} x \cdot \cos \alpha_{N_{0} m} y \tag{81}
\end{equation*}
$$

Inserting (81) in (75) and using (80) we obtain the following:

$$
\begin{aligned}
& \varepsilon \cdot \frac{d^{2} \varphi_{N_{0}} r, N_{0} s}{d \varepsilon^{2}}+\varepsilon \frac{d \varphi_{N_{0}} r, N_{0} s}{d \varepsilon}+\left(1-\left(\alpha_{N_{0} r}{ }^{2}+\alpha_{N_{0} s}{ }^{2}\right) x_{0}{ }^{2}\right) \varphi_{N_{0} r, N_{0} s}- \\
& -p_{t} \cdot \varepsilon^{-\frac{1}{2}} \sum_{m, t=-\infty}^{+\infty} \varphi_{N_{0} m, N_{0} t} \cdot \cos { }^{R_{0}}\left(\alpha_{N_{0} m} x\right) \cdot \cos { }^{R_{0}}\left(\alpha_{N_{o} t} y\right)=0
\end{aligned}
$$

The index $R_{0}$ of the cos in the sum means that the average is to be taken at the central fuel element [2]. The reduction of taking the average at the central fuel element only is a consequence of the special symmetry of the reactor considered here.

We now apply the same calculus to (82) as in the homogeneous case and obtain the result in the following form:
(83)

$$
\begin{aligned}
& \phi(x, y, \varepsilon)=\sum_{r, s=-\infty}^{+\infty}\left\{\bar{\varphi}_{N_{0}}^{N} r, N_{0} s(\varepsilon)+\sum_{p=0}^{p} a_{N_{0}} r_{0} N_{0} s, p \cdot \omega_{p}(\varepsilon)\right\} \cos \alpha_{N_{o} r} x \cdot \cos \alpha_{N_{0} s} y \\
& \bar{\varphi}=\varphi_{\mathrm{as}}, \quad \varepsilon>\varepsilon_{0} \\
& \bar{\varphi}=\text { Poly. }, \quad 0<\varepsilon<\varepsilon_{0}
\end{aligned}
$$

All the coefficients of the above Fourier series can be written as linear combinations of terms of the form

$$
\begin{equation*}
\frac{1}{\gamma+\left(\alpha_{N_{0} r^{2}}^{2}+\alpha_{N_{0} s}^{2}\right) x_{0}^{2}} \tag{84}
\end{equation*}
$$

Thus evaluating (83) in order to obtain the final result a Fourier series of the type

$$
\begin{equation*}
\sum_{r, s=-\infty}^{+\infty} \frac{\cos \alpha_{N_{0} r} x \cdot \cos \alpha_{N_{0} s} y}{\gamma+\left(\alpha_{N_{0} r}^{2}+\alpha_{N_{0} s}^{2}\right) x_{0}^{2}} \tag{85}
\end{equation*}
$$

has to be evaluated.
But more than that: to establish the asymptotic solution analogous to (61) and (35) and the equation system for the $a_{N_{0}} r_{, ~ N_{0}} s, p$ analogous to (72) made it already necessary to evaluate series of the type (85). This was done by K. Meetz [2]. One summation can be carried out by means of the calculus of residues, see (40). The remaining single series converges rather rapidly inside the moderator, but its convergence is very poor at the boundary of the fuel rods, because of the logarithmic singularities of the flux in the lattice points of the reactor. But using a known Fourier series with the same logarithmic singularities and looking for the difference between (85) and these known series one can improve the convergence considerably and therefore it is possible to evaluate (85). For details see either [2]or [8].

The method explained here has been applied to twelve types of reactors in the limit $N_{0}=\infty$. Besides the neutron spectra themselves the values of the $\eta$ factor and the thermal utilization have been caculated. In determining the latter quantity a $\frac{1}{V}$ - absorption law in the moderator has been assumed. The mean values of the absorption and fission cross sections of the fuel elements were taken in the energy interval $0 \leq \varepsilon \leq 16$; in the moderator the spatial average of the absorption cross section has been calculated, too, by means of the spectrum determined neglecting the neutron absorption in the moderator.

The parameter of the twelve reactors considered here are given in table 1.

Table 1

|  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Reactor | Hoderator |  |

a, $d, p_{t} \frac{x_{0}}{d}$ have the meaning defined in the text above, $p_{t}^{M}=\frac{\Sigma_{a}^{M}(\varepsilon=1)}{2 \mu \Sigma_{S}^{o}}$ is the absorption parameter of the moderator, $\rho$ is the density of the fuel. In the calculation of the f-factor the fuel was assumed to consist of $p \% \mathrm{~J}^{235}$ and $(100-p) \% U^{238}$.

The values $p=0,7115 ; \rho=18,4 \mathrm{~g} / \mathrm{cm}^{3}$ correspond to those of natural uranium; $\mathrm{p}=2$ and $\rho=10 \mathrm{~g} / \mathrm{cm}^{3}$ are the data of uranium oxide enriched up to $2 \% \mathrm{U}^{235}$. The macroscopic absorption cross section of natural uranium at the moderator temperature of $40^{\circ} \mathrm{C}$ was assumed to be $\Sigma_{a}(\varepsilon=1)=0,3467 \mathrm{~cm}^{-1}$. At a fuel
enrichment of 2,0 we have $\dot{u}_{a}(\varepsilon=1)=0,7541 \mathrm{~cm}^{-1}$ for metallic uranium at $40^{\circ} \mathrm{C}$ moderator temperature and $\Sigma_{a}(\epsilon=1)=0,3034 \mathrm{~cm}^{-1}$ for enriched uranium oxide at $300^{\circ} \mathrm{C}$ moderator temperature. As absorption cross section in heavy water has been used

$$
\begin{aligned}
& \Sigma_{a}^{\mathrm{M}}(\varepsilon=1)=7,736 \cdot 10^{-5} \mathrm{~cm}^{-1} \text { at } 40^{\circ} \mathrm{C} \text { and graphite of } 300^{\circ} \mathrm{C} \\
& \Sigma_{a}^{\mathrm{K}}(\varepsilon=1)=2,58 \cdot 10^{-4} \mathrm{~cm}^{-1} .
\end{aligned}
$$

Finally the Sachs-Teller-mass has been used for heavy water.

Figures 3-14 show the neutron spectra in the reactor I - XII. The neutron flux $\varnothing$ is plotted versus the energy $\varepsilon$ in double logarithmic scale. There is drawn the flux $\phi^{\text {Ro }}(\varepsilon)$ at the boundary of the fuel rods and the spectrum $\phi\left(\frac{d}{2}, \frac{d}{2}, \varepsilon\right)$ in the middle of the moderator, respectively.

For comparison a Maxwellian distribution has been fitted to the spectrum in the moderator at low energies. In the low energy range all the spectra have Kaxwellian character, the maximum being usually shifted. One recognizes clearly the change from the inaxwellian part of the spectrum to the characteristic $\frac{1}{\varepsilon}$ slowing down spectrum. A decrease of the lattice parameter d results in a simultaneous, almost equal increase of the neutron temperature in fuel and moderator. The neutron temperature is here defined as the
temperature of a maxwellian distribution fitted to the given spectrum in its maximum. An increase of the absorption cross section of the fuel at unchanged geometry to the contrary has as consequence a displacement of the maximum of the spectrum in the fuel, but almost none in the moderator.

Figures 3 - 14 show that the spectra in fuel and moderator are far from being identical in the epithermal region. In an infinite reactor ( $\mathbb{N}_{0}=o d$ they tend to meet asymptotically, of course. But this becomes true only at very high energies. H.C. Honeck $[9]$ made in the numerical treatment of the problem in the Wigner Seitz cell the assumption, that the spectra in noderator and fuel are identical above $\varepsilon=9$. This assumption was necessary because of the limited machine capacity. It seems to us to become dubious at least for strong absorption. According to our experience a small inaccuracy in the calculation of the high energy part of the spectrum results in serious deviations from the rigorous solution in the thermal energy range.

Table 2

| Reactor | $f$ | $\mathrm{f}_{\mathbf{1 9}} \mathrm{gr}$ | $\bar{\sigma}_{f}^{5}[$ barn $]$ | $\bar{\sigma}_{a}^{5}$ | $\bar{\sigma}_{a}^{8}$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0,99648 | 0,99606 | 415,96 | 491,09 | 2,037 | 1,30965 |
| II | 0,98750 | 0,98655 | 446,82 | 526,56 | 2,171 | 1,31500 |
| III | 0,98125 | 0,97996 | 452,11 | 532,65 | 2,194 | 1,31585 |
| IV | 0,99807 | 0,99764 | 373,24 | 441,24 | 1,853 | 1,70659 |
| V | 0,99217 | 0,99117 | 422,12 | 497,82 | 2,067 | 1,71586 |
| VI | 0,98786 | 0,98649 | 430,90 | 507,89 | 2,105 | 1,71731 |
| VII | 0,97453 | 0,97215 | 271,48 | 322,74 | 1,427 | 1,27012 |
| VIII | 0,89185 | 0,88192 | 311,89 | 370,06 | 1,606 | 1,28157 |
| IX | 0,77493 | 0,75494 | 320,73 | 380,41 | 1,645 | 1,28373 |
| X | 0,97801 | 0,97554 | 263,40 | 313,27 | 1,392 | 1,68171 |
| XI | 0,90395 | 0,89361 | 307,96 | 365,49 | 1,589 | 1,69160 |
| XII | 0,79586 | 0,77458 | 317,20 | 377,20 | 1,634 | 1,69351 |

Maxwellian diat. at moderator-temperature

| Reactor | $\bar{\sigma}_{f}^{5}$ | $\bar{\sigma}_{\mathrm{a}}^{5}$ | $\bar{\sigma}_{a}^{8}$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: |
| I | 481,44 | 566,94 | 2,316 | 1,32037 |
| II | " | " | " |  |
| III | " | " | " | " |
| IV | " | " | " | 1,72304 |
| V | " | " | " | " |
| VI | " | " | " | " |
| VII | 341,01 | 403,86 | 1,730 | 1,29026 |
| VIII | " | " | " |  |
| IX | " | " | " | " |
| X | " | " | " | 1,69962 |
| XI | " | " | " | " |
| XII | " | " | " | " |

Maxwellian dist, with displaced temperature

| Reactor | $\mathrm{T}_{\mathrm{n}}^{U}\left[{ }_{\mathrm{C}} \mathrm{C}\right]$ | $\bar{\sigma}_{\mathrm{f}}^{5}$ | $\bar{\sigma}_{a}^{5}$ | $\bar{\sigma}_{a}^{8}$ | $\eta$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| I | 74 | 453,78 | 534,45 | 2,203 | 1,31578 |
| II | 65 | 460,74 | 542,62 | 2,231 | 1,31700 |
| III | 56 | 468,11 | 551,26 | 2,261 | 1,31823 |
| IV | 134 | 414,12 | 488,16 | 2,040 | 1,71469 |
| V | 109 | 429,69 | 506,29 | 2,104 | 1,71703 |
| VI | 105 | 433,59 | 510,85 | 2,120 | 1,71757 |
| VII | 443 | 301,10 | 358,68 | 1,556 | 1,27680 |
| VIII | 372 | 319,22 | 379,16 | 1,636 | 1,28306 |
| IX | 357 | 323,21 | 383,67 | 1,653 | 1,28440 |
| X | 472 | 294,68 | 351,42 | 1,527 | 1,68371 |
| XI | 386 | 315,32 | 374,74 | 1,619 | 1,69121 |
| XII | 346 | 326,56 | 387,47 | 1,668 | 1,69502 |

Table 2 gives the values of the thermal utilization $f$ calculated for our twelve reactors I - XII. For comparison these quantities have been determined in a one group diffusion calculation for the corresponding Wigner Seitz cells.

An estimate of the improvement in accuracy to be expected from a rigorous consideration of the enorgy dependence of the neutron density can be obtained from a comparison of the f-factor values in table 2 . The difference between these quantities, deterinined by our method and the one group approximation, respectively, is negligeably small for $D_{2}$ o-moderated reactors with natural uranium fuel elements (this is true only for a $\frac{1}{v}-$ absorption law). But this is not the case in reactors with enriched fuel elements, especially in graphite moderated reactors. In any case the accuracy of the monoenergetic, transportheoretical calculation can be improved essentially, if the absorption cross sections used are averaged over the neutron spectra determined in the diffusion approximation.

In table 2 the values of the $\eta$ factor determined by means of the neutron spectra shown in figures 3-14 and those calculated from iaxwellian distribution at moderator temperature and the temperature $T_{n}^{U}$ of the neutrons at the boundary of the fuel rods are also given for comparison. Finally the mean values of the fission and absorption cross section of $i^{238}$ are given as obtained from the three types of spectra just specified. As expected the mean values of these cross sections, obtained from haxwellian distributions,
are too large, because these functions decrease so rapidly, that the epithermal cross section values have no influence on the mean value. This has consequence, that the $\eta$ factors determined with daxwellian distributions are too large.
7. The representation of reactor spectra (type $A$ and type B) by simple sets of functions

The method outlined in chapter 6. made use of the concept of an auxiliary function $\bar{\phi}^{N}$ which represents the reactor spectra at high energies. In the case of chapter 6. a special energy $\varepsilon_{0}$ was chosen where the asymptotic solution and a polynomial expression (66) were tied together. This has the taste of being artificial and reminds of the concept of a "cut off" although it has nothing to do with it.

There are several possibilities to improve this procedure. One possibility is the following:

Suppose that in (74) one wants to consider an approximation of the degree $p_{0}$. Then for $\phi^{\mathbb{N}}$ the following unique representation is possible

$$
\bar{\phi}^{\mathbb{N}} \rightarrow \bar{\phi}^{p_{0}}=\varepsilon^{\alpha_{0}^{2}} x_{o}^{2}-1\left[\begin{array}{cc}
p_{o}^{+1}  \tag{86}\\
\sum_{v=0} & \left.a_{v} \varepsilon^{-\frac{v}{2}}\right] e^{-\frac{\gamma}{\varepsilon}}
\end{array}\right.
$$

$\gamma$ is chosen arbitrarily and it co es out that for example $\gamma=3$ is, for heavy gas model spectre, a reasonable choice in a sense to be described below. The $a_{v}$ are now chosen in such a way, that for large values of $\varepsilon$ the asymptotic representation $u p$ to the $p_{0}+1$ degree is fitted. For small values of $\varepsilon$ the function $\phi_{p_{0}}$ tends strongly toward zero. If one applies analog to (67) the full differential operator to it, the source term $S$ has the
following order:

$$
\begin{equation*}
S(\varepsilon)=0\left(\frac{1}{\varepsilon^{-\alpha+1+\frac{p_{0}+2}{2}}}-\frac{-\frac{\gamma}{\varepsilon}}{}\right) \tag{87}
\end{equation*}
$$

Because of (87) the first $p_{0}+1$ moments $C_{p}$ are convergent:

$$
\begin{equation*}
c_{p}=\int_{0}^{\infty} S(\varepsilon) \cdot \omega_{p}^{+}(\varepsilon) d \varepsilon=\text { finite for } p \leq p_{o} \tag{88}
\end{equation*}
$$

Now $\gamma=3$ makes the first $p_{0}+1$ values $C_{p}$ not too large, the source term $S$ is still behaving smoothly. Recent investigations have shown, that $p_{0}=1$, that is two terms $\omega_{p}(\varepsilon)$ in (74), is already a good way to represent reactor spectra with an error of about $5 \%$ provided that not highly enriched fuels are used. Now, two terms in (74) and three terms in (86) give the chance to do all calculations fully analytically, so that there is a way to make the whole question of reactor spectra an easy thing again. But it should be emphasized that there are also other ways to keep the function $\vec{\phi}^{\mathbb{N}}$ si iple and unique.

A completely different approach to the problem in question has been given by K. Weetz, K. Ott and S. Sanatani [10]. It does not claim, however, to be a systematic method, because it is partially based on intuitive arguments.

Let us recall that we have, roughly speaking, two categories of problems concerned with either the spatial distribution or the energy spectrum of neutrons in a heterogeneous assembly. In an analysis of the spatial distribution in the moderator one might well use diffusion theory, if the scattering mean free path is small compared with the fuel rod distance $d$. Introduction of point singularities instead of the boundary conditions at the fuel surface makes the solution of the diffusion problem in a regular lattice an easy task. This has been outlined in detail in Sect. II for a one-dimensional reactor model. The knowledge of the flux on the fuel rod surface is also sufficient for a zood estimation of fuel reaction rates, if the absorption length of the fuel is large compared with the rod diameter. Hence, it is reasonable to keep the singularity method for the spatial distrioution in any approach to the spectral problem.

There a similarly simple and satisfactory entry does not seem to exist. The use of eijenfunctions or the monatomic gas scattering kernel has its difficulties, as we have seen in the previous section. It may, therefore,
be worthwhile to try a multigroup method. It was felt, however, by the authors of $[10]$ that one should improve the quality of such a method by incorporating an iteration procedure.

Let us briefly outline the way this has been done in $[10]$ for the case of an infinite homogeneous medium. The basic idea is to use the $n$ flux mean values $\bar{\varnothing}_{i}$, obtained from the solution of the multigroup equations for a $n$ group theory, for an improvement of the flux distribution that has been used in calculating the group constants. ''o do this in a systematic way, one may choose a set of spectral functions $\phi_{i}\left(a_{1}^{(i)} \ldots a_{i}^{(i)}, \varepsilon\right)$, which describe the flux in the i-th interval and depend on arbitrary constants $a_{1} \ldots a_{n_{i}}$ besides the energy $\varepsilon:\left(\varepsilon=E / K l^{\prime}\right)$. The choice of the $\varphi_{i}$ is determined by physical arguments. For groups in the slowing dovin region one may use the asymptotic expansion

$$
\begin{equation*}
\phi(\varepsilon)=\frac{a_{1}}{\varepsilon}+\frac{a_{2}}{\varepsilon^{3 / 2}}+\frac{a_{3}}{\varepsilon^{2}}+\ldots \ldots \tag{89}
\end{equation*}
$$

while in the thermal region the shape is laxwellian:

$$
\begin{equation*}
\phi(\varepsilon)=\varepsilon e^{-\varepsilon}\left(a_{1}^{\prime}+a_{2}^{\prime} \varepsilon+a_{3}^{\prime} \varepsilon^{2}+\ldots\right) \tag{90}
\end{equation*}
$$

In the erithermal region a combination of (89) and (90) may be taken as the best description. Now the constants $a_{\text {( }}$ (i) are objects of the iteration: In zero order one starts with a convenient set of constants ${ }_{a}$ (i) for the calculation of zero order Eroup constants. The resulting first order mean values $\bar{\phi}_{i}^{(1)}$ are then required from the functions $\phi_{i}(\ldots a(i), r, \varepsilon)$ in combination with a sufficient number of continuity conditions at the group boundaries. First order constants ${ }^{1}$ (i) are obtained by solving the corresponding linear equations and first order group constants from the functions $\phi_{i}\left(\ldots 1_{a}(i) \ldots ; \varepsilon\right)$ etc.

The results of this procedure have been compared with the numerical solution of Hurwitz, Nelkin and Habetler [1] for the heavy gas model in heavy water. The agreement is quite good for both values of the absorption parameter $4 p_{t}=\Delta=4 \Sigma_{a} / \xi_{S}(\Delta=0,1 ; \Delta=1)$. However, there is a characteristic difference, namely a minimum in $\varepsilon \phi(\varepsilon)$ in the epithermal region just above the Naxwell peak. This is probably due to the different scattering kernels used: heavy gas approximation in $[1]$ and wigner-..ilkins kernel in $[10]$. It may be mentioned that Corngold's correction of the heavy gas model [11] points in the same direction.

There is no difficulty to combine the multigroup method with the singularity approach for the spatial distribution. As an example, the one dimensional model described in Sect. II has been studied in [10]. As has been mentioned
in Sect. II the flux spectra on the fuel boundaries and in the center between the fuel plates are independent of the cell position. It is reasonable to take the suectra at these positions as representative for the neutron spectrum in a heterogeneous assembly. This has the further advantage that the corresponding multigroup constants are likewise independent of the cell position. Spectra calculated this way are in very good agreement with those obtained by Kunze [8] in his more systematic but more tedious approach.

Due to its extreme simplicity and the satisfactory results the iterated multigroup method promises to be useful for practical calaulations, although it is certainly unsatisfactory from a more systematic point of view.

## 9. Final remark

This summary presents the work of the theoretical oroup of Karlsruhe on the subject of neutron spectra. The goal was to investigate how strong the influence of line heteroreneity is and to predict the thermal and epithermal part of reactor spectra in order to obtain by this properly weighted thernal neutron cross sections.

Uñ successful iirst application of these spectra was the calculation of Lhe critical experiment of the Karlsruhe reactor $F R 2$. It eame out that 54 fuel elements were predicted and criticality was reached with 52 elements.

It should be mentioned that it is felt that these procedure are not restricted to either the heavy gas model or the diffusion theory. These simple monels were chosen only $t$, develope in the most simple cases the general methous.
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## I. INTRODUCTION AND SUMMARY.

There have been a number of estimates of the type of error induced by errors in the scattering kernel of the slowing down equation. In the nature of the problem these estimates have to be qualitative or highly specific. We have chosen to investigate an approximation error which corresponds in many ways to the type of approximation error which can occur with experimental data. This error is that involved in approximating the Wigner-Wilkins integral equation ${ }^{1}$ (for a gas of mass $M$ ) by Wilkins' differential equation. ${ }^{2}$ In addition, we have compared some of solutions of the integral equation with solutions of Corngold's ${ }^{3}$ higher approximation equations.

In making the comparison, it quickly became obvious that there are few uniform differences that can be displayed. In general, the integral equation solution is slightly harder than the solution of Wilkin's equation.

The discrepancy in the solutions appears gratifyingly small, however, so what seem at first glance to be crude approximations, turn out to be surprisingly good. To check on this, reaction rates in a number of detectors were estimated for the various solutions. Here it was found that, in operational terms, it is possible to discriminate between the solutions. At the same time it is possible to find useful detectors which are insensitive to the fine structure of the spectrum. Thus we propose that the latter types of detectors be used to correlate experiments, while the former detectors be used to identify spectral structure in a single experiment.

In Part II of this paper we outline the problems posed and the modes of solution, together with the resulting spectra. Part III is a summary and discussion of the data on detector response. Finally, in part IV we present some speculations about the influence of the assumed source on the propagation of error.

## II. PROBLEMS CONSIDERED AND THEIR MODE OF SOLUTION.

The conventional slowing down equation is:

$$
\begin{equation*}
\left[v \sum_{s}(v)+v \sum_{a}(v)\right] n(v)=\int_{0}^{\infty} d v^{1} v^{2} \Sigma\left(v^{1} \rightarrow v\right) n\left(v^{2}\right)+S(v) \tag{1}
\end{equation*}
$$

As usual we consider only the case $v \Sigma_{a}(v)=\Gamma_{f}$ where $r$ is a constant and $\Sigma_{f}$ is the free atom scattering cross section. The velocity $v$ is given by the dimensionless variable $v=\sqrt{\mathrm{E} / \mathrm{KT}}$. Since we are concerned with the low energy behavior, we need not worry about the influence of the details of the fission process on the high energy spectrum. Thus the source term can be considered to be zero except at an indefinitely high energy, and dropped from the r.h.s. of equation (1).

The scattering kernel rate per free atom scattering cross section is $P(v \longrightarrow V)$ :


The total scattering rate per free atom scattering cross section, $V(v)$, is:

$$
V(v)=\left(v+\left(1 / 2 M_{v}\right)\right) \quad \theta\left(\sqrt{M}_{v}\right)+\left(\exp -M_{v}{ }^{2}\right)\left(1 / \sqrt{M_{\pi}}\right)
$$

Now we assert that $N(v)$ is identical with its asymptotic form Nas (v) above some high but otherwise arbitrary velocity, vc. Form the slowing down density (per free atom scattering cross section) at some (high) velocity $v:$

$$
\frac{\xi}{2} v(v+\Gamma) \operatorname{Nas}(v)=\int_{0}^{v} N\left(x^{1}\right) d x^{1}
$$

Differentiate with respect to $v$ and obtain, for $v>v_{c}$,

$$
\begin{equation*}
\mathrm{N}_{\mathrm{as}}^{1}(\mathrm{v})+\left(\frac{1+\frac{2}{\xi}}{\mathrm{v}+\Gamma}+\frac{1-\frac{2}{\xi}}{\mathrm{v}}\right) \mathrm{N}_{\mathrm{as}}(\mathrm{v})=0 \tag{3}
\end{equation*}
$$

Our asymptotic solution is then:

$$
\begin{equation*}
\operatorname{Nas}(v)=\left(C / v^{2}\right)\left(\frac{v}{v+\Gamma}\right)^{\frac{2}{\xi}+1} \tag{4}
\end{equation*}
$$

Expanding in powers of $1 / v$ we find
$\operatorname{Nas}(v) \sim \frac{C}{v^{2}}\left[1-\frac{\Delta}{2}\left(1+\frac{5}{3 M}\right) \frac{1}{v}+\ldots\right]$
$\Delta=-2 M \Gamma$

Corngold's (3) accurate asymptotic representation is:
$\operatorname{Nas}(v) \sim \frac{C}{v^{2}}\left[1-\frac{\Delta}{2}\left(1+\frac{4}{3 M}\right) \frac{1}{v}+\ldots\right]$
The close agreement between the two forms $5 a$ and $5 b$ gives us confidence in the use of the closed form (Eq. 4) for the asymptotic density.

Equation (1) is now replaced by:

$$
\begin{align*}
& (v(v)+\Gamma) N(v)=\int_{0}^{v} d v_{o} P\left(v_{0} \longrightarrow v\right) N\left(v_{0}\right) \\
& +\int_{v_{c}}^{\infty} d v_{o} P(v \rightarrow v) \text { Vas }(v) \ldots \tag{6}
\end{align*}
$$

In equation 6, the kernel $P(\underset{\sim}{\longrightarrow} v)$ is given its asymptotic form in the last term:

$$
\begin{aligned}
v>v_{c}, P(v-v) & =\theta^{2} \frac{v}{v_{0}} 2 \text { if } v_{c}<v<v_{0} \\
& =0 \text { otherwise. }
\end{aligned}
$$

Moreover, we introduce the maximum fractional velocity loss $\alpha=(M-1) /(M+1)$.
The equation for N then becomes:

$$
\begin{align*}
& (v(v)+\Gamma) N(v)=\int_{0}^{v} c d v_{0} P(v \longrightarrow v) N\left(v_{0}\right)+2 \theta^{2} v \int_{v_{c}}^{v / \alpha} \frac{C v_{0}^{\frac{2}{\xi}-2}}{\left(\frac{2}{\xi}+1\right)} d v_{0} v \rightarrow \alpha v_{c} \\
& =\int_{0}^{v} c \quad d v_{0} P\left(v_{0} \longrightarrow v\right) N(v), v=O N c \ldots \tag{7}
\end{align*}
$$

If the interval $\left(0, v_{c}\right)$ is divided into intervals $\left(v_{j}, v_{j}+_{l}\right)$, and the integrals approximated by the trapezoidal rule, then

$$
\begin{equation*}
N\left(v_{i}\right)=\frac{1}{v\left(v_{i}\right)+\Gamma}\left(\sum_{j=1}^{M} P\left(v_{i} \longrightarrow v_{i}\right) N\left(v_{j}\right) H_{j}+2 \theta^{2} v_{i} f\left(v_{i}\right)\right) \ldots \tag{8}
\end{equation*}
$$

Here, $f\left(v_{i}\right)=0$, if $v_{i}<\alpha v_{c}$

$$
\begin{aligned}
& =\int_{v_{c}}^{v_{i} / \alpha} \frac{d v_{o} c v_{0} \frac{2}{\xi}-2}{\left(v_{0}+\Gamma\right)} \\
H_{j} & =\left|v_{j+1}-v_{j}\right|
\end{aligned}
$$

The constant $C$ is evaluated by moting that at $T=O$ (stationery scatterers) Nas (v) is the correct solution over the whole range. Then for neutrons to be conserved,
$\Gamma \int_{0}^{\infty} \operatorname{Nas}(v) d v=S$ where $S$ is the total volumetric source. This fixes $S$ in terms of the normalization of Nas. We then set $\int_{0}^{\infty} N a s(v) d v=1$, and find $C=2 \Gamma / \xi$. Whence, $S=\Gamma$. Thus, at any temperature $T$, to conserve neutrons ( $1 / v$ absorption), $\int_{0}^{\infty} N(v) d v=\int_{0}^{\infty}$ Nas $(v) d v=1$. But for $v>v_{c}$, $N=$ Nas; so that:

$$
\begin{equation*}
\int_{0}^{v_{c}} N(v) d v=\int_{0}^{v_{c}} \operatorname{Nas}(v) d v=\left(v_{c}+\Gamma\right)^{2 / \xi} \ldots \tag{9}
\end{equation*}
$$

Equations 8 and 9 are solved by an iteration process.
Solutions of the integral equation and of Wilkins differential equation are compared in Figures 1-8. The maxwellian and asymptotic components are also plotted. As might be expected the differences are truly small. Nevertheless, the differences are consistent so that an error is being propagated in a systematic way. To verify this Corngold's (3) bigher approximation to the Wilkin's equation was solved, using forward differencing. The equation is:

$$
\begin{array}{r}
\mathrm{VN}_{1}^{\prime \prime}+\left[2 \mathrm{v}^{2}-1-\frac{1}{M}\left(\frac{2}{\mathrm{v}^{2}}+\frac{2 \Delta}{3} \frac{1}{v}\right)\right] N_{1}^{\prime}+\left[4 v-\Delta+\frac{1}{M}\left(\frac{4}{v^{3}}+\frac{2 \Delta}{v^{2}}+\frac{\Delta^{2}}{3}-4\right) \frac{1}{v}\right. \\
\left.-\frac{\Delta^{4}}{3}\right] N_{1}=0 \ldots \tag{10}
\end{array}
$$

We use the boundary conditions: $N_{1}(0)=N_{1}^{\prime}(0)=0$

$$
(\Delta=2 M \Gamma)
$$

By using the boundary conditions and forward differencing, the numerical troubles caused by the singularity were avoided; but this may lead to some inaccuracy near the origin. Over the range where validity is expected ( $v>1$ ) the solution of Corngold's equation falls in between the integral equation solution and the differential equation solution. This reinforces the view that the observed error is that induced by the mathematical approximations made in going from the integral equation to the Wilkins equation.

The approximation of the integral equation by differential equations of increasing order is reminiscient of Weirstrass' functional approximation theory. The analytic difficulties in formulating such a theory are formidable however, and we have contented ourselves with noting that the problem exists.

Examining figures $1-8$ we note that the discrepancy in the solutions is most noticeable in the region .1 to 1 ev . $\mathrm{Yb}^{168}$ has a resonance at .6 ev which is distinct from other known $1 / v$ resonances; moreover the $Y_{b} 169$ half-life of 32 days is easily separated from the $\mathrm{Yb}^{175}$ half-life of 4.5 days or the $\mathrm{Yb}^{177}$ half-life of 2 hours.

Thus, we conclude that $\mathrm{Yb}^{168}$ activation is a good candidate to examine spectra where we expect them to be most sensitive to the details of the scattering process.

In line with the observations just made we have calculated the expected activation rates of $\mathrm{Yb}^{168}$ with and without cadmium cover, the $\mathrm{Lu}^{176}$ activation rate, and the $\mathrm{U}^{235}$ and $\mathrm{Pu}^{239}$ fission rates. The $\mathrm{Lu}{ }^{176}$ rate has been included because it is frequently used as a spectral index. The cadmium thickness has been taken as $0.0254 \mathrm{~cm}\left(0.010^{\prime \prime}\right)$; the transmission of the cadmium filter for an isotropic flux has been used in computing the activation rather than a sharp cutoff. Since the cadmium transmission varies sharply in the neighborhood of the $\mathrm{Yb}^{168}$ resonance, the cadmium ratio will be dependent on the cadmium thickness. In these calculations we have ignored any local flux depressions arising from the foils.

In Table I we list the activation rates calculated in the various spectra. By Wigner-Wilkins (W.W.) we mean the spectrum yielded by the integral equation. Wilkins (W), then, refers to the spectrum from the Wilkins differential equation. Similarly, by Corngold (C) we mean the solution of equation 10. The latter must be taken with some reservations. Firstly, the solutions of equation 10 have only a limited validity at low velocities; and we suspect that our method of solving equation 10 may not have correctly included the effects of the singularities at the origin. The computed solutions of equation 10 dip below both the other two solutions for $\mathrm{v}<1$; if equation 10 yields a higher approximation than the Wilkins equation it should be intermediate to the two solutions, as it is above $\mathrm{v}=1$.

As can be seen from Table $I$, the greatest deviation between the various spectra is in the $\mathrm{Yb}^{168}$ cadmium ratio. The discrepancies are of the order of 4 to $10 \%$, which are readily observed.

The $U^{235}: \mathrm{Pu}^{239}$ fission ratio also shows deviations of the order of 3 to 6 percent. The $\mathrm{U}^{235}$ fission rate by itself is remarkably constant. So is the $L u^{176}$ activation. Thus the $\mathrm{Lu}^{176} / \mathrm{U}^{235}$ (fission) ratio is a spectral indicator which is insensitive to the fine details of the scattering kernel. Unfortunately, the activities are incommensurable, so that the individual activities must be referred to a calibrating standard such as the activities in a thermal column. Indeed, if absolute counting methods could be relied on the epi-cadmium $\mathrm{Yb}^{168}$ rate is highly sensitive to fine details.

If we assume that the discrepancy between the Wigner-Wilkins and the Wilkins spectra propagates in a characteristic way, then insensitive detectors are suitable for correlating experiments since they tend to correspond to lumped theoretical parameters. On the same basis, prediction of the $\mathrm{Yb}^{168}$ cadmium ratio is a sensitive test of the accuracy of an assumed scattering kernel.
IV. SOME GENERAL COMMENTS ON THE PROPAGATION OF ERROR

The Wigner-Wilkins equation can be symmetrized using the principle of detailed balancing; hence it is one of a large class of integral equations with well known properties. The general form is:

$$
\begin{equation*}
f(x)=\phi_{1}(x)-\lambda \int K(x, y) \phi(y) d y \ldots \tag{11}
\end{equation*}
$$

$K(x, y)$ is real and symmetric. As usual when the eigenfunctions

$$
\psi_{i} \quad(x)=\lambda_{i} \int K(x, y) \psi_{i} \quad(y) d y \text { are }
$$

introduced the solution takes the form

$$
\begin{align*}
& \Phi(x)=\sum_{i=1}^{\infty} \frac{\lambda i}{\lambda_{i}-\lambda} \psi_{i}(x) f_{i} \quad \cdots  \tag{12}\\
& \left|f_{i}=\int \psi_{i} \quad(y) f(y) d y\right|
\end{align*}
$$

In this representation, $K(x, y)=\sum_{i=1}^{\infty} \frac{\psi_{i} \quad(x) \psi i}{\lambda_{i}} \frac{(y)}{}$;
truncating the sum at $i=N$ yields an approximation $K_{N}$ to $K$ which yields in turn a uniform approximation to $\Phi, \Phi N$. (The series in equation 12 also terminates at N.)

Now take the eigenfunctions characteristic of the Wilkins differential equation for zero absorption:

$$
\psi_{i}(E)=\exp (-E / 2) \cdot L_{i}^{I}(E) / i!, \lambda_{i}=i
$$

Since the approximation is uniform we can estimate the error by computing
$\Phi_{N}(0): \quad \Phi_{N}(0)=\sum_{i=1} \frac{i}{i-\lambda} \quad f_{1} \quad \ldots$
Now, let $f=\delta\left(E-E_{0}\right), E_{0}=0$.
Then $f_{i}=\frac{(-)^{i} \mathrm{EO}^{i}(\mathrm{i}+1)}{i!} \exp (-\mathrm{EO} / 2) \ldots$

Then the error $\phi-\Phi_{\mathrm{N}}$ is less than the last term in $\Phi_{\mathrm{N}}$ :

$$
\begin{equation*}
\left|\phi-\Phi_{N}\right|<\frac{N}{N-\lambda} E_{0}^{N} \frac{(N+1)}{N!} \exp (-E O / 2) \ldots \tag{15}
\end{equation*}
$$

Setting $\frac{N}{N-\lambda} \doteq 1$, we can estimate $\left|\theta-\theta_{N}\right|$ by $\epsilon=\frac{E_{0}^{N}(N+1)}{N!} \exp (-E 0 / 2)$

Now $\epsilon$ is not monotone with $N$; indeed $N$ must be larger than Eo before $\epsilon$ can begin t.o decrease with $N$. Hence the source energy and thus the source shape may well play a role in determining the size of errors propagated by truncating
the kernel. Since $\epsilon$ is only an upper bound we cannot say this definitely, but the suspicion is strong that this is so in general.
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TABLE I
ACTIVATION RATES


Mass 9, Г0.03829
Wigner-Wilkins
Wilkins
Ratio ( $\left.\frac{W . W-W_{V}}{W . W}\right)$

| 11389 | 5319 | 2.1413 |
| :--- | :--- | :--- |
| 10142 | 4431 | 2.2889 |
| 0.1095 | 0.1667 |  |

4693
4556
8273
8339

16376
0.5052

8339
16054
0.5194

Mass 12, $\boldsymbol{\Gamma} 0.03829$

| Wigner-Wilkins | 13508 | 6868 | 1.9670 | 4912 | 8057 | 17508 | 0.4602 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wilkins | 11922 | 5746 | 2.0747 | 4748 | 8108 | 16629 | 0.4876 |
| Corngold | 12242 | 5981 | 2.0471 | 4751 | 8082 | 16737 | 0.4829 |
| Ratio $\left\|\begin{array}{l}\text { W. W-W. } \\ -\vec{W} . W .\end{array}\right\|$ | 0.1174 | 0.1633 | (-)0.0548 | 0.0334 | (-) 0.0063 | 0.0502 | (-) 0.0556 |
| Ratio $\left(\frac{\text { W.W.-C }}{\text { W.W. }}\right)$ | 0.0937 | 0.1291 | (-)0.0407 | 0.0328 | (-) 0.0031 | 0.0440 | (-) 0.0493 |
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The purpose of this paper is to point out the applicability of a rather general method for calculating neutron distributions in space, energy and time to neutron thermalization problems, in particular to multi-region or multi-temperature geometries. The method is the SPM equation, which has been used for neutron attenuation calculations in shields, and for the spatial and time dependence of the slowing down distribution.

The SPM equation is a second order partial differential equation in neutron space and energy variables which is elliptic in character. In addition to boundary conditions in space it is necessary to impose a source condition at the higher energy limit of the desired energy range, and another boundary condition at the low energy end. For neutron thermalization calculations the low energy boundary condition would be imposed at energies low enough to be without physical interest. The feasibility of numerical solutions of this type of equation has been demonstrated and digital computer codes have been written for it.

The time independent form of this equation can be written as follows, in slab geometry with spatial coordinate $X$ and
neutron energy $E$ :

$$
\sigma(x, E) \phi(x, E)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(-1)^{m+n}}{m!\sigma^{n}(E)} \frac{\partial^{m+n}}{\partial E^{m} \partial x^{n}} C_{m n}(x, E) \sigma_{s}(x, E) \phi(x, E)
$$

where $\sigma$ is the total cross section, $\sigma_{s}$ the scattering cross section, $\boldsymbol{\phi}$ is the flux per unit energy and $C_{m n}$ is a spatial and energy moment of the neutron collision probability which can be calculated from the energy transfer cross section. This equation can be shown to be equivalent to the Boltzmann equation. It has been used only in truncated form with derivatives higher than the second arbitrarily dropped. One can advance arguments that the solution to the second order equation represents an asymptotic apnroxination to the general equation.

Brockhouse has reported that the neutron scattering properties of a liquid depend on the change of neutron momentum in scattering and on the change in neutron energy $\dot{\epsilon}$. This is equivalent to writing a neutron cross section $\sigma_{s}(E, V, \epsilon)$ where $E$ is the initial neutron energy and $V$ is the cosine of the angle of deflection in the lab system. We introduce two other kinematic variables, $\mu$, the initial cosine of the neutron velocity with the $x$ axis and $w$, the change in azimuthal angle of the neutron velocity vector in the collision. One can now express $C_{m n}(x, E)$ as follows:

$$
C_{m n}(x, E)=\int_{-1}^{1} M(\mu \mid x, E) d \mu \int_{-E}^{\infty} d \epsilon \int_{-1}^{1} d V \frac{\sigma_{s}(E, V, \epsilon)}{\sigma_{s}(E)} \epsilon^{m} \int_{0}^{2 \pi}\left[\mu V+\sqrt{1-\mu^{2}} \sqrt{1-V^{2}} \cos w\right]^{n} d w
$$

$M(\mu \mid x, E)$ is the angular distribution of the flux at $x$, $E$, which must be regarded as known. Negative values of $\epsilon$ correspond to downscattering, positive values to upscattering. $\sigma_{s}(E)$ can be obtained by integrating $\sigma_{s}(E, V, \epsilon)$ over $V$ and $\epsilon$ -

The coefficients $C_{m n}(x, E)$ can be obtained numerically from measured values of $\sigma_{s}(E, V, \epsilon)$ and the SPM equation can then be solved as an elliptic equation on a digital computer. In general $\sigma_{s}(E, V, \in)$ will depend on the moderator material and ternperature, so it should be considered $x$ dependent. $C_{m n}$ will therefore vary from region to region. It will also vary with encrgy. At high energies it will use stationary free atom cross sections. At epithermal energies (gaseous moderator model) the $C_{m n}$ coefficients should have Wigner-Wilkins character. At thermal energies experimental values of $\sigma_{s}(E, V, \epsilon)$ would be used. The sane general equation describes each energy range and a continuous transition fron range to range would be obtained, with no arbitrary joining of solutions rectuired. No more than fivc $C_{m n}$ coefficients will be required and fewer may be sufficient.

A number of investigators have obtained analytic solutions for a somewhet similar second order partial differential equation in both space and energy variables in the special case of a heavy gas moderator. Such an equation was first derived by Hurwitz at al for a heavy gas moderator. Kottwitz and Michael have each obtained andytic solutions using this model for different
geometries. The SPM equation is somewhat more complete in that it contains correlation terms (mixed energy-space derivatives) between the transport and thermalization processes. It can also be applied directly to measured energy transfer cross sections in liquids or solids, and is not restricted to the heavy gas moderator. The same differential equation would apply to the thermal, epithermal, and high energy ranges with different cross section values in each range. Numerical methods are 2 available for solving the SPM equation to obtain the spatial variation of neutron spectra in a medium of varying composition or temperature, using experimental cross section input data.
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UP SCATTERING THERMAIIZATION OF NEUIRONS
M. D. KOSTIN

Division of Engineering and Applied Physics Harvard University, Cambridge 38, Massachusetts

ABSTRACT

The Wigner-Wilkins integral equation describing the interaction of neutrons with a thermalizing medium whose atoms are in motion with a Maxwellian velocity distribution is used to investigate the neutron spectrum generated by a neutron source in the thermal or sub-thermal region. For very high energy neutrons ( $\mathrm{E} \gg \mathrm{kT}$ ) this equation is reduced to a simplier one, the up scattering equation, which resembles the well known $T=0$ slowing dow equation. The transformation from the slowing down equation to the up scattering equation by means of the principle of detailed balance is shown. The very high energy up scattering equation is used to obtain the leading term in the series solution for the neutron density in the high energy region when the source is in the thermal region. A new form of the WignerWilkins integral equation is presented from which some addition terms in the series are easily obtained. The extension of this work to include binding effects by performing a double expansion in delta function derivatives using Wick's expansion is briefly discussed. A method for obtaining approxinate slowiñ down tjermalization solutions applicable to the high energy region and most of the thermal region for the weak absorption case is also outlined.

## I. INTRODUCTION

Since the time that Wigner and Wilkins ${ }^{1}$ formulated the neutron thermalization problem many advances have been made in understanding and describing the neutron distribution produced by a very high energy source and influenced by absorption and the thermal activity of the moderator. Some aspects of the related problems that arise when the neutron source is confined to the thermal or sub-thermal region are examined here.

In Sections II and III we return to the original WignerWilkins integral equation. By considering its behavior in the very high energy region when the neutron source is in the thermal recion we obtain an equation similar to the one governing the neutron distribution in a stationary moderator fed by a very high energy neutron source. Neutrons up scattered into the very high energy region experience absorption effects described by this equation. In Sec. IV we investigate the relation between the up scattering and slowing down equations to the principle of detailed balance. Using a modified form of the Wigner-Wilkins integral equation, we obtain in Sec. y a series solution to the up scattering problem which, in Sec. VI, we relate to Wick's expansion of the energy change cross section. In the last section we consider briefly the differential equation forms of the thermalization problem, their up scattering and slowing down facets, and related approximate solutions.

We begin by considering the space and time independent Inearized Boltzmann transport equation

$$
\begin{equation*}
\left(v \Sigma_{s}(v)+v \Sigma_{d}(v)\right) \bar{N}(v)=\int_{0}^{\infty} d v^{\prime} \bar{N}\left(v^{\prime}\right) v^{\prime} \sum_{s}\left(v^{\prime} \rightarrow v\right)+\bar{S}(v) \tag{2.1}
\end{equation*}
$$

where $\overline{\mathrm{N}}(\mathrm{v}) \mathrm{dv}$ is the number of neutrons per $\mathrm{cm}^{3}$ with velocity between $v$ and $v+d \bar{v}, \bar{S}(v) d v$ is the number of neutrons per $\mathrm{cm}^{3}$ emitted with velocity between $v$ and $v+d v$ by neutron sources, $d v \nabla^{\prime} \sum_{s}\left(\nabla^{i} \rightarrow V\right)$ is the scattering rate per neutron from velocity vinto a velocity interval dv at $v$,

$$
\begin{equation*}
\nabla \Sigma_{s}(v)=v \int_{0}^{\infty} \sum_{s}\left(v \rightarrow v^{\prime}\right) d v^{\prime} \tag{2.2}
\end{equation*}
$$

and $v \sum_{a}(v)$ are the scattering and absorption rates per neutron at $v$. For a medium whose scattering nuclei are stationary the scattering rate becomes $\nabla \Sigma_{f}(\nabla)$, where $\Sigma_{f}(v)$ is the macroscofic cross section for the scattering of neutrons by nuclei at rest in the laboratory coordinate system. We will make the usual assumption that $\Sigma_{f}$ is independent of the velocity of the neutron.

It is convenient to introduce the normalized neutron velocity variable $x=v / v_{p}$, where $v_{p}=(2 T / m)^{\frac{1}{2}}$ is the most probable neutron velocity (strictly speaking, speed) in the Maxwellian neutron distribution

$$
\begin{equation*}
\bar{M}(v)=(m / 2 T)^{3 / 2} \nabla^{2} \exp \left(-m \nabla^{2} / 2 T\right) \tag{2.3}
\end{equation*}
$$

where Boltzmann's constant is incorporated into the temperature T. The dependent vaiable $\bar{N}(v)$, is now replaced by $N(x)$, the
number of neutrons per $\mathrm{cm}^{3}$, per normalized velocity interval, which is related to $\bar{N}(\nabla)$ by the equation

$$
\begin{equation*}
N(x) d x=\bar{N}(v) d v \tag{2.4}
\end{equation*}
$$

A similar relation, $S(x) d x=\bar{S}(\nabla) d \nabla$, holds for the source term.

For a medium whose scattering nuclei are in motion with a Maxwellian velocity distribution (Maxwellian moderator) the transport equation (2.1) becomes the well known WignerWilkins integral equation

$$
\begin{equation*}
(V+\Gamma) N(x)=\int_{0}^{\infty} P(x, y) N(y) d y+S(x) / v_{p} \Sigma_{f} \tag{2.5}
\end{equation*}
$$

where $\Gamma=v \Sigma_{d} / \nabla_{p} \Sigma_{f}=x \Sigma_{d} / \Sigma_{f}$
is the ratio of the absorption rate per neutron traveling at velocity $v$ to the scattering rate per neutron traveling at velocity $\nabla_{p}$ in a stationary moderator,

$$
\begin{equation*}
V=v \Sigma_{s}(v) / v_{p} \Sigma_{f}=(x+1 / 2 A x) \operatorname{erf}(x \sqrt{A})+(1 / \sqrt{\pi A}) \exp \left(-x^{2} A\right) \tag{2.7}
\end{equation*}
$$

is the ratio of the scattering rate per neutron traveling at velocity $v$ in a Maxwellian moderator to the scattering rate per neutron traveling at velocity $v_{p}$ in a stationary moderator, and

$$
\begin{align*}
v \cdot \Sigma_{s}\left(v^{\prime} \rightarrow v\right) d v / v_{p} \Sigma_{f} & =\operatorname{dxp}(x, y) \\
d x 2 \theta^{2}(x / y)\{ & \left(\operatorname{erf}(\theta y-\rho x) \pm \operatorname{erf}\left(\theta y+\int x\right)\right) \exp \left(y^{2}-x^{2}\right) \\
+ & \operatorname{erf}(\theta x-f y) \mp \operatorname{erf}(\theta x+f y)\} \tag{2.8}
\end{align*}
$$

The upper sign in (2.8) refers to $y<x$ and the lower sign to $y>x$, where $y=v^{i} / v_{p}$. In (2.7) and (2.8) we have
used the symbols $A=1 / \mu=M / m$, the scattering nucleus mass $M$ divided by the neutron mass $m$,

$$
\begin{equation*}
\theta=(A+1) / 2 \sqrt{A} \quad J=(A-1) / 2 \sqrt{A} \tag{2.9}
\end{equation*}
$$

and the error function

$$
\begin{equation*}
\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(-u^{2}\right) d u \tag{2.10}
\end{equation*}
$$

Now, by considering the behavior of (2.5) when $x \ggg 1$,
we will bring out explicitly some of its essential features.

Several striking parallels can be established between the slowine down and up scattering thermalization problems in the very high energy(Viti) limit. In this region the WignerWilkins integral equation approaches the form

$$
\begin{equation*}
\left[1+\frac{\Sigma_{a}(x)}{\Sigma_{f}}\right] N(x)=\frac{2}{1-\lambda^{2}}\left[\int_{x}^{x / \lambda} \frac{N(y)}{y} d y+e^{-x^{2}} \int_{\lambda x}^{x} e^{+y^{2}} \frac{N(y)}{y} d y\right] \tag{3.1}
\end{equation*}
$$

plus other terms which we will later consider in more detail. The symbol

$$
\begin{equation*}
\lambda=\frac{1-\mu}{1+\mu}=\frac{A-1}{A+1}=\frac{J}{\theta} \tag{3.2}
\end{equation*}
$$

and is also equal to the minimum value of the neutron velocity after a collision with a scattering nucleus at rest divided by the neutron velocity before the collision. If the neutron source is at infinity, $N(x)$ behaves like some inverse power of $x$, the second term on the right hand side of (3.1) is small as compared to the first one, and we have the well known stationary moderator equation

$$
\begin{equation*}
\left[1+\frac{\Sigma_{a}(x)}{\Sigma_{f}}\right] N(x)=\frac{2}{1-\lambda^{2}} \int_{x}^{x / \lambda} \frac{N(y)}{y} d y \tag{3.3}
\end{equation*}
$$

If the neutron source is in the thermal recion, $N(x)$ in the VHE region exhibits Naxwellian like behavior, the second term on the right hand side of (3.1) dominates the first one, and we obtain the VHE up scattering equation

$$
\begin{equation*}
\left[1+\frac{\Sigma_{a}(x)}{\Sigma_{f}}\right] \times \omega(x)=\frac{2}{1-\lambda^{2}} \int_{\lambda x}^{x} \omega(y) d y \tag{3.4}
\end{equation*}
$$

wihere $N(x)=x^{2} e^{-x^{2}} \frac{\omega(x)}{x}$

The terms on the left of (3.4) are related to the removal of neutrons by scattering and absorption, and the integral on the right expresses the up scattering of neutrons from lower energies. Because the neutron density decreases in an exponential fashion, down scattering contributions are of secondary importance and do not enter into (3.4).

Both (3.3) and (3.4), due to their relatively simple form and close correspondence with the more complicated thermalization equations, are especially useful for guiding our work on thermalization effects. The tehavior of $N(x)$ in the slowing down and up scattering problems in the VHL region can easily be obtained from these equations. For the case of $a 1 / v$ absorption cross section, $\Gamma=x \Sigma_{\Omega}(x) / \Sigma_{f}$ is constant, and the well known leading terms in the asymptotic series solution of (3.3) are

$$
\begin{equation*}
N(x)=\frac{1}{x^{2}}-\left[\frac{\Gamma}{\mu} \frac{3}{1+2 \lambda}\right] \frac{1}{x^{3}}+\cdots \tag{3.6}
\end{equation*}
$$

The coefficient of the $1 / x^{3}$ term, negative in sicn, indicates the depletive effects of absorftion which the neutrons experience as they slow down.

The VHE up scatt ring equation (3.4) which resembles (3.3) has a similar solution for $1 / v$ absorption.

$$
\begin{equation*}
N(x)=x^{2} e^{-x^{2}}\left[1+\frac{\Gamma}{\mu} \frac{1}{x}+\cdots\right] \tag{3.7}
\end{equation*}
$$

The coefficient of the $1 / x$ term, now positive, reflects the consumptive effects of absorption. it very high neutron velocities when $x \gg \Gamma / \mu$, the influence of $1 / v$ absorption
becomes unimportant and the Maxwellian distribution is restored. For the case of a constant absorption cross section, the slowing down equation admits the solution ${ }^{2}$

$$
\begin{equation*}
N(x)=\frac{1}{x^{p}} \tag{3.8}
\end{equation*}
$$

where $p$ is given implicitly by

$$
\begin{equation*}
p=\frac{2}{1+\Sigma_{\delta} / \Sigma_{f}} \frac{1-\lambda^{p}}{1-\lambda^{2}} \tag{3.9}
\end{equation*}
$$

If $\Sigma_{\mathrm{a}}=0$, then $\mathrm{p}=2$ satisfies (3.9), and we recover the $N(x)=1 / x^{2}$ solution. When we turn on the absorption, $p$ decreases, $\mathrm{p}<2$, and once again we see how absorption attenuates the neutron density. The corresponding solution to the up scattering equation (3.4) in the presence of a constant absorption cross section is

$$
\begin{equation*}
N(x)=x^{p} e^{-x^{2}} \tag{3.10}
\end{equation*}
$$

where p is also given by (3.9).

## IV. PEINCIPLE UF DETAILED BALANCE

The slowing down and up scattering facuts of the thermalization problem are closely related through the priniciple of detailed balance

$$
\begin{equation*}
\bar{M}(v) \vee \Sigma_{s}\left(v \rightarrow v^{\prime}\right)=\bar{M}\left(v^{\prime}\right) v^{\prime} \Sigma_{s}\left(v^{\prime} \rightarrow v\right) \tag{4.1}
\end{equation*}
$$

Letting $\bar{N}(v)=\bar{M}(v) \psi(v)$ where $\psi(v)$ represents the multiplicative correction to the Maxwellian neutron distribution $\bar{\Gamma}(v)$, omitting the source term for convenience, and using the principle of detailed balance (4.1), we obtain

$$
\begin{equation*}
\left[v \sum_{s}(v)+v \sum_{a}(v)\right] \psi(v)=v \int_{0}^{\infty} \Sigma_{s}\left(v \rightarrow v^{\prime}\right) \psi\left(v^{\prime}\right) d v^{\prime} \tag{4.2}
\end{equation*}
$$

from the transport equation (2.1). The main difference between expression (2.1) for $\overline{\mathbb{N}}(v)$ and expression (4.2) for $\psi(v)$ is the interchange of $\mathbf{v}$ and $\mathbf{v}^{\prime}$ in the scattering rate kernal. While (2.1) is the fundamental equation for describing the slowing doan distribution, (4.2) is the corresponding fundamential equation in the upscattering problem.

A quick and simple derivation of (3.4) comes from the above application of the principle of detailed balance. It is well known that in the Vrie limit, $\Sigma_{S}\left(V^{\prime} \rightarrow V\right)$ approaches the step kernal

$$
\begin{equation*}
\Sigma_{s}\left(v^{\prime} \rightarrow v\right)=\frac{2}{1-\lambda^{2}} \sum_{f} \frac{v}{v^{\prime}}\left[H\left(v^{\prime}-v\right)-H\left(v^{\prime}-v / \lambda\right)\right] \tag{4.3}
\end{equation*}
$$

which gives us the fami.iar VHE slowing down equation

$$
\begin{equation*}
\left[v \Sigma_{f}+v \Sigma_{a}(v)\right] \bar{N}(v)=\frac{2}{1-\lambda^{2}} \Sigma_{f} \int_{v}^{v / \lambda} \frac{v}{v^{\prime}} \bar{N}\left(v^{\prime}\right) d v^{\prime} \tag{4.4}
\end{equation*}
$$

where $H(z)=1$ for $z>0$, and $H(z)=0$ for $z<0$.

Interchanging $\mathbf{v}$ and $\mathbf{v}^{\prime}$ in (4.3), and substituting the result into (4.2), we immediately get the corresponding VHE up scattering equation

$$
\begin{equation*}
\left[v \Sigma_{f}+v \Sigma_{a}(v)\right] \psi(v)=\frac{2}{1-\lambda^{2}} \Sigma_{f} \int_{\lambda v}^{v} \frac{v^{\prime}}{v} \psi\left(v^{\prime}\right) d y^{\prime} \tag{4.5}
\end{equation*}
$$

## V. SILLIES SOLUTION

In Section III we investigated the upscattering form of the transport equation in the V HE region and extracted the leading term in the series for $N(x)$. Guided by these results, we are now ready to push ahead and find additional terns.
ie start with the Wigner-Wilkins integral equation (2.5), invoke the principle of detailed balancing (4.1), and obtain

$$
\begin{equation*}
[V+\Gamma] \omega(x)=\theta^{2}\left[P_{1}+P_{2}\right] \tag{5.2}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{2}=\int_{0}^{\infty} e^{x^{2}-y^{2}} \operatorname{erf}(\theta x-f y) \omega(y) d y-\int_{0}^{x} e^{x^{2}-y^{2}} \operatorname{erf}(\theta x+f y) \omega(y) d y+\int_{x}^{\infty} e^{x^{2}-y^{2}} \operatorname{erf}(\theta x+f y) \omega(y) d y  \tag{5,2}\\
P_{1}=\int_{0}^{\infty} \operatorname{erf}(\theta y-f x) \omega(y) d y+\int_{0}^{x} \operatorname{erf}(\theta y+f x) \omega(y) d y-\int_{x}^{\infty} \operatorname{erf}(\theta y+f x) \omega(y) d y  \tag{5.3}\\
N(x)=M(x) \frac{\omega(x)}{x}=x^{2} e^{-x^{2}} \frac{\omega(x)}{x}
\end{gather*}
$$

This equation will be transformed into a form which resembles the Vila up scattering equation

$$
\begin{equation*}
[x+\Gamma] \omega(x)=2 \theta^{2}[\rho(x)-\rho(\lambda x)] \tag{5.4}
\end{equation*}
$$

where $\rho(x)=\int \omega(x) d x$
is the indefinite integral of $\omega(x)$. We differentiate (5.1)
by

$$
-\frac{1}{2 x} e^{x^{2}} \frac{d}{d x} e^{-x^{2}}=1-\frac{1}{2 x} \frac{d}{d x}
$$

and get

$$
\begin{equation*}
\left[1-\frac{1}{2 x} \frac{d}{d x}\right][V+\Gamma] \omega(x)=2 \theta^{2}\left[P_{1}+\frac{\lambda-1}{2 x}[U(\omega)-Q(\omega)+B(\omega)]\right] \tag{5.6}
\end{equation*}
$$

where

$$
\begin{align*}
& U(\omega)=\frac{\theta}{\sqrt{\pi}} \int_{0}^{\infty} e^{-\left(\theta y-\int x\right)^{2}} \omega(y) d y  \tag{5.7}\\
& \left.Q(\omega)=\frac{\theta}{\sqrt{\pi}} \int_{0}^{x} e^{-\left(\theta y+\int x\right)^{2}} \omega y\right) d y  \tag{5.8}\\
& B(\omega)=\frac{\theta}{\sqrt{\pi}} \int_{x}^{\infty} e^{-(\theta y+\rho x)^{2}} \cos (y) \quad d y \tag{5.9}
\end{align*}
$$

thus eliminating $\mathcal{P}_{2}$, and integrate $\mathbb{P}_{1}$ by parts

$$
\begin{equation*}
P_{1}=2[\rho(x) \operatorname{erf}(x \sqrt{A})-U(\rho)-Q(\rho)+B(\rho)] \tag{5.10}
\end{equation*}
$$

Equation (5.6), together with (5.10), is a restatement of the Wigner-wilkins integral equation from which the high energy behavior of the neutron density in the presence of absorption is easily determined. For $f x \gg 1$, the contrieLutions from $a$ and $B$ are very small as compared to the other members of (5.6) and (5.10) and will be neglected, $\operatorname{erf}(x \sqrt{A})=1$ plus negligible terns, and we have

$$
\begin{equation*}
\left[1-\frac{1}{2 x} \frac{d}{d x}\right][V+\Gamma] \omega(x)=2 \theta^{2}\left[p(x)-\mathcal{U}(p)+\frac{\lambda-1}{2 x} \mathcal{U}(\omega)\right] \tag{5.11}
\end{equation*}
$$

where here $V$ reduces to

$$
\begin{equation*}
V=x+1 / 2 A x \tag{5.12}
\end{equation*}
$$

Since the kernal exp $\left[-(\theta y-f x)^{2}\right]$ in $\mathcal{U}$ becomes very narrow about $y=f_{x} / \theta=\lambda x \quad$ for the condition $\rho_{x} \gg 1, U$ has the expansion

$$
\begin{equation*}
U_{(p)}=\rho(\lambda x)+\frac{1}{4 \theta^{2}} \rho^{\prime \prime}(\lambda x)+\frac{1}{32 \theta^{4}} \rho^{\prime \prime \prime \prime}(\lambda x)+\cdots \tag{5.13}
\end{equation*}
$$

In the $V H$ region where $x \gg 1$, (5.11) simplifies to (5.4), as expected.

The principal terms in the series solution for $N(x)$ in the high energy region for the upscattering thermalization problem with $1 / v$ absorption are found by substituting

$$
N(x)=x^{2} e^{-x^{2}} \frac{\omega(x)}{x}=x^{2} e^{-x^{2}}\left[\partial_{0}+\frac{\partial_{1}}{x}+\frac{\partial_{2}}{x^{2}}+\cdots \quad(5.14)\right.
$$

in (5.11), using (5.13), and equating corresponding coefficients of powers of $x$. ie get

$$
\begin{array}{ll}
a_{0}=1 & \quad \text { (arbitrary normalization) } \\
a_{1}=\frac{\Gamma}{\mu} & \\
a_{2}=\frac{\Gamma}{\frac{2}{1-\lambda^{2}} \ln \frac{1}{\lambda}-1} a_{1}  \tag{5.15}\\
a_{3}=\frac{\Gamma}{\mu} \frac{\lambda}{2(2+\lambda)}\left[1+2 a_{2}\right]
\end{array}
$$

To check these results, we go to the heavy gas model limit ${ }^{3,4}$ $\mu \rightarrow 0, \Gamma / \mu \rightarrow \Delta / 2$. Here, (5.15) becomes

$$
\begin{align*}
& a_{0}=1 \\
& a_{1}=\Delta / 2  \tag{5.16}\\
& a_{2}=\Delta^{2} / 8 \\
& a_{3}=\Delta^{3} / 48+\Delta / 12
\end{align*}
$$

which agrees with the results obtained directly from 'ililkins' heavy gas equation

$$
\begin{equation*}
x N^{\prime \prime}(x)+\left(2 x^{2}-1\right) N^{\prime}(x)+(4 x-\Delta) N(x)=0 \tag{5.17}
\end{equation*}
$$

by de Sobrino and Clark ${ }^{5}$.

## VI. WICK'S EXPANSION

In our treatment of neutrons interacting with a Maxwellian moderator, we transformed (5.1) into an expression where the scattering term depended on the behavior of $\rho$ at normalized velocity $x$ and at $\lambda x$, one collision interval below $x$. A similar expression which also includes chemical binding effects can be obtained from the energy change cross section

$$
\begin{align*}
\Sigma_{5}\left(E \rightarrow E_{0}\right)=\frac{(1+\mu)^{2} \Sigma_{f}}{4 \pi \hbar}\left(E_{0} / E\right)^{\frac{1}{2}} \int_{-\infty}^{+\infty} d t \int_{0}^{\pi} & \exp \left(1 t\left(E_{0}-E\right) / h\right) \\
& \cdot X\left(x^{2}, t\right) \sin \theta d \theta \tag{6.1}
\end{align*}
$$

with Wick's expansion ${ }^{6}$

$$
\begin{equation*}
X\left(k^{2}, t\right)=\exp (i t \nexists R) \sum_{n=0}^{\infty}(i t)^{n} s_{n}\left(k^{2}\right) / n t \tag{6.2}
\end{equation*}
$$

Here $\hbar^{2} k^{2}=2 m\left(E_{0}+E-2\left(E E_{0}\right)^{\frac{1}{2}} \cos \theta\right)$ is the square of the momentum transferred in the collision, $\theta$ is the angle between the initial and final neutron momenta and $R=k^{2} / 2 M=$ $\mu\left(E_{0}+E-2\left(E E_{0}\right)^{\frac{1}{2}} \cos \theta\right) / h^{2}$ is the free atom recoil. The leading moments $s_{n}$ in Nelkin's notation are ${ }^{7}$

$$
\begin{align*}
& s_{0}=1, \quad s_{1}=0, \quad s_{2}=R \quad 4\langle\mathrm{~K}\rangle / 3 \\
& s_{3}=R \quad\left\langle\nabla^{2} v\right\rangle \hbar / 3 \mathrm{M}  \tag{6.3}\\
& s_{4}=R^{2} \quad 16\left\langle\mathrm{~K}^{2}\right\rangle / 5+\mathrm{R} \quad 2\left\langle(\overrightarrow{\nabla V})^{2}\right\rangle / 3 \mathrm{M}
\end{align*}
$$

where $K$ and $V$ are the kinetic and potential energies of the scattering atom, and the average $\langle\cdots\rangle$ is over the initial states and orientations of the scattering system.

By performing the integration over $\theta$, and using the integral representation of the derivatives of the delta function,

$$
\begin{equation*}
\delta^{n}(x)=\alpha^{n} \delta(x) / d x^{n}=(1 / 2 \pi) \int_{-\infty}^{+\infty} d t(i t)^{n} \exp (i x t) \tag{6.4}
\end{equation*}
$$

we obtain the desired form of the velocity change cross section

$$
\begin{align*}
\Sigma_{s}(x \rightarrow y)= & 2 y T \Sigma_{s}\left(E \rightarrow E_{0}\right)  \tag{6.5}\\
= & \frac{\Sigma_{f}}{1-\lambda^{2}} \frac{2 y}{x^{2}} \sum_{n=0}^{\infty} \sum_{l=0}^{[n(2]} \sum_{m=0}^{\ell} r_{l}^{n} \frac{l^{\prime}}{n!}(-)^{l-m} \frac{\mu^{m}}{m!} \\
& \cdot\left\{(y+x)^{2 m} \delta[(y-\lambda x)(1+\mu)(y+x)]-(y-x)^{2 m} \delta[(y-x)(1+\mu)(y+\lambda x)]\right\}
\end{align*}
$$

where the factor $2 \mathrm{yT}=\mathrm{dE} / \mathrm{dy}$ is a result of the change of the independent variable from energy to normalized velocity; $x^{2}=E / T$ and $y^{2}=E / T$. The symbol $[n / 2]$ is equal to the largest integer $\leqslant n / 2$, e.E.: $[5 / 2]=2$. The dimensionless coefficients

$$
\begin{array}{ll}
r_{0}^{0}=1, \quad r_{0}^{1}=0 & r_{1}^{2}=4\langle K\rangle / 3 T \\
r_{1}^{3}=\left\langle\nabla^{2} V\right\rangle \mathrm{H} / 3 M T^{2} & r_{2}^{4}=16\left\langle\mathrm{~K}^{2}\right\rangle / 5 T^{2} \tag{6.6}
\end{array}
$$

originate from the moments given by (6.3), and are closely related to Comgold's $\gamma_{l}^{n}$. 8

The arguements of the first series of derivatives of delta functions in (6.5) are zero at $y=\lambda x$ and those of the second are zero at $y=x$. When we use (6.5) with the up scattering transport equation

$$
\begin{gathered}
\left(\Sigma_{s}(x)+\Sigma_{d}(x)\right) \psi(x)=\int_{0}^{\infty} \Sigma_{s}(x \rightarrow y) \psi(y) d y \\
N(x)=x^{2} \exp \left(-x^{2}\right) \psi(x)
\end{gathered}
$$

we see that these terms give rise to a series of derivatives of $\psi$ evaluated at $x$ and $\lambda x$. Thus, we heve made contact with (5.11) and (5.13).

We now obtain the leading terms in the series solution for $N(x)$ with $I / v$ absorption and the velocity change cross section (6.5). On substituting (5.14) into (6.7) and again equating corresponding coefficients of powers of $x$, wo find thet the first three coefficients, $a_{0}, a_{1}, a_{2}$, are identical to those given for a Maxwellian moderator in (5.15); the fourth one depends explicitiy on the mean kinetic energy of the scatterer

$$
\begin{equation*}
a_{3}=(\Gamma / \mu)(\lambda /(2 \lambda+4))\left((2\langle K\rangle / 3 T)+2 a_{2}\right) \tag{6.8}
\end{equation*}
$$

For a Maxwellian moderator, $\langle K\rangle=3 T / 2$ and we recover the coefficient $a_{3}$ given in (5.15).

In a subsequent paper we will treat binding phenomena in more detail and extend the treatment to cover space and time dependent problems.
VII. UP SCATTERING AND SLOMING DOMN SOLUTIONS

In Section IV we established a connection between the slowing down and up scattering thermalization casos through the principle of detailed balance. Anotner connection can be obtained in the limiting situation of $\mu$ - 1 , for which Wigner and Wilkins have shown that the integral equation (2.5) can be transfomed into the differential form

$$
\begin{align*}
&(d / d x)(1 / P)(d / d x)(V(x, 1)+\Gamma) V(x) \\
&+(4 / \sqrt{\pi}-W(V(x, 1)+\Gamma)) ل /(x)=0 \tag{7.1}
\end{align*}
$$

$$
\begin{equation*}
\text { where } N(x)=J(x)(\mathbb{N}(x))^{\frac{1}{2}}=J(x) x \exp \left(-x^{2} / 2\right) \tag{7.2}
\end{equation*}
$$

$$
\begin{align*}
& P=\exp \left(-x^{2}\right)+x \sqrt{\pi} \operatorname{erf}(x)  \tag{7.3}\\
& W=x^{2} / P-P^{-2} \exp \left(-x^{2}\right) \tag{7.4}
\end{align*}
$$

and $V(x, \mu)=(x+\mu / 2 x) \operatorname{erf}(x / \sqrt{\mu})+(\mu / \pi)^{\frac{7}{2}} \exp \left(-x^{2} / \mu\right)$
is the dimensionless ratio of scattering rates mentioned in Section II. This second order linear ordinary differential equation posesses two linearly independent solutions. In the absence of absorption (1.e., $\Gamma=0$ ) and neutron sources, one sclution is the Maxwellian

$$
\begin{align*}
& N_{1}(x)=M(x)=x^{2} \exp \left(-x^{2}\right) \\
& V_{1}(x) \cdots x \exp \left(-x^{2} / 2\right) \tag{7.6}
\end{align*}
$$

This can be easily verified by substituting it into (7.1).

We construct the other solution by rewriting (7.1) in the standard form

$$
\begin{equation*}
V^{\prime \prime}(x)+p(x) J^{\prime}(x)+q(x) J^{\prime}(x)=0 \tag{7.7}
\end{equation*}
$$

where $p(x)=2 V^{\prime} / V-P^{\prime} / P$

$$
\begin{equation*}
q(x)=V^{\prime \prime} / V-V^{\prime} P^{\prime} / V P+4 P / \sqrt{\pi} V-W P \tag{7.8}
\end{equation*}
$$

and employing the relation

$$
\begin{equation*}
J_{2}(x)-V_{1}(x) \iint_{1}(y)^{-2} \exp \left(-\int p d y\right) d y \tag{7.10}
\end{equation*}
$$

Simple integration gives us

$$
\begin{equation*}
\exp \left(-\int p d y\right)=P(y) / V(y, I)^{2} \tag{7.11}
\end{equation*}
$$

so that the second solution independent of $N_{1}$ is

$$
\begin{align*}
N_{2}(x) & =ل_{2}(x) x \exp \left(-x^{2} / 2\right) \\
& =x^{2} \exp \left(-x^{2}\right) \int^{x}\left(P(y) / V(y, I)^{2} y^{2}\right) \exp \left(y^{2}\right) d y \tag{7.12}
\end{align*}
$$

By noting that

$$
\begin{equation*}
P /(V x)^{2}=-\frac{1}{\pi}(d / d x)(1 / V x) \tag{7.13}
\end{equation*}
$$

we can write $\mathrm{N}_{2}(\mathrm{x})$ in the alternative form

$$
\begin{gather*}
\mathrm{N}_{2}(x)=\operatorname{constant}\left(2 x^{2} \exp \left(-x^{2}\right) \int^{x} \exp \left(y^{2}\right) d y / V(y, 1)\right. \\
-x / V(x, 1)) \tag{4}
\end{gather*}
$$

For $x>1$, we intecrate (7.12) or (7.14) by parts and obtain an asymptotic series in powers of $1 / x^{2}$.

$$
N_{2}(x)=\left(\text { constant } / x^{2}\right)\left(1+1 / x^{2}+15 / 4 x^{4}+29 / 2 x^{6}+\cdots\right)(7.15)
$$

This is the well known asymptotic series for the neutron density produced by neutrons slowing down from the very high energy region in a unit mass moderator with neglegible absorption in the high energy region.

The neutron density (7.14) was derived under the condition that $\mu=1$. However, let us replace $V(\nabla, 1)$, the scattering rate ratio for $\mu=1$, in (7.14.) by $V(y, \mu)$ given in (7.5).

$$
\begin{align*}
N_{2}(x)=\operatorname{constant}( & 2 x^{2} \exp \left(-x^{2}\right) \int^{x} \exp \left(y^{2}\right) d y / V(y, \mu) \\
& -x / V(x, \mu)) \tag{7.16}
\end{align*}
$$

For $x \gg 1$ we integrate (7.16) by parts and obtain the asymptotic series.

$$
\begin{equation*}
N_{2}(x)=\left(\text { constant } / x^{2}\right)\left(1+b_{2} / x^{2}+b_{4} / x^{4}+b_{6} / x^{6}+\cdots\right. \tag{7.17}
\end{equation*}
$$

where the coefficients

$$
\begin{align*}
& b_{2}=2-\mu \\
& b_{4}=3 b_{2}+3 \mu^{2} / 4  \tag{7.18}\\
& b_{6}=4 b_{4}-\mu^{3} / 2
\end{align*}
$$

compare favorably with the exact results given by Corngold. 8

Asymptotic Series Coefficients

| Deuterium |  | $b_{2}$ | $3_{4}$ | $\mathrm{b}_{6}$ |
| :---: | :---: | :---: | :---: | :---: |
| Approximate | $\mu=1 / 2$ | 1.50000 | 4.69 | 18.7 |
| Exact |  | 1.50000 | 4.71 | 18.8 |
| Beryllium | $\mu=1 / 9$ |  |  |  |
| Approximate |  | 1.88889 | 5.675 | 22.70 |
| Exact |  | 1.88889 | 5.680 | 22.72 |
| Carbon | $\mu=1 / 12$ |  |  |  |
| Approximete |  | 1.91667 | 5.755 | 23.02 |
| Exact |  | 1.91667 | 5.759 | 23.04 |

In the heavy moderator limit $(\mu \rightarrow 0), V(x, 0)=x$ and (7.16) reduces to a form which is equivalent to the exact second solution for the heavy moderator

$$
\begin{equation*}
N_{2}(x)=\text { constant }\left(x^{2} \exp \left(-x^{2}\right) E 1\left(x^{2}\right)-1\right) \tag{7.19}
\end{equation*}
$$

given by Cohen. Here, $\mathrm{Ei}\left(\mathrm{x}^{2}\right)$ is the exponential integral

$$
\begin{equation*}
E f\left(x^{2}\right)=\int_{-\infty}^{x^{2}} \exp (z) d z / z \tag{7.20}
\end{equation*}
$$

An appoximate solution for the neutron density generated by a very high energy neutron scurce and removed by weak absorption can be obtained from a superposition of the two zero absorption solutions discussed previously. For example, we assume that an approximate solution to the heavy gaseous moderator slowing down thermalization problem with $1 / v$ absorption can be expressed in the form

$$
\begin{equation*}
N(x)=c_{1} x^{2} \exp \left(-x^{2}\right)+c_{2}\left(x^{2} \exp \left(-x^{2}\right) E 1\left(x^{2}\right)-1\right) \tag{7.21}
\end{equation*}
$$

The coefficient $c_{2}$ is determined by the source condition which states that $N(x) \rightarrow 2 S / \xi \nabla_{p} \Sigma_{f} x^{2}$ for $x \gg 1$, where $S$ is the number of neutrons per $\mathrm{cm}^{3}$ per sec. emitted at very high energy. In this limit, (7.21) has the asymptotic expansion

$$
\begin{equation*}
N(x) \simeq c_{2} / x^{2} \tag{7.22}
\end{equation*}
$$

so that $c_{2}=2 S / \xi v_{p} \Sigma_{f}$
The remaining coefficient $c_{1}$ is found from the neutron conservation condition

$$
\int_{0}^{\infty} \nabla \sum_{a} \pi(x) d x=S
$$

which for a $I / v$ absorption cross section becomes

$$
\begin{equation*}
\int_{0}^{\infty} N(x) d x=(4 / \Delta) S / \xi \nabla_{p} \Sigma_{f} \tag{7.25}
\end{equation*}
$$

where $\Delta^{\prime} 4=\Sigma_{d}\left(\nabla_{p}\right) / \xi \Sigma_{f}$ is the familiar absorption parameter. On substituting (7.21) into (7.25), we find that

$$
\begin{equation*}
c_{1}=(16 / \Delta \sqrt{\pi}) S / \xi \nabla_{p} \Sigma_{f} \tag{7.26}
\end{equation*}
$$

The methods used to derive this simple approximate solution valid for $\Delta \ll l$ can be extended to treat more complicated thermalization problems.
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## - ABSTKACT-

The methods normally used in reactor physics calculations either ignore altogether the spatial dependence of the thermal spectrum in a lattice cell or grossly over-simplify it. This approach is not satisfactory for interpreting experiments and it is dubious for design work on reactors containirg two moderators at widely differing temperatures such, for example, as the heavy water moderated organic cooled OCDHE.

The most obvious method of studying the spatial variation of thermal spectrum is to use a multi-group transport code with no restriotions on the energy transfer matrix. The Carlson SNG programme is suitable for this work and the first part of the paper describes how it has been used, together with some results which have been obtained. This method is laborious and expensive in machine time and a simple method known as SPECTROX has been developed in parallel with this work. The SPECTHOX method is based on a collision probability treatment of the flux in the fuel and it leads to a pair of simultaneous energy-dependent equations which determine the mean flux in the fuel and in the moderator. The second part of the paper describes the theory of this method, the computer programmes that have been written to exploit it and some results that have been obtained with it. It appears to give adequate accuracy for the thermal spectrum in normal systems.

## 1. Introduction

In addition to its theoretical interest, the spatial distribution of the thermal neutron spectrum in a heterogeneous lattice cell is of considerable practical importance. It influences the buildup of plutonium isotopes and it also affects the power peaking factor in reactors, such as OCDRE (organiccooled, $D_{2} O$ moderated), which have two moderators at very different temperatures. This problem tends to be ignored or grossly oversimplified in most practical schemes for reactor physics calculations. This paper represents an attempt to solve the problem using only basic methods and basic cross-sections.

The calculations reported in this paper are all purely thermal, and there fore cover the energy range between 0 and some cutoff energy $E_{c}$ above which thermalisation effects are negligible. In the WAPD 4-group scheme, E $\mathrm{E}_{\mathrm{c}}$ is taken as $0.625 \mathrm{e} . \mathrm{V}$. The same value of $\mathrm{E}_{\mathrm{c}}$ has been used in much of the work at Winfrith; this makes it possible to combine the thermal calculation with a MUFT computation of fast effects. However, this value does seem rather low if there is much Pu-240 in the system. According to the heavy atom (Wilkins) model of thermalisation, the asymptotic spectrum in a weakly absorbing system is of the form

$$
\frac{1}{E}\left[1+\frac{2 k T}{E}+O\left\{\left(\frac{k T}{E}\right)^{2},\left(\frac{\sum_{a}}{\xi \sum_{s}}\right)\right\}\right]
$$

If $R T=0.07$ e. V., which is a typical value for an $\mathrm{H}_{2} \mathrm{O}$ reactor, the thermallisation correction at 2 e.V. is about $15 \%$. A calculation which neglects thermalisation effects will therefore underestimate absorption in the $1.05 e_{0} V$. resonance of Pu-240 by about the same amount ( $15 \%$ ). This matter is discussed further in the following sections.

## 2. Calculations using Carlson-type programmes

The obvious tool for a frontal attack on this problem is a multigroup transport code: the use of diffusion theory is undesirable, since lattice cells contain thin regions such as air gaps and pressure tubes. Carlson's codes are very suitable for this work, since they can accommodate large numbers of space points and energy groups, and have no restrictions on the group transfer matrix. Ne in the U.K.A.E。A. began by using the SNG code, and we have so far seen no robson to switch to Carlson's DiN. We normally use the $S_{4}$ approximation though we have done a few sig calculations to convince ourselves that $\mathrm{S}_{4}$ is giving adequate accuracy: we find that $\mathrm{s}_{2}$ is not sufficient.

The principal drawback of the SNG code is that it is onemimensional (the cylindrical version is naturally used in this work). Thus in order to use it one must cylindricalise the whole lattice cell. The errors involved in cylindricalisine the outer boundary will be insignificant, since the bulk moderator
will be several mean free paths across and neutrons arriving at the fuel channel will not "remember" the precise shape of the outer boundary. In a magnox (Calder Hall) type of cell, no further cylindricalisation is required. In lattice cells of CANDU or OCDRE type, the fuel pins and the coolant must be smeared into a paste ring by ring. Hyperfine structure in the pins is allowed for by applying hyperfine weighting factors to the raw number densities, these factors being calculated by the RIPPLE collision-probability routine (1). If the number densities in the various rings of paste are not very different, these rings may be further smeared into a uniform rod. In gas-cooled cells of the AGR (EGGR) variety we find it convenient to use an equivalent uniform rod whose radius, deduced by collision probability considerations, varies with energy. However, more conventional smearing is also quite successful. Monte Carlo tests have convinced us that the errors involved in using either of these methods of cylindricalisation is small.

Also, in its present form, the $\leq N G$ code does not allow the scattering to be other than isotropic in the laboratory system. the effect of this restriction is not known, but it is unlikely to be large o

The method of using the SNG programme (and its successor, the winfrith DSN code) is discussed by Macdougall (2) in another paper submitted to this jymposium, and need not be described here. A standard set of 42 groups has been devised for these calculations. This set extends up to 4 e. V., and groups are concentrated near the 0.3 e.V. resonances of Pu-239 and Pu-241 and round the 1.05 e.V. resonance of $\mathrm{Pu}-24 \mathrm{O}_{0}$. There is a group cut at 0.625 e. V., so that effective thermal cross-sections which are compatible with the WAPD 4 -group scheme can be produced. A typical $\mathrm{S}_{4}$ calculation with 30 radial points will take about $2 \frac{1}{4} \mathrm{hrs}$ 。 of 704 time, of which 30 minutes is printing time.

In our calculations on liquid-moderated reactors, we have so $f$ ar only used the free gas model of thermalisation. (However, Egelstaff has recently supplied us with scattering Laws for $\mathrm{H}_{2} \mathrm{O}$ at room temperature and $150^{\circ} \mathrm{C}$, and these are now being introduced into our work. work by Macdougall (2) has shown that the change from the free gas model of thermalisation to a more realistic model does not produce a large change in reaction rates). All gases are given their actual masses ( 1 for $H, 2$ for $D$ and so on). Devices such as thet of Brown and St. John (3) lead to serious difficulties in natching the tail of the thernal spectrum to the epithermal sources, since they make $\boldsymbol{\xi}$ for $H$ and $D$ too small.

A very extensive series of reaction rate measurements in a CANDU-type lattice has recently been reported by Bigham, Chidley and Turner (4). The measurements in which the coolant channel was filled with cold ( $23^{\circ} \mathrm{C}$ ) $\mathrm{D}_{2} \mathrm{O}$ have been selected for analysis by the Carison method. Figure 1 compares the measured and calculated distribution of the rcaction rate of a bare manganese foil, while Figures 2 and 3 give similar comparisons for the variation across the lattice cell of the fission ratio of Pu-239 to $\mathrm{U}-235$, and of the $\mathrm{L} / \mathrm{M} / \mathrm{Mn}$ reaction rate ratio. The agreement on fine structure and on the fission ratio is extremely good. The analysis of the $\mathrm{La} / \mathrm{Mn}$ ratio is tod uite so satisfactory, the waximum discrepancy being $4.6 \%$ at the centre of the fuel cluster: the mean discrepancy in the fuel is $2.8 \%$ However it must be remembered that the lu cross-section is not nearly as well known as those for the fissile isotopes; the data used in these calculations may well be several per cent in error. Such an error would be
particularly important in the fuel, where the spectrum is markedly nonMaxwellign. Also, errors in the model of theramlisation will probably have more effect on the $\mathrm{LL} / \mathrm{Mn}$ ratio than on the Pu/U ratio.

The agreement may thus be considered satisfactory, and similar results are obtained with other experiments of high accuracy. Thus there is every reason to suppose that the SNG method does represent faithfully the spatial variation of thermal spectra in lattice cells. However the method is fearfully expensive in machine time and quite laborious to use, in spite of the effort whish has been put into mechanising it. There is a clear need for an alternative procedure which gives comparable results with much less computation. The .JFECTrOX method, which is described in the remainder of this paper, has been developed to meet this need.

## 3. The SPECTROX method: the SPECTROX 1 approximation

The SNG method consumes so much machine time because it treats simultaneously three different dimensions, namely, space, energy, and the direction of motion of the neutrons. The calculation can only be speeded up by eliminating at least one, and preferably two, of these dimensions. The conventional method of doing this is to use one or two thermal groups in which the spectra and cross-sections are specified in advance, and to compute only the distribution of the thermal group or groups across the cell. Regarded a., a piece of fundamental theory, this method has been a failure. It is necessary to "adjust" the crosssections in order to force agreement with the experiments, and there is no uni que prescription for this adjustment.

The SPEGTROX method is the opposite of this few-group procedure, the space-dependence is eliminated and attention is concentrated on the mean fluxes in fuel and moderator: the thermalisation equations determining the energy dependence of these fluxes are solved as accurately as possible. The ultimate basis of the method is the observation that the flux shape in the moderator is almost unaffected by the moderation there. In a l-group diffusion problem, the flux shape in the moderator is given by

$$
\phi(r)=\phi(a)+a \frac{\partial \phi}{\partial r}(a)\left\{\frac{b^{2}}{b^{2}-a^{2}} \ln \frac{r}{a}-\frac{r^{2}-a^{2}}{2\left(b^{2}-a^{2}\right)}\right\}
$$

where $a, b$ are the inner and outer radii of the moderator. It is found that this equation is very nearly valid even in an energy-dependent problem in which energy transfers (moderation) in the moderator are taken into account Explicitly

$$
\begin{equation*}
\phi(r, E)=\phi(a, E)+a \frac{\partial \phi}{\partial r}(a, E)\left\{\frac{b^{2}}{b^{2}-a^{2}} \ln \frac{r}{a}-\frac{r^{2}-a^{2}}{2\left(b^{2}-a^{2}\right)}\right\} \tag{3.1}
\end{equation*}
$$

In physical terms, equation (3.1) states that the flux rise in the moderator at any energy is proportional to the current leaving the moderator at that energy, the constant of proportionality being taken from l-group diffusion theory. This equation was formulated independently by Dr. G. 'i. schaefer of the English Electric Company Limited, by M。O. Tretiakoff of C. E. A., vaclay, and by myself. schaefer (5) was the first to show its surprising accuracy by comparison with detailed computations. Tretiakoff (6) has provided a theoretical explanation by showing that (3.1) is the first tern in an expansion of the flux in the moderator in a series of "buckling eigenfunction," and that subsequent terms are small.

Figure 4 shows a comparison between equation (3.1) and an SNG computation in the moderator of the CANDU lattice cell (cold $D_{2} 0$ coolant) in the group lying between 0.0250 e.V. and 0.0300 e.V. The agreement is not perfect, but it is extremely good. This is particularly striking, since (3.1) is a diffusion theory assumption, while the SNG code produces a more exact solution oi the transport equation. It seems likely that (3.1) will be adequate in most practical cases, though it may fail if the moderator is very thin 。

The equation of neutron balance in the moderator is

$$
\begin{equation*}
L_{m}\left(X_{m}\right)=\Sigma_{\text {am }}(E) X_{m}(E)+\frac{1}{\gamma_{m}} J(E) \tag{3.2}
\end{equation*}
$$

where $\quad X_{n}(E)=\frac{1}{V_{n}} \int_{a}^{b} 2 \pi r \phi(r, E) d r \quad$ is the mean flux in the moderator at energy $E\left(V_{m}\right.$ being the moderator volume).
$\sum_{\text {am }}$ is the moderator macroscopic absorption cross-section. $J(E) \quad$ is the net current out of the moderator at energy io
and

$$
L_{m}\left(\chi_{m}\right)=\int_{0}^{\infty}\left\{\Sigma_{s_{s m}}\left(E^{\prime} \rightarrow E\right) \chi_{m}\left(E^{\prime}\right)-\Sigma_{s_{m}}\left(E \rightarrow E^{\prime}\right) \chi_{m}(E)\right\} d E^{\prime}
$$

is the moderator thermalisation operator.
It also follows from (3.1) that

$$
\begin{equation*}
\phi(a, E)=\chi_{m}(E)-\frac{h(y)}{2 \pi D_{m}} J(E) \tag{3.3}
\end{equation*}
$$

where $D_{m}(E)$ is the moderator diffusion coefficient
and

$$
h(y)=\frac{y^{4} \ln y}{\left(y^{2}-1\right)^{2}}-\frac{3 y^{2}-1}{4\left(y^{2}-1\right)} ; y=\frac{b}{a}
$$

(In order to keep this paper reasonably short, most of the mathematical detail has been omitted. The final published version will contain full deductions of (3.3) and other salient equations).

In the fuel region we use the method of successive collision probabilities. If the fuel is uniform and non-thermalising (so that a neutron can neither gain nor lose energy at a collision within the fuel), the mean flux in the fuel $\chi_{f}$
and the current entering the fuel $J_{\text {fuel }}$ are related by

$$
\begin{equation*}
\mathcal{Z}_{\in f} V_{f} X_{f}=\left[1+c P_{1}+c^{2} P_{1} P_{2}+c^{3} P_{1} P_{2} P_{3}+\ldots\right] \cdot P_{0} J_{\text {fuel }} \tag{3.4}
\end{equation*}
$$

where $\mathcal{Z}_{E f}$ is the macroscopic total cross-section in the fuel
$V_{f}$ is the volume of the fuel region
$c=\sum_{s f} / \sum_{t f}$
$\sum_{s f}$
being the macroscopic scattering cross-section in the fuel
$P_{0}$ is the non-escape probability for a neutron entering the fuel from outside, $P_{0} P_{1}$ is the probability that such a neutron will make at least two collisions before escaping, and so on. If the fuel has thermalising properties, equation (3.4) must be generalised to

$$
\begin{equation*}
\Sigma_{f f} V_{f} X_{f}=\left[1+\left(P_{1} y\right)+\left(P_{2} y\right)\left(P_{1} y\right)+\ldots\right] . P_{0} J_{f u e l} \tag{3.5}
\end{equation*}
$$

where

$$
y=\frac{\sum_{s f}+L_{f}}{\sum_{t f}}
$$

The definition of the fuel thermalisation operator $L_{f}$ is similar to that of the moderator thermalisation operator $L_{m}$.

If the fuel region is uniform (as is assumed in the SPECMROX 1 approximation), the successive collision probabilities, $P_{n}, P_{1}, P_{2}, \ldots$ depend only on the single variable $\sum_{i}, ~$. stuart and Woodruff (7) have tabulated the probebilities up to $\mathrm{P}_{5}$ for $\mathrm{Z}_{\mathrm{t}} \mathrm{g} \leqslant 2$ 。 (As explained below, there is no need to extend these tables to larger rod sizes)。 These tables are, in effect, a solution of the spatial part of the transport equation. Thus these tables remove the need for such a solution within the programme: the assumption (3.1) plays a similar role in the moderator. ( $E$ is the radius of the fuel rod).

Equation (3.5) is not usable as it stands, since it is of infinite order in the operator . However, figure 6 of Stuart and woodruff's paper shows that for smallish fuel regions $\left(\mathcal{Z}_{k} g \leq 1\right)$ the assumption

$$
\begin{equation*}
P_{1}=P_{2}=P_{3}=\ldots \tag{3.6}
\end{equation*}
$$

is quite accurate. This assumption is fundamental to the SPECTROX 1 procedure. "e therefore expect this procedure to work for small fuel regions but not for large ones, ind this expectation is confirmed by the results presented in the
next section. Combining (3.5) and (3.6), we find

$$
\begin{equation*}
P_{0} J_{\text {fuel }}=\left(1-P_{1} y\right) \Sigma_{G f} V_{f} \chi_{f} \tag{3.7}
\end{equation*}
$$

Since we have had to assume that the fuel and moderator regions are uniform, we cannot treat pressure (and calandria) tubes in the specriox 1 approximation However an air gap between the fuel and the moderator is allowed ( $g<a$ ) and the current flows through it are treated by the method of Newmarch ( $\downarrow$ )。 Newmarch's arguments show that

$$
\begin{equation*}
J_{\text {fuel }}=2 \pi a\left[\frac{1}{4} x \phi(a, E)+\frac{1}{2} n(x) \cdot D_{m} \frac{\partial \phi}{\partial r}(a, E)\right] \tag{3.8}
\end{equation*}
$$

where $x=g / a$
and $n(x)=\frac{2}{\pi}\left(\sin ^{-1} x+x \sqrt{1-x^{2}}\right)$
Combining (3.8) with (3.3), we find

$$
\begin{equation*}
J_{\text {fuel }}=\frac{1}{2} \pi g \cdot \chi_{n}(E)+X \cdot J(E) \tag{3.9}
\end{equation*}
$$

where $\quad x=\frac{1}{2} n(x)-\frac{g}{4 D_{m}} h(y)$
is a parameter which summarises the geometry of the lattice cell. We also note that the neutron balance equation in the fuel gives

$$
\begin{equation*}
J(E)=(1-Y) \Sigma_{t f} V_{f} X_{f} \tag{3.10}
\end{equation*}
$$

It may be show that for a uniform circular rod the requirement of neutron conservation implies

$$
\begin{equation*}
P_{0}\left(1+P_{1}+P_{1} P_{2}+P_{1} P_{2} P_{3}+\ldots\right)=2 \Sigma_{1}^{1} g \tag{3.11}
\end{equation*}
$$

Substituting from the assumption (3.0) into this last equation, we find

$$
\begin{equation*}
P_{0}=2 \Sigma_{t} g\left(1-P_{1}\right) \tag{3.12}
\end{equation*}
$$

This equation is not, of course, exact but it is as accurate as (3.6). If ( 3.6 ) is to be used (as it is in the specrrox 1 procedure) then it is important to ensure that (3.12) is satisfied. If this is not done, neutrons will not be conserved and seriously wrong results may be obtained. Combining equations (3.8), (3.9), (3.10) and (3.11), we arrive at the basic equations of the sFECTROX 1 approximation

$$
\begin{equation*}
L_{f}\left(x_{f}\right)=\Sigma_{a f} \chi_{f}-\frac{P_{0}}{2 g\left(P_{1}-P_{0} x\right)}\left(x_{m}-x_{f}\right) \tag{3.13}
\end{equation*}
$$

$$
\begin{equation*}
L_{m}\left(\chi_{m}\right)=\Sigma_{a m} \chi_{m}+\frac{V_{f}}{V_{m}} \frac{P_{0}}{2 g\left(P_{1}-P_{0} x\right)}\left(\chi_{m}-\chi_{f}\right) \tag{3.14}
\end{equation*}
$$

The second term on the right hand sides of these equations represents the current of neutrons out of the moderator into the fuel. In the 3FECRROX 1 approximation the current at any energy is proportional to ( $X_{m}-\chi_{f}$ ) an interesting and rather unexpected result. Analytical examination of these equations suggests that this current term is equivalent to a $1 / v$ absorber at high energies, and to an absorber of constant cross-section at low energies.

## 4. The sPECTROX 1 programme: results

Row. Taylor [lately of the (British) General Electric Company Limited] has written a programme for the Ferranti Mercury computer to solve the SPECTROX 1 equations. Experience has shown that it is desirable to use about 40 energy groups (as in the Carlson calculations). Since the capacity of the Mercury fast store is only 1024 words, it would be difficult to accommodate this calculation if $L_{m}$ and $L_{f}$ were represented as integral operators (that is, as $40 \times 40$ matrices). They are therefore represented as second-order differential operators. de Sobrino and Clark (9) have shown that the Wilkins operator represents the thermalising properties of $\mathrm{H}_{2} \mathrm{O}$ quite well (it is certainly better than the wignerwilkins or free hydrogen model). Unfortunately, this operator is not so satisfactory for graphite. Horowitz (IC) has suggested that this difficulty could be overcome to some extent by using instead of the wilkins operator the more general form

$$
\begin{equation*}
L(X)=\xi \sum_{S} \cdot \frac{d}{d E}\left[f(E)\left\{E k T \frac{d x}{d E}+(E-k T) x\right\}\right] \tag{4.1}
\end{equation*}
$$

This "Horowitz" operator is the most general second-order differential operator which satisfies all the necessary conservation conditions: the Wilkins operator is obtained by putting $f(E)=1$. Grieg (21) has deduced the form of for graphite at room temperature by analysing the experiments of Coates and Gayther (22); his result is shown in figure 5. The use of the form (4.1) is justified as a programming convenience which has given good results in practice, but it aust be emphasised that the sFicThox method is not tied to this form. Indeed, a FCHCinN programme with unrestricted thermalisation operators is now projected.

Using the form ( 401 ), the shectrox equations (3.13) and (3.14) reduce to a pair of simultaneous inferential equations, and these are integrated by simulteneous forward elimination and backward substitution. The SFECTRCX 1 programme takes as input a stated geometry and fuel composition. $P_{0}$ is calculated from a formula due to Neumenn (which is valid for ail values of $\Sigma_{t} g$ ) and $P_{1}$ is then computed from (3.12). when $X_{m}$ and $X_{f}$ have been calculated, the reaction rates of a variety of isotopes can be computed in these spectra from the programme's builtin library of basic cross-sections compiled from the recommendations of story and sjustrand (13)。

An extensive series of fine structure measurements has been made in graphite lattice cells under the BICEP (British Industrial Collaborative Experimental Programme), and Griges and Choules (14) have analysed these measurements using the SPECTROX method. These authors will be reporting their work in detail at
a later date: we are quoting a few of their results to establish the validity of the method. The Table below lists results for single bare natural uranium metal rods:

TABLE I

| Pitch (in) | Channel | $\frac{\text { Fuel }}{\text { Diam }(i n)}$ | $\frac{\text { Experimental }}{\text { GCRS }}$ | $\frac{\text { SPECTROX }}{G C K S}$ |
| :---: | :---: | :---: | :---: | :---: |
| 7 | 405 | 1.0 | $2.566 \pm .033$ | 2.553 |
| 8 | 4.5 | I.C | $1.572 \pm$-055 | 1.602 |
| $7 \sqrt{2}$ | 405 | 1.64 | 2.053 error not quoted | 2.077 |
| $8 \sqrt{2}$ | 4.5 | 1.64 | $2.371 \pm .094$ | 2.334 |

The experimental quantity GCRS is the ratio of the mean reaction rate of a Cdcovered Mn foil in the moderator to the mean reaction rate of the same foil in the fuel. In the SPECTROX calculation, the Cd-covered Mn is represented as a $\frac{1}{\bar{v}}$ - absorber below $E_{C}=0.5$ e.V., with zero cross-section above $E=E_{C}$ (it has been shown that the calculated GCRS is insensitive to EC, changing by about $1 \%$ when $\mathrm{E}_{\mathrm{c}}$ is increased to $0.75 \mathrm{e} . \mathrm{V}$.). It will be seen that the agreement is extremely satisfactory, the difference between SPECTROX and the experimental value being less than the quoted error in the latter in all cases.

Griggs and Choules have also compared SPECTROX with fine structure experiments on 44 different AGR lattice cells, in which the fuel element is in tre form of an air-cooled oxide cluster. The agreement is again very good. The discrepancy between SPECTROX and the experimental velue is less than the standard deviation of the latter $(\sigma)$ in 28 ceses, lies between $\sigma$ and $2 \sigma$ in $24 c s e s$, and exceeds $2 \sigma$ in only 2 cases: these proportions are very similar to those which would be found if the discrepancy were $3 l l$ due to a Gaussian distribution of experimental errors. It is particularly gratifying that sPbCrROK, which uses only basic data, fits the experiments at least as well as methods which rely on correlation (that is, adjustment of the basic data to force agreement with the experiments).

SPECTROX 1 has also been tested against the fission chamber measurements reported by Campbell, Freemantle and Foole (15). Measurements were made at the centres of single uranium metal rods of differing enrichments (these rods beire bored out to accommodate the fission chambers), and also at various positions in the moderator. The interpretation of the measurements in the moderator is rather difficult because only one fuel rod was bored out and the lattice is not therefore homogeneous: this problem is still being studied. It is easier to calculate the spectrum at the centre of the fuel, since the geometry is uniform. It would not, however, be correct to treat the bored-cut experimental rod as if it were uniform. Griggs (11) has therefore used an extended version of jPcCTROX. 1 which incorporates a collision probability routine and can treat non-uniform fuel regions. (This version, known as MINX, wis written under the direction of J. G. Tyror)。

## TABLE II

| $\begin{aligned} & \text { Keference nos } \\ & \text { of experiment } \end{aligned}$ | $\frac{\text { Experimental }}{\sigma_{f 9} / \sigma_{f 5}}$ | $\frac{M I N X}{\sigma_{f 9} \mid \sigma_{f 5}}$ | $\begin{gathered} \mathscr{\%} \\ \text { difference } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| 36 | 1.841 | 1.834 | - $0.4 \%$ |
| 37 | 1.915 | 1.909 | -0.3\% |
| 44 | 1.769 | 1.840 | $+40 \%$ |
| 45 | 1.885 | 1.880 | - 0.3\% |
| 46 | 2.417 | 2.483 | + 2.7\% |
| 47 | 2.063 | 2.104 | + $2.0 \%$ |
| 48 | 2.456 | 2.497 | + $1.7 \%$ |

The quantity quoted is the sub-cadmium atomic fission ratio of Pu-239 to U-235; in the MINX computations, the Cd cut-cff has been taken as 0.5 e.V., and it has been shown that the fission ratio is not sensitive to the precise value。 Since the quoted error on the experiments is $\pm 2 \%$, the agreement is satisfactory. However, there is a tendency, which seems to be just significant, for the MINX values to be higher than the experimental ones.

The SPECTROX 1 procedure has also been applied to the calculation of burnup and of moderator tempereture coef'ficients with equally encouraging results. It may be concluded that this is an eccurate and convenient method for analysing thermal phenomena in magnox ard surk lattice cells.

## 5. The extension to large fuel clusters

The essumption (3.6), which uncerlies the SPECTKOX $\perp$ procedure is only valid if $\sum_{i} 9 \leqslant 1$. The Table below shows that the procedure does indeed cease to work if this condition is violated.

TABLE III

| $\begin{aligned} & \text { Type of } \\ & \text { lattice } \end{aligned}$ | $\sum_{t} g$ | $\Sigma_{a f} g$ | $\frac{\text { Expt1. or }}{\text { NNG GCRS }}$ | $\frac{\text { SPECTROX } 1}{\text { GCRS }}$ | $\frac{\text { Eipithermal }}{\text { cutoff }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 13 rod AGR | 0.72 | - | $1.279 \pm .022$ | 1.289 | 0.5 e.V. |
| 37 rod AGf | 0.85 | - - | $1.678 \pm .014$ | 1.690 | 0.5 e.V. |
| Cold D2O core of ZEEP | 1.89 | 0.329 | 1.77 | 1.568 | $\infty$ |
| OCGR | 6.52 | 0.546 | 1.762 | 1.496 | 0.625 e.v |

All cross－sections are evaluated at the peak of the thermel spectrum in the fuel． The OCGR（Organic－Cooled Graphite Reactor）is a purely conceptual design， selected to give a large value of $\bar{Z}_{t} g$ ．The fuel cluster consists of 91 rods of uranium carbide $0.35^{\prime \prime}$ in diameter and enriched to 1.8 Co：the canning is SAF and the coolant is terphenyl at $400^{\circ} \mathrm{C}$ ．The overall diameter of the fuel cluster，which is contained in a SAP tube，is 5．93＂．A O．5＂gas gap separates this tube from the graphite bulk moderator，and the lattice pitch is $12^{\prime \prime}$ ．

For the ZEEP core，the SPECTROX 1 calculation is not strictly comparable with experiment since the pressure and calandria tubes are perforce omitted from this calculation．These are believed to contribute 0.1 to 0.15 to GCKS。 Subtracting this amount from the experimental value still leaves a discrepancy of over $5 \%$ in fine structure．SPEClROX 1 underestimates the fine structure in the OCGR by $15 \%$ ，but this core has an exceptionally large fuel cluster．（The coolant containment tube does not increase the fine structure appreciably ）。

Table III also shows that $\Sigma_{a f} g$ is quite small，even in the OCGR．This suggests a different type of approximation for simplifying equation（3．5）． We assume that

$$
y-1=\frac{L_{f}-\Sigma_{a t}}{\Sigma_{t f}}
$$

is small，and that terms of order $(y-1)^{2}$ may be neglected．To this order， there are no commutation difficulties．With this assumption and a little rearrangement，equation（3．5）simplifies to

$$
\begin{align*}
& J_{\text {fuel }}=\left[\left(\frac{1}{2 Z_{t} g}+H\right)-H Y\right] \sum_{t} V_{f} \chi_{f}  \tag{5.1}\\
& H=\frac{P_{0}\left(P_{1}+2 P_{1} P_{2}+3 P_{1} P_{2} P_{s}+\ldots\right)}{\left(2 \Sigma_{t} g\right)^{2}} \tag{5.2}
\end{align*}
$$

$H$ is a function of $\sum_{t} g$ only．$H(0)=2 / 3$ ，and it may be shown from diffusion theory that

$$
\begin{equation*}
H \rightarrow \frac{1}{2}+\frac{3}{16} \sum_{k} 9 \tag{5.3}
\end{equation*}
$$

for $\sum_{k} g$ large．Values for $\sum_{k} g \leqslant 2$ can be computed from the stuart and Woodruff tables，while values for $\sum_{t} g>2$ ，can be inferred from（5．3）：there is no need to compute $P_{0}, P_{1}, P_{2}, \ldots$ for $\sum_{k} q>2$ ．Equation（5．1）is a replacement for，and generalisation of，equation（3．7）。 It embodies the SPECTROX 3 method for calculating $\chi_{f}$ and $X_{m}$ ．The remainder of the analysis for this method is taken over unchanged from section 3.

The sPECTROX 1 programme has been adopted to solve the sFECTROX 3 equations． This is done by substituting for the table of $P_{0}$（ the probability that an entrant neutron will make a collision）a table of

$$
\begin{equation*}
P_{0}^{*}\left(\Sigma_{t} g\right)=\frac{2 \Sigma_{t g}^{\prime}}{1+2 \Sigma_{t} g \cdot H\left(\sum_{t} g\right)} \tag{5.4}
\end{equation*}
$$

$P_{o}^{*}$ is not a collision probability, and in fact it tends to zero as $\mathcal{Z}_{t} g$ becomes large.

The Tible below compares total reaction rates averaged across the fuel and the moderator in the cold $\mathrm{D}_{2} 0$ core of ZEEP.

## TABLE IV

| quantity | SPECTROX 1 | SFECTROX 3 | $\checkmark$, ${ }^{\text {G }}$ | Experiment |
| :---: | :---: | :---: | :---: | :---: |
| GCRS | 1.568 | 1.639 | 1.769 | 1.77 |
| $\mathrm{L} / \mathrm{M} / \mathrm{Mn}$ (fuel) | 286 | 287 | 291 | 299 |
| $\mathrm{Pu} / \mathrm{U}$ (fuel) | 1.554 | 1.535 | 1.550 | 1.56 |
| $\mathrm{Lu} / \mathrm{Mn}$ (moca) | 265 | 264 | 265 | 265 |
| $\mathrm{Pu} / \mathrm{U}$ (fuel) | n.a. | 1.480 | 1.482 | 1.50 |

It has already been stated thet the SPECTHOX programmes make no allowance for the pressure ano calandria tubes, and that these are believed to contribute between $O_{0} l$ and 0.25 to GChi。 Thus $D P E C T K O X 3$ would seem to give good agreement on fine structure with experiment und with sNG. The change in method fron SPECTKOX 1 to SPECTROX 3 hardly affects the mean spectra in the fuel and in the moderator, and the sPECTROX values for the spectrum indices (Lu/inn and Pu/U ratios) sre i: good agreement with the SNG values. It has been noted
 the experimential vislue。 Obviously sPECTROX cannot be expected to do better in this respect than $J N G$, since $3 P A C T R O X$ is solving approximately the equation which Carlson solves exactly.

Teble IV does not establish definitely that SPECTROX 3 is superior to SPECTKOX 1 for large fuel clusters: this is because, in the cold $D_{2} O$ core of ZEEF, the fuel cluster is not really large. The OCGR fuel cluster is really large ( $\sum_{t} g=6.5$ ) and the l'able below does demonstrate conclusively the superiority of $\triangle$ PECTROX 3 (in this case there are no experiments, and the reaction rates are cut off at 0.525 e.V.).

## TABLE V

| Quantity | SPECTROX 1 | SPECTROX 3 | SNG |
| :---: | :---: | :---: | :---: |
| GCKS | 1.496 | 1.740 | 1.762 |
| $\mathrm{Lu} / \mathrm{Mn}$ (fuel) | 595 | 597 | 590 |
| $\mathrm{Fu} / \mathrm{U}$ (fuel) | 2.838 | 2.354 | 2.732 |
| $\mathrm{Lu} / \mathrm{lnn}(\bmod$. | 520 | 519 | 517 |
| Pu/U (mod.) | 2.303 | 2.221 | 2.212 |

The OCGR cluster has been "designed" to ensure that the coolant-containing tube does not contribute appreciably to the fine structure. It will be seen that

SPECTROX 3 is now giving a very good value for the fine structure（ $2.20 \%$ low） while the SPECTROX value is poor（ $15.1 \%$ low）．The comparison of spectrum indices is complicated by the fact that SPECTROX and SNG are using different moderation models（heavy gas and free gas respectively）．These models are similar in the graphite moderator，and it will be seen that in the moderator the spectrox 3 spectrum indices are nearer to the SNG values，though the discrepancies are all small．In the moderator，the model of hydrogen moderation used by SNG is considerably softer than that employed by the SPECTROX programmes：this is confirmed by the values of the spectrum indices listed in Table V 。

It may be concluded that，unlike SPECTROX l，SPECTROX 3 will give good results even for large clusters．Its main defects are that it deals only with uniform clusters，that it cannot allow for pressure and calandria tubes，and that it gives only the mean flux in fuel and moderator and not the spatial distribution． These defects are all overcome by the NINX extension of the SFECrROX method． This extension，which is mentioned in section 4，was devised by J．G．Tyror and worked out in detail by C．F．Griggs．The besic assumption of MINX is that the fine structure in the fuel cluster（including pressure and calandria tubes，if these are incorporated）is unaffected by thermalisation：this is the precise analogue of the assumption（3．1）which is made in the moderator．The kINX pro－ gramme incorporates the SPECTROX programme and a collision probability routine． This routine is used to compute the fine structure（in the absence of thermali－ sation）at a number of different energies．From this fine structure an equation similar to（3．7）can be derived，whence quantities analogous to $P_{0}$ and $P_{1}$ can be calculated．These are substituted into the SFECTROX equations（3．13）and（3．14）．

The MINX programme was primarily intended for the study of small non－uniform clusters，but the idea of generalising $P_{0}$ is also used in SPECTROX 3．This suggests that the two methods must be basically similar．The writer has been able to show that SPECTROX 3 is actually the limiting form of MINX when the fuel cluster is uniform and the absorption weak，and that the MINX approximation is valid as long as

$$
k g=g \sqrt{3 \sum_{a f} \sum_{t}}<3
$$

Thus MINX should be just adequate even for the very largest clusters：its use for large fuel clusters is now being investigated．
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Radial Dependence of the Bump There the Maxwellian Meets the I/E-Tail by R.M. Pearce and J.M. Kennedy

In 1957 Galanin ${ }^{(1)}$ predicted theoretically that when the maxwellian component is subtracted from the spectrum in a homogeneous reactor, that as well as the $1 / E-s l o w i n g ~ d o w n ~ s p e c t r u m ~$ remaining there is a bump superimposed at an energy of approximately 6 to 8 kT . The bump reached 20 to $30 \%$ of the $1 /$ E-tail in heavy gas theory, and 12 to $15 \%$ for a mass one moderator. The presence of the bump was later found experimentally by Johansson et al ${ }^{(2)}$ at the cell boundary of a $D_{2}$ O-moderated reactor, and by Poole ${ }^{(3)}$ in the moderator of a graphite-moderated reactor. There has been no report in the literature of the bump inside the fuel. This paper predicts that the bump, as defined by subtracting the best fitting maxwellian, does not exist inside the fuel.

The present work on the bump occurred in the course of calculating the thermal spectrum in a lattice cell of CANDU, the Canadian power reactor under construction at Douglas Point. CANDU is $\mathrm{D}_{2} \mathrm{O}$ cooled and moderated and is fueled by zirconium-clad 19 element natural uranium oxide. In the calculations, the fuel, cladding, coolant and pressure tube were homogenized into a single central region and a twenty-energy-group diffusion code with twenty-one space points was used as described in more detail in reference (4). The transfer cross sections between groups were calculated for a free gas and were spectrum-weighted because of the relatively large
energy widths. The weighting was maxwellian below 5 kT and $\mathrm{l} / \mathrm{E}$ above 5 kT .

At the cell boundary of CANDU the low energy spectrum calculated by the code was found to be closely maxwellian with the result that the maxwellian functions to be subtraced at $\sim 8 \mathrm{kT}$, and therefore the bump, were well defined. Fig. 1 shows $E\left(\phi-\phi_{\max }\right)$ versus energy, where $\phi_{\max }$ is the best fitting maxwellian and the energy $E$ for a group with limits $E_{1}$ and $E_{2}$ was taken to be the effective energy $\left(E_{2}-E_{1}\right) / \log E_{2} / E_{1}$ to account for $1 / E$-variation in the finite group width. The bump shown for free gases of mass 2 and 3.6 in Fig. 1 are approximately $20-25 \%$ of the slowing down spectrum. There may be some uncertainty in the magnitude of the bump because of the rather large group widths.

The bump was also calculated at the centre of the oxide cluster and at the cluster surface in a similar manner by subtracting the maxwellian which fitted most closely at that position. (At these positions the bump is not as uniquely defined as it was in the moderator because the low energy spectrum is not exactly maxwellian.) The results shown in Fig. 1 show that the bump is smaller at the cluster surface, and almost zero inside the fuel cluster.

The explanation of this radial dependence of the bump is as follows. The burnp is caused by a loss of moderating power due to the thermel motion of the moderator atoms, and in order to properly display the excess neutrons as a bump the subtracted maxwellian should therefore be a.t the moderator temperature. It is known experimentally and theoretically ${ }^{(4)}$ that the neutron temperature
at the cell boundary is only slightly above the moderator temperature with the result that the bump is properly displayed, but in the fuel the neutron temperature is considerably higher because of absorption and the bump is largely removed in the subtraction process.

Compilations of effective cross sections conventionally divide the contributions into a maxwellian plus a slowing down term. These calculations suggest that no single convention will suffice for all points in the cell, because of the radial change of the bump and therefore of the slowing-down term.
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## ABSTRACT

It is shown that the integral Boltzmann scattering operator may be replaced by a second order differential operator of the heavy free gas (Wilkins) form, by letting $\bar{\xi} \Sigma_{\mathrm{s}}$ be an arbitrary function of energy. This variable is determined br the moderatin $\xi_{\text {, }}$ properties of a medium, but it also depends on the solution of each particular problem. However, it is shom that for a wide class of reactor problems the variable is insensitive to the problem. In these cases it may be obtained simply from the neutron "scattering law" at high and low energies. For heavy moderators this is true to a good approximation at all energies.

Some properties of this generalized equation are discussed. Criteria are derived for deciding which problers may he solved by this theory. Then the sensitivity of slowing down snectra, of therral reactivity $\eta^{f}$ and its temperature coefficients, and of eigenvalues to the "scattering law" is studied and illustrated. Theoretical values of $E \Sigma_{s}(E)$, calculated from various scattering models of graphite and water, are compared with experimentally deduced values.

Submitted to Brookhaven Thermalization Conference - April, 1962.

## Introduction

In many problems of interest to the reactor physicist the neutron thermalization process is governed by the Boltzmann integral operator L , defined by

$$
\begin{equation*}
L(\xi) \phi(E)=\int_{0}^{\infty} \Sigma_{s}\left(E^{\prime} \rightarrow E\right) \phi\left(E^{\prime}\right) d E^{\prime}-\Sigma_{s}(E) \phi(E), \tag{1}
\end{equation*}
$$

using conventional symbols. Such problems include the calculation of the neutron spectrum in an infinite medium, the solution of the Boltzmann equation in the diffusion approximation, and the solution of the integral Boltzmann equation in the isotropic scattering approximation (soluble by the method of first collision probabilitics). It would be most desirable to be able to replace $L$ by a low order differential operator, having the properties of $L$ and making due allowance for the chemical binding of the scattering nuclei. It is the purpose of this paper to show that this may be done, to determine the rance of usefulness of the resulting second order operator, to show its limitations and accuracy, and to use the new operator to study the sensitivity of various reactor calculations to the neutron "scattering law".

Several authors he investigated differential representations of L, but none have been successful in finding an operator which allows for chemical bindine and is valid (or suf"iciently accurete) at all neutron energies. On the one hand there are two second oider differential equations valid over a wide range of encrgy, but only for free gases. These are the Wigner Vilkins equation for hydrogen gas, and the heavy free gas (H.F.G.) lilkins equation, valid for small $\mu$, the ratio of neutron mass to the atomic mass of the gas. On the other hand, there
are those differential operators which include atomic binding, are good approximations $\hat{\text { in }}$ or high neutron energies $E \gg k T$, but which fail badly in the "Maxwellian" region $\mathrm{E} \lesssim \mathrm{kT}$. These include Corngold's' modification to the H.F.G. theory, in which the moderator temperature is replaced by an effective temperature which makes allowance for atomic binding effects; the third order equation of Corngold and the fourth order equation of Sobrino and Clark, derived by adding terms of order $\mu^{2}$ to the H.F.G. theory; and the accurate first order equation of Parks ${ }^{3}$ for light or heavy "bound" moderators.

In Sections 1 and 2 it is shown that a second order operator can be chosen "ad hoc", which obeys detailed balance, conserves neutrons, and includes chemical binding. It has the form of the H.F.G. equation, but the moderating power $P=\xi_{s} \Sigma_{s}$ is now energy dependent. This generalization was first suggested by Horowitz^, but was never developed as far as the authors are aware. Any solution of the Boltzmann equation in the diffusion approxination can be written as a solution of this generalized heavy free gas (G.H.F.G.) equation by suitable choice of $P(\Xi)$. The new operator will be useful only when $P(E)$ is a function of the moderator scattering law, and is otherwise independent of the problem in hand, that is, independent of absorption and leakage. It will turn out that to a good approximation this is the case in those problems in which the flux deviates only slightly from a "Maxwellian". This condition is consistent with the diffusion approximation (and the H.F.G. theory), in which absorption and leakage are assumed small. relative to scattering.

In Section 3 the high energy values of $P(E)$ are determined analytically in terms of the scottering law. At low energies, $E \leq 3 k T$,
the first energy transfer moment of the scattering kernel, $M_{i}(E)$, determines $P(E)$, as is showm in Section 4. For intermediate energies it is not possible to find $P(E)$ analytically. However, Section 5 contains an approximate method, in terms of $M_{1}(E)$. Several models of graphite, beryllium, and water are used for illustration. These three sections give criteria for determining whether a problem 's suitable for solution by the differential representation. For the heavier moderators, such as graphite and beryllium, $P(E)$ may be found with sufficient accuracy from M(E) at all energies, and it is for these moderators that the G.H.F.G. theory is best suited. The theory may be used for water systems, but only in a very limited range of problems.

Section 6 gives the generalized equation in integral form, suitable for interative methods of solution.

In Section 7 the sensitivity of infinite medium spectra to the scattering lav (and hence to $P(E)$ ) is investigated. It is show that these spectra are insensitive to $P(E)$ at intermediate energies. Egelstaff" has recommended a "sensitivity function" for these spectra. The generalized theory throws considerably light on this function. A Debye model of grarhite is used in illustration. For those spectra for which an effective neutron temperature $T_{n}$ applies, a simple new relation is given between $T_{n}$ and $M_{1}(k T)$.

In Section 8 the experimental t'me-of-flight mecsurements of Coates and Gayther ${ }^{6}$ on Eraphite assemblies, and of Beyster et al. ${ }^{7}$ on water systems : are usod to deterrine $P(E)$ for these morerators. The results are compared with various theoretical models.

In numerical applications, the use of the G.H.F.G. equation eliminates
much of the labour involved in solving the integral equation. Solutions may be obtained on small computers, even for space-energy calculations involving as many as a thousand mesh points. For several years the authors have been using a machine code for the spectrum in a (cylindricalized) lattice cell, which combined the differential energy operator with diffusion theory in the main moderator and collision probability methods in the fuel region. The resulting coupled finite difference equations are of "band" form, and may be solved readily by triangularization and back substitution. Leslie (this conference) has used a simplified model of this method in the Spectrox codes. In Sections 9 and 10 a few numerical results are presented to illustrate the sensitivity of a lattice cell thermal reactivity $\eta f^{\prime}$ and its temperature coefficients to the scatiering law and to the inaccuracies in the experimental fission cross sections.

Section 11 deals with the determination of eigenvalues and eigenfunctions on the G.H.F.G. theory, and the limitations of this theory for this type of problem.

1. The Generalized Heavy Free Gas Operator

The Boltzmann equation in the $P_{1}$ approximation is

$$
\begin{equation*}
\left[\frac{1}{x^{1 / 2}} \frac{\partial}{\partial t}-\underline{\nabla} \cdot D\left(x, \underline{\underline{D}} \underline{\nabla}+\sum_{a}(x, \Psi)\right] \phi(x, \pm, t)=L(x, \underline{\Psi}) \phi(x, \pm, t)+S(x, \pm, t)\right. \tag{2}
\end{equation*}
$$

or, symbolically,

$$
\begin{equation*}
A \phi=L \phi+S=\frac{\partial q}{\partial x}+S \tag{3}
\end{equation*}
$$

L is defined in (1). Energy is measured in dimensionless units $x=\frac{\ddot{Z}}{k T}$. $q$ ( $x, \underline{r}, t$ ) is the number of neutrons per unit volume at position $\underline{r}$
slowing down past $x$ per second at time $t$. The other symbols have their usual definition. In the following, position and time co-ordinates rill be omitted when not essential.

It will be useful to review some of the properties of this equation. If $q$ is written as $Q \varnothing$, it follows from (1) and (2) that the integral operator $Q$ is defined by

$$
\begin{equation*}
Q(x) \phi(x)=\int_{0}^{x} d y \int_{x}^{\infty} d z\left[\sum_{s}(z \rightarrow y) \phi(z)-\sum_{s}(y \rightarrow z) \phi(y)\right] . \tag{4}
\end{equation*}
$$

The scattering kernel $\sum_{s}(x \rightarrow y)$ obeys the detailed balance relation

$$
\begin{equation*}
\Sigma_{s}(x \rightarrow y) M(x)=\Sigma_{s}(y \rightarrow x) M(y) \tag{5}
\end{equation*}
$$

with $M(x)$ the Maxwellian distribution $x e^{-x}$. It follows that $L M$ and $C M$ are identically zero, and that the flux $\varnothing$ becomes proportional to $M$ as $A$ and $S$ vanish. Equation (2) conserves neutrons, since by definition

$$
\begin{equation*}
q(x)=\int_{0}^{x}[A(y) \phi(y)-S(y)] d y . \tag{6}
\end{equation*}
$$

Also, when neutrons slow dow from a constant source at infinite enerey In a infinite non-absorbing medium, then $x \neq(x)$ becomes constant for large $x$, and $q(x)$ tends to $\sum_{f} \neq(x) . \Sigma_{f}$ is the free atom macroscopic scattering cross section.

It is desired to replace $L$ and $Q$ by low order differential operators $L_{A}$ and $\sigma_{A}$ respectively. From the above summary it is clear that the new operators will obey detailed balance and concerve neutrons if $0_{A}$ is chosen such that $Q_{A} M$ vanishes identically, and $O_{A} \varnothing$ tends to $f_{f}$ when $\phi(x)$ tends to unity for large $x$ in the slowing down problem.

Q will be chosen "ad hoc" as the lowest order differential operator satisfying these two conditions. It is easy to verify that

$$
\begin{equation*}
Q_{A} \equiv P(x)\left[x \frac{\partial}{\partial x}+x-1\right], \tag{7}
\end{equation*}
$$

with $P(x)$ arbitrary except for the condition

$$
\begin{equation*}
P(x) \underset{x \rightarrow \infty}{\longrightarrow} \xi \Sigma_{f} . \tag{8}
\end{equation*}
$$

$Q_{A}$ is a generalized H.F.G. operator, and $P(x)$ is an effective moderating power. Substituting (7) into (3) gives the Generalized Heavy Free Gas equation:

$$
\begin{equation*}
A \phi-S=\frac{\partial}{\partial x} P(x)\left[x \frac{\partial}{\partial x}+x-1\right] \phi \tag{9}
\end{equation*}
$$

The H.F.G. equation is the special case for which $P(x)=E \Sigma_{f}$ (the value used in this paper in place of the usual $2 \mu \Sigma_{f}$ ).

## 2. Determination of $P(x)$

Any solution of the transport equation (2), found theoretically or experimentally (time-of-flight techniques), is also a solution of the G.H.F.G. equation (9) by a suitable choice of $P(x)$. This is possible because $P$ possesses an infinity of degrees of freedom. Let $\bar{D}$ be a solution of (2). Then the corresponding $P$ is

$$
\begin{equation*}
\bar{P}(x, r, t)=\frac{\bar{g}(x, r, t)}{\left[x \frac{\partial}{\partial x}+x-1\right] \bar{\phi}(x, r, t)}, \tag{10}
\end{equation*}
$$

with $\bar{q} g$ ven by (G). Clearly, each $\bar{P}$ is a function of $A$ and $S$, as well as the moderating properties of the medium. Thus the G.H.F.G. theory will be useful only for the class of problems for which $P$ is independent
of $A$ and $S$ to a good approximation.
Problems involving only heave free gases, in which the absorption (A) to scatterine ratio is of order $\mu$, are contained in the class". In the following three sections, $P(x)$ will be determined analytically, as far as possible, in terms of the scattering law, A, and S. Criteria will emerge for deciding which problems are members of the class. At high energies the asymptotic solution of Corngold will be used to calculate $P(x)$. At low energies, $P(x)$ will be determined from the "moments expension ${ }^{\text {" }}$ of (2). Section 5 discusses the joining of the high and Iow values.

## 3. $P(x)$ at High Energies ( $x \geqslant 10$ )

An analytical solution of the transport equation for neutrons slowing dow in an infinite absorbing medium has been given for $\mathbf{x} \geqslant 10$ by two authors. Corngold has treated the special case of $\frac{1}{V}$ absorption, and has found an asymptotio expansion in powers of $x^{-\frac{1}{2}}$. Parks ${ }^{3}$ derived a very accurate first order differential equation for the flux at high energies, with general (small) absorption. P may be determined from either of these theories. The former will be used, since it contains the chemical binding exactly, and is easier to handle. Although it applies only to a particular type of absorption, this should not be serious when considering the sensitivity of $P$ to absorption.

$$
\begin{align*}
& \text { Let } \sigma_{a}(x)=\sigma_{a 0} x^{-\frac{1}{2}} \text {, and } \Delta=2 \sigma_{a d} / \mu \sigma_{f} \text {. Then Corngold's solution is } \\
& \times \phi_{\Delta}(x)=1-a_{1 \Delta} \frac{\Delta}{2} \frac{1}{x^{\prime / 2}}+\left[a_{2 \Delta}\left(\frac{\Delta}{2}\right)^{2}+(2-\mu) \frac{\bar{T}}{T}\right] \frac{1}{x}-\left[a_{3 \Delta}\left(\frac{\Delta}{\overline{2}}\right)^{3}+b_{1 \Delta} \frac{\Delta}{2} \frac{\bar{T}}{T}\right] \frac{1}{x^{3 / 2}} \\
&  \tag{11}\\
& +\left[a_{4 \Delta}\left(\frac{\Delta}{2}\right)^{4}+b_{2 \Delta}\left(\frac{\Delta}{2}\right)^{2} \frac{\bar{T}}{T}+d\left(\frac{\bar{T}}{T}\right)^{2}+e\left(\frac{K^{2}}{T^{2}}\right)_{a v}-f \frac{B_{a v}}{T^{2}}\right] \frac{1}{x^{2}}+o\left(\frac{1}{x^{5 / 2}}\right) .
\end{align*}
$$

The coefficients a...f are rational functions of $\mu_{3}$ given explicitly in Appendix A. Chemical binding effects enter through the quantities $P$, $\left(K^{2}\right)_{a v}, B_{a v}$. These are simple averages over the phonon frequency spectrum of the moderator. Their properties, and numerical values for several models of graphite, beryllium, and water, are given in Appendix B. For a free gas $\bar{T}=T,\left(K^{2}\right)_{a v}=\frac{15}{4} T^{2}$, and $B_{a v}=0$. For $\times \geq 10$, the dominant chemical binding effects are given by the $(2-\mu) \frac{T}{T}$ torm. The effective moderating power, $P_{\Delta}(x)$, corresponding to the above solution can be found readily by expanding $P_{\Delta}(x)$ in powers of $x^{\frac{1}{2}}$, and identifying the asymptotic solution of (9) with (11). Define $p(x)$ by $P(x)=\xi_{\boldsymbol{f}} \Sigma_{\mathbf{f}^{2}} p(x)$. Then

$$
\begin{aligned}
P_{\Delta}(x)= & 1+\alpha_{1 \Delta} \frac{\Delta}{2} \frac{1}{x^{1 / 2}}+\left[\alpha_{2 \Delta}\left(\frac{\Delta}{2}\right)^{2}-(2-\mu)\left(\frac{\bar{T}}{T}-1\right)+\mu\right] \frac{1}{x} \\
+ & {\left[\alpha_{3 \Delta}\left(\frac{\Delta}{2}\right)^{3}+\beta_{1 \Delta} \frac{\Delta}{2}\left(\frac{\bar{T}}{T}-1\right)+\left(\beta_{1 \Delta}+\gamma_{1 \Delta}\right) \frac{\Delta}{2}\right] \frac{1}{x^{3 / 2}} } \\
+ & {\left[\alpha_{4 \Delta}\left(\frac{\Delta}{2}\right)^{4}+\beta_{2 \Delta}\left(\frac{\Delta}{2}\right)^{2}\left(\frac{\bar{T}}{T}-1\right)+\left(\beta_{2 \Delta}+\alpha_{2 \Delta}\right)\left(\frac{\Delta}{2}\right)^{2}+\left(6-3 \mu+\mu^{2}-d-\frac{15}{4} e\right)\right.} \\
& \left.+f \frac{B_{a v}}{T^{2}}-e\left\{\left(\frac{K^{2}}{T^{2}}\right)_{a V}-\frac{15}{4}\right\}+\left(4-4 \mu+\mu^{2}-\alpha\right)\left(\frac{\bar{T}}{T}-1\right)^{2}+\mu\left(\frac{T}{T}-1\right)\right] \frac{1}{x^{2}}+o\left(\frac{1}{x^{1 / 2}}\right) .
\end{aligned}
$$

The $\alpha, \beta, y$ are functions of $\mu$. Their dependence on the coefficients of (11) is given in Appendix A. In writing (12), the terms which vanish for a free gas have been separated. Several important features of $P_{\Delta}(x)$ should be noted.

In the heavy free gas limit all coefficients vanish, leaving $p_{\Delta}(x)=1$ as expected. Thus the terms of (12) represent corrections to the H.F.G. theory. These are of three types: (a) for free gases
of finite $\mu$, (b) for absorption, (c) for chemical binding. In all cases considered the dominant corrections are given by the $x^{-\frac{1}{2}}$ and $x^{-1}$ terms, and these only will be discussed. Nxplicitly,

$$
\alpha_{1 \Delta}=\frac{1+\mu}{1-\frac{1}{3} \mu}-\frac{2 \mu}{5} \sim \mu
$$

while $\alpha_{2 \Delta}$ is negligible for all $\mu$.
(a) For a non-absorbing free gas, the change in $p$ from unity is $\mu / x$. At $x=10$, this is small for eraphite ( $\sim 1$, , and is a maximum for hydrogen (10; ). Since a decrease in P is similar to increased atomic binding, the H.F.G. theory effectively adds some binding relative to the exact free gas theory, and increases the flux at high energies. This has been observed by Sobrino and Clark ${ }^{2}$. It accounts in part for the greater success in calculating spectra in water by the Wilkins theory rather then the Wigner Wilkins theory at these energies ${ }^{10}$. These effect: are shown in Figures 1 and 2 for graphite and water (hydrogen).
(b) For an absorbing free gas there is an additional term, $\alpha_{1 \Delta} \frac{\Delta}{2} \frac{1}{x^{1 / 2}} \alpha_{1 \Delta} \frac{\sigma_{a}(x)}{\mu \sigma_{f}} \sim \frac{\sigma_{a}(x)}{\sigma_{f}}$. This term gives a direct estimate of the sensitivity of $p_{\Delta}$ to absorption. It will be taken that $p_{\Delta}$ is independent of absorption when this term is less than a few per cent for $\mathrm{x} \geq 10$. Alternatively, the criterion is, $\Delta<2$ (graphite) and $\Delta<0.2$ (hydrogen). This condition is not too stingent, since it allows most problems of practical interest to be solved by the G.H.F.G. theoryo The class of acceptable problems is much wider for the heavier moderators. The above criterion probably applies to general absorption (including equivalent leakage). In the derivation of the H.F.G. theory by Horowitz et al. ©, it was assumed that $\sigma_{a} \sim \mu \sigma_{f}$, which is equivalent to the above. The
same condition is implied in the use of the diffusion approximation. As in (a), this term effectively adds binding when the H.F.G. theory is used. Figures 1 and 2 illustrate the effect of this term.
(c) The leading chemical binding term decreases the effective moderating nower in the proportion that the mean kinetic energy of the moderator nuclei exceeds the mean kinetic energy of a free gas of the same atoms at the same temperature.

The complete expansion (12) is shown graphically in Figures 1 and 2, with and without absorption, using for graphite at room temperature a phonon spectrum derived by Egelstaff (see Section 4(ii)), and for water the Nelkin model ${ }^{18}$.

In summary, when the above criterion is satisfied, $p(x)$ is given at high energies by $p_{0}(x)$, the value of (12) when $\Delta=0 . p_{0}$ is a function only of the moderating properties of the medium.

It should be noted that $P_{0}(x)$ is not related to the asymptotic expansion of $\mathrm{F}_{\mathrm{s}}(\mathrm{x})$. The latter is ${ }^{1}$

$$
\xi \Sigma_{s}(x)=\xi \sum_{f}\left[1+C_{1}(\mu) \frac{\bar{T}}{T} \frac{1}{x}+o\left(\frac{1}{x^{2}}\right)\right]
$$

with

$$
C_{1}(\mu)=\frac{1}{\xi}\left[1+\frac{1+2 \mu-\mu^{2}}{2 \mu} \ln \left(\frac{1-\mu}{1+\mu}\right)\right]
$$

Not only does this differ in form from $P_{0}(x)$, but also in numerical value ( $C_{1} \rightarrow-1$ in the H.F.G. limit, rather than zero).
4. $P(x)$ at Low Energies ( $x \leqslant 3$ )

Two methods for deternining $\mathrm{P}(\mathbf{x})$ will be discussed. These are
based on (a) a solution of the Boltzmann equation (2) by a power series expansion about the origin, (b) the reduction of $I$ to a differential operator by a "moments expansion" ${ }^{\circ}, 12$.

It is in general useful to remove a Maxwellian distribution from the $\mathfrak{f l u x}$ at these energies, and to work with the more slowly varying flux $\Psi$ defined by $\varnothing(x)=M(x) \Psi(x)$. Using (5), the operator $L$ becomes

$$
\begin{equation*}
L \phi(x)=M(x)\left[\int_{0}^{\infty} \sum_{s}(x \rightarrow y) \Psi(y) d y \quad-\Sigma_{s}(x) \Psi(x)\right] \tag{13}
\end{equation*}
$$

## (a) Origin Expansion

This method of solution is an analogue at low energies of Corngold's asymptotic method at high energies. It is not useful in practice, but a brief sumnary is instructive.

The solution of (2) is sought in the form

$$
\begin{equation*}
\Psi(x)=\Psi_{0}\left[1+\Psi_{1} x^{1 / 2}+\Psi_{2} x+\ldots\right] \tag{14}
\end{equation*}
$$

This is possible when $A(x)$ may be expanded as

$$
A(x)=\frac{1}{x^{1 / 2}}\left[A_{0}+A_{1} x^{1 / 2}+\cdots\right]
$$

The expansion coefficients may be functions of $\underline{r}$ and $t$. Substituting (14) into (13) gives rise to energy weighted moments of the form

$$
\bar{M}_{n}(x, T)=\int_{0}^{\infty} \sum_{s}(x \rightarrow y, T) y^{n / 2} d y
$$

which have expansions of the form (see Appendix C)

$$
\begin{equation*}
\bar{M}_{n}(x, T)=\frac{1}{x^{1 / 2}}\left[\bar{M}_{n 0}(T)+\bar{M}_{n 2}(T) x+\cdots\right] . \tag{15}
\end{equation*}
$$

Using the above expansions in (2), the ${ }_{i}$ may be determined as the solution of an infinite set of coupled linear equations. is given exactly as

$$
\Psi_{1}=\frac{A_{1}}{A_{0}+M_{00}}
$$

It appears that the values of the higher ${ }_{i}$ converge slowly with the order of truncation of the set of equations, thus requiring many $\mathbf{m n}_{\mathrm{mn}}$, which are very laborious to calculate. When found, the solution (14) will not show clearly its relation to the scattering law. Pinally, (15) is essentially an expansion in $x / \mu$ (this is true exactly for a free gas), and thus will be useful only for very small energies, especially for the heavier moderators. Por these reasons, method (a) was abandoned.
(b) Moments Expansion
$L$ may be expressed as a differential operator by expanding $(y)$
in (13) in a Taylor series about $x$. This gives rise to the moments expansion" 6,12,

$$
\begin{equation*}
L(M \Psi)=M(x) \sum_{n=1}^{\infty} \frac{1}{n!} M_{n}(x, T) \Psi^{(n)}(x) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{n}(x, T)=\int_{0}^{\infty} \Sigma_{s}(x \rightarrow y, T)(y-x)^{n} d y \tag{17}
\end{equation*}
$$

These energy transfer moments have power series expansions similar to (15).

It can be proved that the series (16) gives rise to the same origin expansion as in (a) whenever $A_{i}=0$, iodd. When even values
of $i$ occur, (16) should be replaced by a Taylor expansion in $V=x^{\frac{1}{2}}$, and (17) by velocity transfer moments. However, (16) is a proper expansion for values of $x$ away from the origin, whatever the $A_{i}$, and the possible error made near the origin will have little consequence on the flux at important energies. Therefore (16) will be used in all cases.

The convergence of the series in (16), of great importance in the present context, has been little disoussed ${ }^{12}$. For a free gas with small $\mu, M_{1}$ and $M_{2}$ are of order $\mu_{0}$ while higher moments are of order $\mu^{2}$. Thus (16) converges over a wide energy range for a heavy free gas. But in general the $(n!)^{-1} M_{n}(x, T)$ are all comparable in magnitude for $x \leqslant 3$, and are proportional to $x^{n}$ for large $x$. The convergence then depends on the $(n)$, which have to be assessed in each particular problem. For example, for fluxes having a $" 1 / \mathrm{E}$ tail", the $\psi^{(n)}$ are all equal in the "tail", so that (16) fails at these energies, independently of the magnitude of the "tail". If the flux may be fitted accurately at thermal energies by a Maxwellian distribution with effective temperature $T_{n}$, then

$$
\begin{equation*}
\Psi^{(n)}(x)=\left(\frac{T_{n}-T}{T_{n}}\right)^{n} \Psi(x) \tag{18}
\end{equation*}
$$

and the requirement for rapid convergence is that $T_{n}-T \ll T_{n}$. In general, one may expect the $\Psi^{(n)}$ to converge at thermal energies when the flux deviates little from a Maxwellian at moderator temperature, that is, when leakage and absorption are small in slowing down problems or when an eigenfunction expansion converges rapidly.
$P(x)$ may be computed from (16), but a more direct method is to
apply the "moments expansion" to $q$, equation (4), giving

$$
\begin{equation*}
q(x)=\sum_{n=1}^{\infty} \frac{1}{n!} F_{n}(x, T) \Psi^{(n)}(x) \tag{19}
\end{equation*}
$$

with

$$
F_{n}(x, T)=\int_{0}^{x} d y \int_{x}^{\infty} d z \sum_{s}(z \rightarrow y, T) M(z)\left[(z-x)^{n}-(y-x)^{n}\right]
$$

The $F_{n}$ are connected by the recurrence relation $F_{0}(x)=0$,

$$
F_{n}(x, T)=\int_{0}^{x} d y\left[-n F_{n-1}(y, T)+M(y) M_{n}(y, T)\right]
$$

For large $x, F_{n}(x, T) \propto(-x)^{n+4} e^{-x}$. Equating (19) to $Q_{A} \varnothing$ gives immediately

$$
\begin{equation*}
P(x)=P_{1}(x, T)+\sum_{n=2}^{\infty} P_{n}(x, T) \Psi^{(n)}(x) / \Psi^{(1)}(x) \tag{20}
\end{equation*}
$$

where

$$
P_{n}(x, T)=\frac{1}{n!} x^{-2} e^{x} F_{n}(x, T)
$$

Thus $P(x)$ is independent of the problem whenever the sumation in (20) is negligible. It is unfortunate that this criterion for the applicability of the G.H.F.G. theory depends on the particular problem. All that can be said in general is that the convergence of (20) is similar to that of (16), since the $P_{n}(x, T)$ have properties similar to the $(n!)^{-1} M_{n}(x, T)$. (For a heavy free gas, $P_{f}=\xi \Sigma_{f}, P_{2}=0$, and the higher $P_{n}$ are proportional to $\mu^{2}$ ). Thus one may expect the criterion to be satisfied for $x \lesssim 3$ whenever $A(x)$ is small relative to $\Sigma_{s}$. In general, the criterion is more restrictive than that at high energies. However, the examples in later sections will show that many problems of practical
interest may be solved sufficiently accurately by using only the first term of (20).

For this class of problems and $x<3$,

$$
\begin{equation*}
P(x)=P_{1}(x, T)=x^{-2} e^{x} \int_{0}^{x} y e^{-y} M_{1}(y, T) d y \tag{21}
\end{equation*}
$$

The scattering law enters the problem only through the first moment. For a free gas both $M_{1}$ and $P_{1}$ are analytic functions (Appendix C). The evaluation of $M_{1}$ for a bound system is very laborious. The "incoherent gaussian" approximation ${ }^{13}$ for the calculation of $\Sigma_{s}(x+y)$ is generally accurate enough for this purpose. Then $M_{1}(x)$ and $\vdash_{1}(x)$ are given by a single integration over a rational function of $w(t)$, the width function, which is related to the phonon spectrum $\rho(\beta)$ by ${ }^{13}$

$$
\begin{equation*}
w(t)=\int_{0}^{\infty} \frac{\rho(\beta)\left[\cosh \frac{\beta}{2}-\cos \beta t\right]}{\beta \sinh \frac{\beta}{2}} d \beta \tag{22}
\end{equation*}
$$

(See Appendix C.) Thus there is a direct connection between $\rho(\beta)$ and $P_{1}(x)$. Because of the double integration, details of $\rho(\beta)$ are less unimportant, and an approximate form of the phonon spectrum suffices.

Figures 1 and 2 illustrate $p_{1}(x)$ for graphite and water, using for each a free gas and a bound model. The first monents for the latter were calculated ${ }^{14,15}$ by a combination of the "phonon expansion" and "short collision time" methods, rather than via the width function (22). Several important features should be noted.
(i) For a free gas $p_{1}(x)$ differs from unity, reflecting the approximations of the H.F.G. theory. Hurwitz et al. ${ }^{\circ}$ showed that this theory is incorrect for $\mathrm{x} \leqslant \mu$, with errors of order $\mu^{2}$ (or $\mu$ in the present context) for other $x$. This is clear in Figures 1 and 2. In fact, for small $x$,
$p_{1}(x) \propto(x / \mu)^{-\therefore}$. Equation $(C, 5)$ shows that $p_{1}(x)$ becomes unity as $\mu$ vanishes, for all x. Relative to a free gas, the H.F.G. theory gives more binding, at very low $x$ and less at higher $x$. Generally the offect is to harden the thermal neutron spectrum, as observed by Sobrino and Clark for hydrogen ${ }^{90}$.
(ii) The effect of cherical bindine is simply to reduce the magnitude of the effective moderating power. This is illustrated in Figure 3, which shows the " $p_{1}$ ratio", the ratio of the bound $p_{1}$ to the free $p_{1}$, for graphite, using several Dehye models $(\theta / T=1.1,2.7,4.0)^{16}$ and the Egelstaff model (at $300^{\circ} \mathrm{K}$ ). The latter is dicussed by Macdougall (this conference). Assuming graphite to be isotropic, Egelstaff fitted the data frorn the Chalk River scattering law experiment approximately by the use of a phonon snectrum $\rho(\beta)$ proportional to $\beta$ for $0 \leqslant \beta \leqslant 0.0253 \mathrm{ev}$, and constant for $0.0253 \leqslant \beta \leqslant 0.1771 \mathrm{ev}=2050^{\circ} \mathrm{K}$.

Figure 3 shows thet the effects of chemical binding on the neutron spectrum should be negligible when the moderator physical temperature $T>\theta$, even though the free gas spectrum $\rho(\beta)=\delta(\beta)$ differs greatly from the bound $\rho(\beta)$. In the presence of strong binding, $T \ll \theta$, the form of $\rho(\beta)$ may be more important. For example, it is seen that for $T=300^{\circ} \mathrm{K}$ the Egelstaff model and Debye model ( $\theta=4 \mathrm{~T}=1200^{\circ} \mathrm{K}$ ) give nearly the sane $p_{1}$ ratio at thermal energies, but differ at higher energies (the Egelstaff values beine less bechuse of the relatively harder phonon spectrum). However, the main difference between the models is in the temperature dependence of $n_{i}(x)(\operatorname{Section} 8(i))$.

The influence of absorption on $p(x)$ is shown in Figure 1 (short dashes), where the $p_{2}$ term of (20) has been added. This term was
evaluated for a Debye $(\theta=4 \mathrm{~T})$ model, $\Psi(\mathbf{2}) / \Psi(1)$ being taken from the $293^{\circ} \mathrm{K}$ Calder Hall spectrun measured by Coates et al. ${ }^{6}$. The effective $\Delta$ In this case is approximately 0.75 , and the correction is about 120 Thus $P(x)$ is more sensitive to absorption at low energies then at high.

## 5. $P(x)$ at Intermediate Energies

In considering the joining of $p_{4}$ and $p_{0}$ it is of interest to examine the high energy expansion of $p_{1}$, derived from the asymptotic form of $M_{1}(x)$ in Appendix $C$.

$$
\left.\begin{array}{rl}
P_{1}(x)= & \frac{2 \mu}{(1+\mu)^{2} \xi}\left\{1+\left[2-(2-\mu) \frac{\bar{T}}{T}\right] \frac{1}{x}\right. \\
& +\left[2-(2-\mu) \frac{\bar{T}}{T}+\frac{1}{8}(1+\mu)\left(1+\frac{1}{3} \mu\right) \frac{B_{a v}}{T^{2}}-\frac{4}{15} \mu\left(1+\frac{1}{4} \mu\right)\left(\frac{K^{2}}{T^{2}}\right)_{a v}\right] \frac{1}{x^{2}}+o\left(\frac{1}{x^{3}}\right) \\
(23)
\end{array}\right\} .
$$

Its limiting value varies from 0.50 for hydrogen to 0.90 for graphite and unity for a heavy moderator. The first two terms within brackets are identical to the leading terms of $p_{0}(x)$. The third term differs in form but little in value (less than 0.015 at $x=10$ for all models considered). Thus, for a heavy moderator, $p_{1}(x)$ is a good approximation for $p(x)$ at high and low energies, and may be used as a generalization of the H.F.G. theory to include chemical binding at all energies.

For many practical moderators this is too approximate. However, no analytical method for determining $P(x)$ at intermediate energies has been found. Fortunately, these are the very energies for which the flux in slowing dom problems is insensitive to $P(x)$ (Section 7 (i)), although this is not true for many eigenvalue problens (Section 11). If $p(x)$ can be determined for a free gas, then the $p_{1}$ ratio, which is correct at high and low energies, may be used for interpolating
approximately between $p_{1}$ and $p_{0}$ for bound moderators. Using (10), $p(x)$ for a free gas may be calculated from the numerical solution of the infinite medium Boltzmann equation for small $\frac{1}{V}$ absorption, for example. No results are yet available. It is expected that the calculated $p(x)$ will be insensitive to small absorption, as are $p_{1}$ and $p_{0}$. $A$ rough estimate of $p(x)$ for graphite and hydrogen is shown in Figures 1 and 2 (long dashes). Using these values and the $p$, ratio, the $p(x)$ curves for the Egelstaff and Nelkin models were interpolated and are shown in the same Figures.

The criteria used at high and low energies for determining which problems may be solved by the G.H.F.G. theory, now completely specified, may be used alsc as a guide at intermediate energies.

## 6. The Integral Equation

The G.H.F.G. equation (9) may be rewritten as the integral equation

$$
\begin{equation*}
\phi(x)=M(x)\left[1+\int_{0}^{x} \frac{e^{z} \underline{q(z)}}{z^{2} P(z)} d z\right] \tag{24}
\end{equation*}
$$

with $q$ given by (6). This form is well suited for iterative methods of solution, and for qualitative discussions of the sensitivity of neutron spectra to $P(x)$. It is a generalization to include chemical binding of the H.F.G. integral equation derived by Hurwitz et al. ${ }^{\circ}$.

## 7. Sensitivity of Infinite Medium Spectra to Scattering Law

(i) Sensitivity Function

Egelstaff" has discussed the use of "sensitivity functions" to dis?lay the sensitivity of neutron spectra to the scattering law. For a weakly aiosorbing infinite medium he has recommended a function first
proposed by Horowitz and Tretiakoff ${ }^{17}$. The spectrum is written as a Maxwellian plus perturbation.

$$
\begin{equation*}
\phi(x)=M(x)+2 r E(x) \tag{25}
\end{equation*}
$$

$E(x)$ is a function tending to $\frac{1}{x}$ for large $x$, and $r$ measures the strength of the "tail". Egelstaff determines $E(x)$ by requiring that the total neutron density should be accounted for by the Maxwellian. In general, this means that for the same number of neutrons slowing dow, but different scatiering laws, $r$ assumes different values. The authors believe that $E(x)$ would be a more genuine sensitivity function if the Maxwellian accounted instead for the total absorption, giving equal $r$ values for all laws. For $\frac{1}{v}$ absorbers the prescriptions are identical. For weak absorption, the relationship between $E(x)$ and $P(x)$, or the scattering law, may be derived readily by solving the integral equation (24) by interation. The first interate is sufficient, and is obtained by setting $\varnothing$ equal to $M$ in $q$ on the R.H.S. Hurwitz et al. ${ }^{\circ}$ have discussed this solution in the special case $P(x)=2 \mu \Sigma_{f}$ (H.F.G.) and $\sigma_{a}(x)=\sigma_{a 0} x^{-\frac{1}{2}}$. Using their notation, and the same cross section for the purpose of illustration, the flux may be written

$$
\begin{equation*}
\phi(x)=M(x)+A \frac{\Delta}{4} \frac{H(x)}{x}, \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
H(x)=x^{2} e^{-x} \int_{0}^{x} d z \frac{2 \mu \sum_{f} e^{z}}{P(z) z^{2}} \int_{0}^{z} d t t^{1 / 2} e^{-t} \tag{27}
\end{equation*}
$$

A is inserted to conserve neutrons, and has the value

$$
A=\left(1-\frac{W \Delta}{2 \pi^{1 / 2}}\right)^{-1},
$$

where

$$
W=\int_{0}^{\infty} x^{-3 / 2} H(x) d x
$$

This is a valid renormalization only for small $\Delta W$. The sensitivity function for the solution (26) is easily found to be

$$
\begin{equation*}
2+E(x)=\frac{\Delta}{4}\left[\frac{H(x)}{x}-\frac{2 W}{\pi^{1 / 2}} M(x)\right] \tag{28}
\end{equation*}
$$

An inspection of (27) shows that $H(x)$ is sensitive to $P(x)$, and hence $M_{i}(x)$, at low $x$; becomes insensitive to $P(x)$ at intermediate energies $4 \leqslant x \leqslant 8$; and is sensitive to $P(x)$ at high energies because of the $e^{\mathbb{Z}}$ factor. $W$ is most sensitive to $P(x)$ for low $x . E(x)$ is determined by $W$ at small $x$, and by $H(x)$ at intermediate and high $x$. One may conclude that the most important aspects of the scattering law for slowing down spectra in media of weak absorption (or leakage) are $\bar{T}$ and the low $x$ values of $M(x)$.

As an example, a comparison is made between the H.F.G. theory and a Debye theory, taking $P(x) / 2 \mu \Sigma_{f}$ as unity, and as the $p_{1}$ ratio for a Debye solid of mass 12 and $\theta=4 T$ (see Figure 3), respectively. The latter is an approximate model for graphite at room temperature. Figure 4 shows $H(x)$ in each case, the H.F.G. result being taken from reference 8. $\Delta$ was chosen as 0.1. The two values of $W$ are 2.83 and 7.63. The large differences in $H$ are roflected also in $2 \mathrm{rE}(x)$, plotted in Figure 5, which demonstrates the importance of chemical binding to spectra in graphite. Each model gives the same flux at $x \sim 2$ a result observed also by

Clendenin ${ }^{10}$ for spectra in freegases over a wide range of atomic mass. The present results are in great contrast to the two examples of $E(x)$ shown by Egelstaff.

## (ii) Absorption Heating

In many problems the flux may be fitted to a good approximation at thermal energies by a displaced "axwellian of effective temperature $T_{n}$. A simple relationship may be found between $T_{n}$, absorption, and scattering law.

Using (16) and (18)

$$
\frac{\sum_{a}(k T)}{M_{1}(k T)}=\sum_{n=1}^{\infty} \frac{M_{n}(k T)}{n!M_{1}(k T)}\left(\frac{T_{n}-T}{T_{n}}\right)^{n}
$$

For small absorption one finds

$$
\begin{equation*}
T_{n} \simeq T\left(1+\frac{\sum_{a}(k T)}{M_{4}(k T)}\right) \tag{29}
\end{equation*}
$$

As noted earlier, the coefficients in the above series are of order unity. If they were exactly unity, the series may be summed, and (29) is obtained exactly. Thus (29) is also valid for stronger absorption. This useful approximation has been confirmed for many calculated spectra fitted in the range $\frac{1}{4} \varsigma \times \infty 3$. It is clear that the shift in effective temperature is sensitive to chemical binding, being for example two and a half times as large for a Debye model $(\theta=4 T)$ as for a free gas model for graphite at room temperature.

For a H.F.G. (29) gives

$$
T_{n} \simeq T\left(1+0.50 \frac{\Sigma_{a}(k T)}{\mu \Sigma_{f}}\right)
$$

Cohen ${ }^{12}$, using an approximate analytical method, found a coefficient of 0.60, while Coveyou et al. ${ }^{19}$, using Monte Carlo techniques, found a value 1.1 over a wide range of $\mu$. (An inspection of their results for the hecvier gases only, Table I of reference 12, shows the coefficient is closer to 0.8. This result is probably too high as the flux was fitted over the range $0 \leqslant x \leqslant 3.6$, which is too long in view of the strong absorption used.)

## 8. Experimental Determination of $P(x)$

Using a time-of-flight technique, Coates and Gayther ${ }^{6}$ have measured the neutron spectrum in a graphite moderated (Calder Hall) lattice, and Beyster et al." the snectrum in a homogeneous "poisoned" water assembly. Their results will be used in (10) to find an experimental $P(x)$, which is then compared with theory.

## (i) Graphite

The spectrum was measured at the boundary of the lattice pitch. This flux was converted into a mean moderator flux $\bar{\varnothing}(x)$ by multiplying it by the ratio of mean to boundary flux derived numerically from a multigroup heterogeneous calculation for the same cell using the machine code mentioned in the Introduction. (This ratio is insensitive to scattering model.) $\bar{q}$ was found from (6) using $\Sigma_{a e}(x)+D_{g} B_{m}^{2}$ for $A(x)$. Here the effective absorption is

$$
\sum_{a e}(x)=\sum_{a g \circ} x^{-1 / 2}+\sum_{a f}(x) \frac{V_{f} \bar{\phi}_{f}(x)}{V_{g} \bar{\phi}(x)}
$$

which is rigorous when diffusion theory is used in the moderator. $\mathcal{E}_{\text {ago }}$ is the $220^{\circ}$ mo'sec. absorption cross-section for graphite, $V$ is volume, $f$ st. nds for fuel. The fuel absorption was taken fron BNL $325 . \quad \mathrm{DB}_{\mathrm{m}}^{\mathbf{2}}$
has the value $0.0002 \mathrm{~cm}^{-1}$. An aporoximate value of $\bar{\varnothing}_{f} / \bar{\phi}$ was found from the machine calculation mentioned above. It sas found that the calculated $\bar{q}$ at 5 ev was within $1 \%$ of the number of neutrons slowing down at 5 ev in the measured spectrum, both at $293^{\circ} \mathrm{K}$ and $594^{\circ} \mathrm{K}$. This shows that the problem has been reduced satisfactorily to an infinite medium problem.

The experinentally determined values of $\mathrm{p}(\mathrm{x})$ at $293^{\circ} \mathrm{K}$ and $594^{\circ} \mathrm{K}$ are illustrated in Figure 6. Estimated errors are indicated. Very little value can be attached to the results at intermediate energies because of the insensitivity of the flux at these energies to $p(x)$ (Section 7 (i)), resulting in a large cancellation in the denominator of (10), which magnifies the experimental errors. The theoretical (Egelstaff) curve at $300^{\circ} \mathrm{K}$ is also shown, reproduced from Figure 1.

At high energies $20<x<200$ it was found by a least squares fit to the experimental data that

$$
\overline{\bar{T}}=2.07,2930 \mathrm{~K},
$$

with a standard deviation of $\pm 0.5$. The Egelstaff phonon spectrum gives 2.06 and 1.29 respectively, in good agreement. If a Debye model were used, the corresponding effective temperature would be $\theta=5.18 \mathrm{~T}=1518^{\circ} \mathrm{K}$ and $\theta=2.24 \mathrm{~T}=1330^{\circ} \mathrm{K}$. The Krumhansl Brooks model gives ${ }^{3} 2.36$ and 1.43, thus predicting too much binding.

At thermal energies the Egelstaff model again gives good agreement at room temperature, particularly when absorption corrections are made to $p(x)$. A Debye model would fit the experimental results with $\theta=4 T=1172^{\circ} \mathrm{K}$ for room temperature, and $\theta=2.2 \mathrm{~T}=1307^{\circ} \mathrm{K}$ for the higher temperature. The Krumhansl Brooks model predicts nearly twice too much binding (not illustrated).

It is clear that a single Debye temperature will not fit all the experimental results.

The two converted experimental spectra may be fitted accurately by di splaced Maxwellian fluxes, with $\frac{T_{n}}{T}=1.191$ at $293^{\circ} \mathrm{K}$ and 1.079 at $594^{\circ} \mathrm{K}$. These values may be compared with the formula (29). For a free gas of mass 12 , the corresponding values are 1.080 and 1.064 , while the Egelstaff model gives 1.203 and 1.081 respectively. The latter is again in good agreercent.

Macdougall (this conference) has calculated these two spectra using the Egelstaff model and finds a good fit with experiment, in confirmation of the above analysis.
(ii) Water

The experimental spectrum ${ }^{7}$, with 3.15 barns of $\frac{1}{v}$ absorber per hydrogen atom, was used to calculate $p(x)$. The result is shown in Figure 2. Again the sensitivity of $p(x)$ to the experimental errors at intermediate energies is apparent. Nelkin's theory is in agreement, within experimental error, for $x>1$. At smaller $x$ it is evident that $M_{i}(x)$ is overestimated by the Nelkin theory. Since the experimental $\%(x)$ was linear for $0.1<x<1$, this discrepancy cannot be accounted for by absorption corrections to the theoretical $p_{1}(x)$. Rather, it is probably due to the neglect of molecular translational impedance in the model. Using the linearity of $\Psi(x), M_{i}(x)$ may be deduced directly from the experimental results. It is found that for $x<1$,

$$
M_{1}(x)=9.3 x^{-1 / 2}(1+0.34 x+\cdots)
$$

## Nelkin gives ${ }^{14}$

$$
M_{1}(x)=11.4 x^{-1 / 2}(1+14.5 x+\ldots),
$$

for $x<0.1$, while for free hydrogen,

$$
M_{1}(x)=22.9 x^{-1 / 2}\left(1-\frac{1}{3} x+\cdots\right),
$$

for $x<0.5$.
It is clear from Figure 2 why the H.F.G. model gives a better description of water spectra than the free gas model. At both hieh and low energies it effectively accounts for some binding. The research of Sobrino and Clark ${ }^{\circ 0}$ confirms this conclusion.

## 9. Lattice Calculations - $n f$

A ouantity of importance in reactor calculations is $\eta f$, the number of fission neutrons produced at thermal energies per neutron slowing down in a reactor lattice cell past some reference energy. It is of interest to know the sensitivity of $\eta f$ to the moderator scattering law. To illustrate this, the neutron spectrum in a graphite moderated (Calder Hall) lattice cell was computed using the G.H.F.G. theory, diffusion theory in the moderator, and a "blackness" boundary condition on the fuel surface. Three models of graphite were used; the H.F.G. of mass 12 , and the experimental $P(x)$ for $293^{\circ} \mathrm{K}$ and $505^{\circ} \mathrm{K}$ (characteristic operating moderator temperature). The latter $P(x)$ was derived by interpolation from the (smoothed) experimental curves. Irradiations of 0 and $400 \mathrm{MND} / \mathrm{Te}$ were considered. The threshold enerey was 0.9 ev . Sixtyfour energy mesh points were used.

The standard fuel absorption cross-sections were taken from BNL 325 (Seoond Edition, July, 1958). To test the sensitivity of $\eta f$ to experimental inaccuracies in the fission cross-sections, three sets of these were used: ( $\alpha$ ), as computed from the measured $\alpha$-ratios (of capture to fission) given in BNL 325, Supplement No. 1 to Second Edition, January 1960, and the standard capture cross-section; $(\beta)$, the same, but aratios taken from the 1958 edition; ( $y$ ), as read directly from the fission cross-section curves of the 1958 edition.

The results are shown in Table 1 below. They may be compared
TABLE 1

| Model | M ${ }^{\text {d }} / \mathrm{Te}$ | $\mathrm{T}^{\circ} \mathrm{K}$ | TA |  | $\gamma$ | Temperature Coefficient$\mathrm{mn} /{ }^{\circ} \mathrm{c}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gas | 0 | 293 | - | - | 1.2222 | - | - | -5.12 |
|  | 0 | 505 | 1.2359 | 1.2210 | 1.2106 | -3.63 | -3.13 | -2.65 |
|  | 400 | 505 | 1.2570 | 1.2439 | 1.2394 | +2.01 | +2.57 | $+3.00$ |
| $\begin{gathered} P(x) \\ \text { Experimental } \end{gathered}$ | $\text { al } 0$ | 293 | - | - | 1.2211 | - | - | -5.64 |
|  | 0 | 505 | - | - | 1.2098 | - | - | -2.49 |
|  | 400 | 505 | - | - | 1.2314 | - | +3.24 | +3.91 |

directly with the calculations of Macdougall (this conference) on the same system, but using the Winfrith DSN code. In absolute value the $\eta_{f}$ differ by a few per cent, reflecting the absence of the canning material in the present calculations. In passing from a gas to a bound model at zero irradiation, 7 ff drops by $0.09 \%$ at $293^{\circ} \mathrm{K}$ and by $0.06 \%$ at $505^{\circ} \mathrm{K}$, in good agreement with Macdougall. This change is negligible for reactor calculations. However, at the higher irradiation, the drop is $0.655^{\circ}$, which is important to this type of reactor. The
explanation is that the $\alpha$-ratio of $U^{235}$ has nearly a zero energy gradient, but that for $\mathrm{Pu}^{239}$ a steep positive gradient. Thus, hardening of the spectrum due to the influence of chemical binding is important when Pu is present, but not in virgin fuel.

The Table shows that uncertainties in cross-sections may affect $\boldsymbol{\eta f}$ by about $\pm{ }^{ \pm} 9^{\circ}$, which is as large as the binding effects.

## 10. Temperature Coefficients of $\eta f$

The above cases were recalculated with the moderator temperature raised by $100 c^{\circ}$. $\frac{1}{\eta f} \frac{d \eta f}{d T}$ was estimated from the difference in $\eta f$ (and strictly refers to a temperature $50 C^{\circ}$ above the temperature shown in the Table). The results are given in Table 1 , in units of mn ${ }^{\circ} \mathrm{C}$ $\left(10^{-}{ }^{\circ}{ }^{\circ} \mathrm{C}\right)$. At zero irradiation the coefficients agree very well with Macdougall's (when calculated over the same temperature range), and the difference in the coefficient due to binding is also comparable. It is seen that chemical binding can change the coefficient by up to $1 \mathrm{~mm}{ }^{\circ} \mathrm{C}$, which is not serious for reactor control. The uncertainties in the coefficient due to possible inaccuracies in the cross-section data are about the same size. As with $\eta f$, the latest data gives the most optimistic estimate.

Temperature coefficients associated with the minor moderetors in the lattice, such as the fuel and canning material, are very sensitive to the scattering law of these materials, especially if they are closel: associated with the fuel. It has been found in many calculations that these temperature coefficients are roughly proportional to the average value of $P(x)$ in the thermal region.

## 11. Eigenfunctions

The G.H.F.G. operator $L_{A}$ has been determined in terms of the scattering law in previous Sections. The eigenfunctions $\emptyset_{n}$ and eigenvalues $\lambda_{n} \xi_{f} \Sigma_{f}$ of this operator are defined by the equation

$$
\begin{equation*}
\frac{d}{d x} p(x)\left(x \frac{d}{d x}+x-1\right) \phi_{n}(x)=-\lambda_{n} \phi_{n}(x) . \tag{30}
\end{equation*}
$$

It is of interest to know whether these will be good approximations to the eigenfunctions and eigenvalues of L .

For a H.F.G. $(p=1)$ the $\phi_{n}$ are the generalized Laguerre functions $M(x) L_{n}^{(1)}(x)$ and $\lambda_{n}=n$. The solution of (30) may be expanded over the complete set $\mathbb{M}(x) L_{n}^{(1)}(x)$.

$$
\begin{equation*}
\phi_{n}(x)=\sum_{m=1}^{\infty} a_{m}^{n} L_{m}^{(1)}(x) M(x) . \tag{31}
\end{equation*}
$$

$\phi_{0}=M(x)$. The $L_{m}^{\left(q_{1}\right)}(x)$ are polynomials of degree $m$ in $x$. Referring to equation (20) it is clear that the solutions of (30) will be good approximations only when the $a_{m}^{n}$ for $m \geqslant 2$ are negligible. Thus second and higher eigenfunctions of $L$ are likely to be friven inaccurately by (30). In fact, (30) will be useful only for those first eigenfunctions which have a predominant $L_{1}^{(1)}$ component. Now, for free hydrogen, $\left|a_{2}^{1}\right|$ is about one-half of $a_{i}^{\prime}$. Therefore (30) must be restricted to heavy moderators. Also, chemical binding must be "weak", since it increases $\left|a_{2}^{1}\right|$. In practice it has been found that $\phi_{1}$ and $\lambda_{1}$ may be obtained with sufficient accuracy from (30) for the heavier practical moderators, such as beryllium and praphite. For other eigenvalue problems the G.H.F.G. theory has not been found useful.

A few remarks should be made about the sensitivity of $\lambda_{1}$ to the
scattering law. In general the $\lambda_{n}$ are solutions of the determinantal equation

$$
\begin{equation*}
\left|b_{m n}-\lambda \delta_{m n}\right|=0 \tag{32}
\end{equation*}
$$

obtained from (31) and (30). Here

$$
\begin{equation*}
b_{m n}=\frac{1}{(n+1)(\overline{n+1}!)^{2}} \int_{0}^{\infty} x^{2} e^{-x}\left[\frac{d}{d x} L_{m}^{(1)}(x)\right] p(x)\left[\frac{d}{d x} L_{n}^{(1)}(x)\right] d x . \tag{33}
\end{equation*}
$$

Restricting attention to the heavier moderators, it is sufficient to truncate (32) to

$$
\left|\begin{array}{cc}
b_{11}-\lambda & b_{12}  \tag{34}\\
b_{21} & b_{22}-\lambda
\end{array}\right|=0
$$

For these moderators $b_{12}$ is generally small so that $\lambda_{1}$ has the approximate value

$$
\begin{equation*}
\lambda_{1} \simeq b_{11}+\frac{6 b_{21}^{2}}{b_{11}-b_{22}} \tag{35}
\end{equation*}
$$

It can easily be shown that $b_{11}$ is one quarter of the Maxwellian averaged second moment. $\quad b_{21}$ and $b_{22}$ are more complicated averages over $M_{2}(x)$ and $M_{4}(x)$.

Table 2 gives values of $\lambda_{1}$ calculated from (34) and (35) for several models of graphite and beryllium. The $b_{i j}$ were derived from (33), using the appropriate $p(x)$ curves from Figures 1 and 6 for graphite, and similar curves for beryllium. $b_{11}$ is also tabulated. It is seen that $b_{19}$ generally overestimates $\lambda_{1}$ by only a few per cent. $\lambda_{1}$ is very sensitive to the scattering law.

The G.H.F.G. has been quite successful in solving problens

| Model | $\mathrm{b}_{1}$, | Exact (34) - Approximate (35) |  |
| :--- | :--- | :--- | :--- |
| Be, free gas | 0.961 | 0.960 | 0.960 |
| Be, Debye $(\theta=2.7 \mathrm{~T})$ | 0.689 | 0.657 | 0.656 |
| Graphite, free gas | 0.969 | 0.969 | 0.969 |
| Graphite, Experimental $\left(293^{\circ} \mathrm{K}\right)$ | 0.491 | 0.452 | 0.450 |
| Graphite, Experinnental $\left.594^{\circ} \mathrm{K}\right)$ | 0.747 | 0.740 | 0.740 |

involving non-absorbing differentially heated media (Kottwitz type of problem). $\lambda_{1}$ is then the rethermalization cross section. This work will be reported elsewhere.
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Appendix A
The coefficients in equation (11) are the following functions of $\mu$, derived from equations (2) and (3) of reference 1.

$$
\begin{aligned}
& a_{1}(\mu)=\frac{1+\mu}{1-\frac{1}{3} \mu} \\
& 2_{2} \Delta(\mu)=\frac{1}{2} \frac{(1+\mu)^{3}}{1-\frac{1}{3} \mu} \\
& a_{3} \Delta(\mu)=\frac{1}{6} \frac{(1+\mu)^{6}}{\left(1-\frac{1}{3} \mu\right)\left(1+\frac{1}{3} \mu+\frac{1}{3} \mu^{2}-\frac{1}{15} \mu^{3}\right)} \\
& b_{1 \Delta}(\mu)=\frac{19}{6} \frac{\left(1+\frac{2}{3} \mu-\frac{10}{57} \mu^{2}-\frac{7}{57} \mu^{4}+\frac{2}{57} \mu^{5}\right)}{\left(1-\frac{1}{3} \mu\right)\left(1+\frac{1}{3} \mu+\frac{1}{3} \mu^{2}-\frac{1}{15} \mu^{3}\right)} \\
& a_{\Delta \Delta}(\mu)=\frac{1}{24} \frac{(1+\mu)^{10}}{\left(1-\frac{1}{3} \mu\right)\left(1+\frac{1}{3} \mu+\frac{1}{3} \mu^{2}-\frac{1}{15} \mu^{3}\right)\left(1+\frac{2}{3} \mu+\mu^{2}\right)} \\
& b_{2}(\mu)=\frac{1}{24} \frac{(1+\mu)^{3}\left(55+\frac{23}{3} \mu+\frac{136}{3} \mu^{2}-\frac{266}{15} \mu^{3}+\frac{121}{15} \mu^{4}(1-\mu)+\frac{22}{15} \mu^{6}\right.}{\left(1-\frac{1}{3} \mu\right)\left(1+\frac{1}{3} \mu+\frac{1}{3} \mu^{2}-\frac{1}{15} \mu^{3}\right)\left(1+\frac{2}{3} \mu+\mu^{2}\right)} \\
& d(\mu)=6 \frac{\left(1-\frac{1}{2} \mu\right)\left(1-\mu+\mu^{2}-\frac{1}{3} \mu^{3}\right)}{\left(1+\frac{2}{3} \mu+\mu^{2}\right)} \\
& e(\mu)=\frac{8}{3} \frac{\mu\left(1-\frac{3}{8} \mu+\frac{3}{20} \mu^{2}+\frac{1}{40} \mu^{3}\right)}{\left(1+\frac{2}{3} \mu+\mu^{2}\right)} \\
& f(\mu)=\frac{5}{8} \frac{(1+\mu)\left(1-\frac{1}{3} \mu+\frac{1}{3} \mu^{2}+\frac{1}{15} \mu^{3}\right)}{\left(1+\frac{2}{3} \mu+\mu^{2}\right)}
\end{aligned}
$$

The $\alpha, \beta$, and $y$ of equation (12) are derived from the above
functions by the following relations:

$$
\begin{aligned}
a_{1 \Delta} & =a_{1} \Delta-\frac{2 \mu}{\xi} \\
a_{2} \Delta & =a_{1} \Delta\left[a_{1 \Delta}-\frac{\mu}{\xi}-\frac{a_{1} \Delta}{a_{1} \Delta}\right] \\
a_{3 \Delta}= & a_{2} \Delta a_{1} \Delta-\alpha_{1} \Delta a_{2} \Delta+a_{3 \Delta}-\frac{2}{3} a_{2} \Delta \frac{\mu}{\xi} \\
& -645-
\end{aligned}
$$

$$
\begin{align*}
& \beta_{1 \Delta}=-(2-\mu)\left(a_{1 \Delta}+a_{1 \Delta}+\frac{2}{3} \frac{\mu}{\xi}\right)+b_{1 \Delta}  \tag{4}\\
& \gamma_{1 \Delta}=2\left(a_{1 \Delta}+a_{1 \Delta}\right)-\frac{5}{2} a_{1 \Delta}  \tag{5}\\
& a_{\Delta \Delta}=a_{3} \Delta_{1} a_{1}-a_{2 \Delta} a_{2} \Delta-a_{\Delta \Delta}+a_{3 \Delta}\left(a_{1 \Delta}+\frac{1}{2} \frac{\mu}{\xi}\right)  \tag{6}\\
& \beta_{a} \Delta \tag{7}
\end{align*}
$$

## Appendix B

The quantities $T, B_{a v},\left(K^{2}\right)_{a v}$ introduced in equation (11) are related to the phonon frequency spectrum $\rho(x)$ of an isotropic "solid" by ${ }^{1}$

$$
\begin{align*}
& T=\frac{T}{2} \int_{0}^{\infty} \rho(x) x \operatorname{coth}\left(\frac{x}{2}\right) d x  \tag{1}\\
& B_{a v}=  \tag{2}\\
& \left(k^{2}\right)_{a v}=T^{2} \int_{0}^{\infty} x^{2} \rho(x) d x \tag{3}
\end{align*}
$$

Examples of these quantities for some moderators of interest in this paper are given in Table 3 below.

TABLE

Model
$\frac{T}{T} \quad \frac{{ }^{\mathrm{T}}}{\mathrm{av}} \quad\left(\mathrm{T}^{2} \quad\left(\frac{\mathrm{~K}^{2}}{\mathrm{~T}^{2}}\right)_{\mathrm{av}}\right.$

| Graphite (Egelstaff, $\left.300^{\circ} \mathrm{K}\right)$ | 2.063 | 4.394 | 15.96 |
| :--- | :---: | :---: | :---: |
| Water (Nelkin, $\left.293^{\circ} \mathrm{K}\right)$ | 4.345 | 126.09 | 53.63 |
| Debye $(\theta=1.1 \mathrm{~T})$ | 1.065 | 0.726 | 4.253 |
| Debye $(\theta=2.7 \mathrm{~T})$ | 1.33 | 4.374 | 6.633 |
| Debye $(\theta=4.0 \mathrm{~T})$ | 1.68 | 9.60 | 10.58 |

## Appendix C

D. Butler 20 has shown how to calculate $M_{1}(x)$ directly from the width function $w(t)$, equation (22). The basic equations are given in reference 13, hereafter called $I$. The differential cross section $I$ (2.1) is substituted into (17) for $M(x)$. For $S(\alpha, \beta)$ we use the "gaussian" approximation $I$ (3.2). The angular integration is performed readily, followed by a laborious but straightforward energy integration. This leaves a single time integration, and gives finally the desired result,

$$
M_{1}(x)=\frac{(1+\mu)^{2} \sum_{f}}{4(\pi x)^{1 / 2}} \int_{-\infty}^{\infty} d t\left\{\frac{\frac{3}{2}-2 x\left(\frac{1}{2}-i t\right)}{W(t)^{5 / 2}}+\frac{x\left(\frac{1}{2}-i t\right)^{2}}{W(t)^{1 / 2}}\right\} \exp \left[-\frac{x\left(t^{2}+i t-\frac{1}{4}\right)}{W(t)}\right],(1)
$$

where

$$
W(t)=\mu w(t)+\frac{1}{2}-i t
$$

For a free gas $w(t)=t^{2}+\frac{1}{4}$. With this simplification it is possible to integrate (1) by contour integration to give

$$
\begin{equation*}
M_{1}(x)=\frac{\mu \sum_{f}}{4(1+\mu)^{2}(\pi \beta)^{1 / 2}}\left[R(\beta) e^{-\beta}+S(\beta)\left(\frac{\pi}{\beta}\right)^{1 / 2} \operatorname{erf}\left(\beta^{1 / 2}\right)\right], \tag{2}
\end{equation*}
$$

where $\beta=\frac{x}{\mu}$, and

$$
\begin{aligned}
& R(\beta)=4[4-\mu(4+2 \beta)] \\
& S(\beta)=2\left[4+8 \beta+\mu\left(1-4 \beta-4 \beta^{2}\right)\right]
\end{aligned}
$$

The asymptotic expansion of $M_{1}(x)$ is ${ }^{\prime}$

$$
\begin{equation*}
M_{1}(x)=\frac{2 \mu \Sigma_{f} x}{(1+\mu)^{2}}\left[1-(2-\mu) \frac{\bar{T}}{T} \frac{1}{x}+\left\{\frac{(1+\mu)(3+\mu)}{24} \frac{B_{a v}}{T^{2}}-\frac{\mu(4+\mu)}{15}\left(\frac{K^{2}}{T^{2}}\right)_{a v}\right\} \frac{1}{x^{2}}+\cdots\right] . \tag{3}
\end{equation*}
$$

$P_{1}(x)$ is related to $M_{1}(x)$ by (21). Using the form ( 0,1 ) for $M_{1}$, the integration in (21) may be done, giving

$$
\begin{aligned}
x^{2} e^{-x} P_{1}(x)=\frac{(1+\mu)^{2} \sum_{1}}{4(\pi)^{1 / 2}} \int_{-\infty}^{\infty} d t & {\left[\frac{3(\pi)^{1 / 2} i t}{2\left(\mu w(t)+\frac{1}{4}\right)} \operatorname{erf}(\sqrt{\alpha x})\right.} \\
& \left.-x^{1 / 2}\left(\frac{3 i t}{w(t)^{1 / 2}\left(\mu w(t)+\frac{1}{4}\right)}-\frac{x}{\alpha}\right) \exp (-\alpha x)\right],
\end{aligned}
$$

with

$$
\alpha=1-\frac{\left(\frac{1}{2}-i t\right)^{2}}{W(t)}
$$

This simplifies greatly for a free gas, becoming

$$
\begin{aligned}
P_{1}(x) & =\frac{\mu \sum_{f}}{2(1+\mu)^{2}}\left[\left(t+2 t^{3}\right) \frac{2}{\pi^{1 / 2}} e^{-t}+\left(4 t^{4}+4 t^{2}-1\right) \operatorname{er} f(t)\right] \frac{1}{t^{4}} \\
\text { with } t & =\left(\frac{x}{\mu}\right)^{\frac{1}{2}}
\end{aligned}
$$
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The asymptotic thermal neutron spectrum in a graphite moderated lattice at four different moderator temperatures, has been measured at Harwell by Poole et. al. (1). This paper contains the results of a comparison of the measured data, with a calculation utilizing Corngold's asymptotic expansion for an infinite homogeneous medium (2, $\underline{3}$ ).

The flux was calculated (using seven terms in the expansion) with three different models for the phonon frequency distribution in graphite. These include the Debye, KrumhanslBrooks, and the free gas models. The Debye model utilized a Debye temperature of $\frac{1}{3} \theta_{1}+\frac{2}{3} \theta_{2}=2000^{\circ} \mathrm{K}$. The Krumhansl-Brooks model is given essentially by $p_{i}(\omega)=\frac{2 u_{1}}{\theta_{i}{ }^{2}} \quad i=1,2$ where $i=1$ corresponds to the longitudinal vibrations and $i=2$ to the transverse vibrations. Here, $\theta_{1}=1000^{\circ} \mathrm{K}$. and $\theta_{2}=2500^{\circ} \mathrm{K}$. (4).

In comparing the infinite medium calculations with an experiment performed with a finite lattice, consideration must be given to the effects of absorption and leakage. An effective macroscopic absorption coefficient was defined as

$$
\Gamma_{\text {a eff. }}=\frac{\int \Gamma_{0} \Phi_{0} d V_{0}+\int \Gamma_{1} \Phi_{1} d v_{1}}{\int \Phi_{0} d V_{0}+\int \Phi_{0} d v_{1}}=\frac{\Gamma_{1} \frac{\bar{\Phi} 1}{\Phi_{0}} \frac{v_{1}}{v_{0}}}{1+\frac{\bar{\Phi}_{1}}{\bar{\Phi}_{0}} \frac{v_{1}}{v_{0}}}
$$

where subscripts 0 refers to the fuel region, 1 to the moderator region, and $\bar{\Phi}_{1} / \bar{\Phi}_{0}$ is the disadvantage factor. Using monoenergetic diffusion theory to calculate the disadvantage factor, the absorption parameter $\Delta\left(=\frac{2 \Sigma_{a}(T)}{\mu \Sigma_{s}}\right)$ was calculated to be .13 for a moderator temperature $T_{m}=293^{\circ} \mathrm{K}$. a a $\frac{1}{\mathrm{v}}$ dependence in $\Delta$ was assumed for the other temperatures. Leakage was also estimated using monoenergetic diffusion theory. Here, the ratio of leakage to absorption is given by $\frac{D B^{2}}{\Sigma_{a} \text { eff. }}$ which was determined to be .667. Since the $\Sigma_{a}$ eff. is small, the leakage affects the asymptotic flux only slightly and can be neglected. Leakage will also cause a deviation in the flux from $\frac{1}{E}$ in the high energy region (see Corngold and Zamick (ㄷ) ). To a first order of approximation, the deviation from $\frac{1}{E}$ is given by $\frac{1}{1+\frac{D^{2}}{\varepsilon \Sigma_{S}}}$. In this case $\frac{\mathrm{DB}^{2}}{\xi \Sigma_{S}} \approx .025$, E
which is also small enough to be neglected in the calculation. The values of the $\gamma_{\ell}^{p^{+\prime}}$ (which are the parameters in the calculation that contain detailed information about the scattering process and vary with model and temperature) are presented in Table I for the Debye and gas models. These parameters are defined in (3) $\left(\gamma_{1}^{2}\right.$ for example is $\frac{1}{T} \int \alpha \omega p(\omega) \omega \operatorname{coth}$ $\left(\frac{\omega}{2 k T}\right)$ and is simply related to the average kinetic energy of
the oscillators). For the anisotropic Krumhansl-Brooks model, the values of $T$ eff., $\left\langle K^{2}\right\rangle$ av. (the mean of the square of the kinetic energy, and $B_{a v}\left(=\frac{\left\langle^{-}\right.}{6} V\right\rangle$, where $V$ is the potential energy of the nucleus in the inter-atomic force field of all its neighbors) are presented in Table II.

Because some of the $E_{\ell}^{p+t}$ have never appeared explicitly in print, these are presented for convenience in Appendix $A$. The results are displayed in the graphs, which are drawn up in the same manner as the data is presented in (1). There, a best fit Maxwellian, and a cutoff energy between the Maxwellian and the joining region are determined. The Maxwellian is subtracted from the measured flux, leaving what is essentially the joining region. The theoretical curves are obtained by using the same cutoff energies and Maxwellian temperatures as Poole. The Maxwellian was normalized so that its magnitude equaled that of the calculated flux at the cutoff energy. The values of $N$ (the normalization factor in $M(E)=N \frac{E}{T_{n}{ }^{2}} e^{-E / T_{n}}$ ) are listed on the graphs.

The results seem to be in good agreement with experiment, and Poole's observation that the asymptotic region is relatively insensitive to temperature when the curves are
displayed in the above manner, seems to be justified by the theory. Use of the Krumhansl-Brooks model (which is obtained through the use of specific heat data) gives slichtly better agreement than the Debye model (which does not agree with the specific heat data). An appropriate choice of the Debye temperature would yield the experimental value for the specific heat integral.

From the slope of the data points, it would appear that the $1 / E$ region had not been reached in determining the normalization. If this is true, a change in the normalization would improve the agreement with the two crystal models, and increase the difference ketween the free gas model and the data.
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TABLE I - DEBYE MODEL

| $\gamma_{l}^{\mathrm{p}+\tau}$ | $\mathrm{T}=293{ }^{\circ} \mathrm{K}$. | $\mathrm{T}=434^{\circ} \mathrm{K}$. | $\mathrm{T}=519^{\circ} \mathrm{K}$. | $\mathrm{T}=573^{\circ} \mathrm{K}$. |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma_{1}{ }^{2}$ | 5.20 | 3.73 | 3.26 | 3.09 |
| $\gamma_{1}^{3}$ | $2.78 \times 10^{1}$ | $1.27 \times 10^{1}$ | 8.91 | 7.32 |
| $\gamma_{1}{ }^{4}$ | $1.59 \times 10^{2}$ | $5.16 \times 10^{1}$ | $3.11 \times 10^{1}$ | $2.31 \times 10^{1}$ |
| $\gamma_{2}^{4}$ | $8.11 \times 10^{1}$ | $4.17 \times 10^{1}$ | $3.19 \times 10^{1}$ | $2.36 \times 10^{1}$ |
| $\gamma_{2}^{5}$ | $1.45 \times 10^{3}$ | $4.76 \times 10^{2}$ | $2.92 \times 10^{2}$ | $2.17 \times 10^{2}$ |
| $\gamma_{3}{ }^{5}$ | $2.11 \times 10^{3}$ | 7. $30 \times 10^{2}$ | $5.27 \times 10^{2}$ | $4.42 \times 10^{2}$ |

For gas case $\gamma_{p}^{2 p}=\frac{(2 p)!}{(p)!}$, all others $=0$

TABLE II - KRUMHANSL-BROOKS MODEL

|  | $\mathrm{T}=293{ }^{\circ} \mathrm{K}$ | $\mathrm{T}=434{ }^{\circ}$ | $\mathrm{T}=519^{\circ} \mathrm{K}$ | $\mathbf{T}=573^{\circ} \mathrm{K}$ |
| :---: | :---: | :---: | :---: | :---: |
| Teff $/ T$ | 2.42 | 1.77 | 1.55 | 1.49 |
| $\left\langle\mathrm{K}^{2}\right\rangle_{\mathrm{av}}$ | $1.94 \times 10^{6}$ | $2.27 \times 10^{6}$ | $2.43 \times 10^{6}$ | $2.75 \times 10^{6}$ |
| ${ }^{\text {ava }}$. | $2.25 \times 10^{6}$ | $2.25 \times 10^{6}$ | $2.25 \times 10^{5}$ | $2.25 \times 10^{6}$ |

Here $\quad T_{\text {eff. }}=\frac{1}{3} T_{1}+\frac{2}{3} T_{2}$

$$
\begin{aligned}
\mathrm{T}_{\mathrm{i}} & =\frac{1}{2} \int_{0}^{\theta_{i}} \omega \mathrm{p}_{\mathrm{i}}(w) \operatorname{coth}\left(\frac{\omega}{2 T}\right) \mathrm{d} w \\
\mathrm{E}_{\mathrm{av} .} & =\frac{1}{3} \int_{0}^{\theta_{1}} \omega^{2} \mathrm{p}_{1}(w) \mathrm{w} w+\frac{2}{3} \int_{0}^{\theta_{2}} \omega^{2} \mathrm{p}_{2}(w) d u \\
\left\langle\mathrm{~K}^{2}\right\rangle_{\mathrm{av}} & =\frac{3}{4} \mathrm{~T}_{1}{ }^{2}+\mathrm{T}_{1} \mathrm{~T}_{2}+2 \mathrm{~T}_{2}^{2}
\end{aligned}
$$

## Appendix A

$$
\begin{aligned}
& E_{i}^{p+\ell}(s)=\frac{(1+\mu)^{2}}{2} \frac{(1-\mu)^{2 s-p-\ell}}{\mu^{\ell+1}}\left[\frac{\partial^{p+\ell}}{\partial y^{p+\ell}} \int_{-\mu}^{\mu} \frac{d x\left[(\sqrt{y}+x)^{2}-(1-\mu)(y-\mu)\right]^{\ell}}{(\sqrt{y+x})^{2(s-p)+1}}\right]_{y=1} \\
& \mathbf{g}_{0}^{0}=\frac{1-x^{s}}{(1-x) s} \quad \mathbf{E}_{0}^{1}=\frac{1}{(1-x)}\left(x^{s-\frac{1}{2}}-1\right) \quad \mathbf{E}_{0}^{2}=\frac{1}{2(1-x)}\left[(1-\mu)+(2 s-3)-(2 s-3) x^{s-1}-(1+\mu) x^{s-1}\right] \\
& \mathrm{s}_{0}^{3}=\frac{1}{4(1-x)}\left\{\left[3(1+\mu)^{2}+3(2 s-5)(1+\mu)+(2 s-5)(2 s-4)\right] x^{s-\frac{3}{2}}+3(1-\mu)^{2}+3(2 s-5)(1-\mu)+(2 s-5)(2 s-4)\right\} \\
& \mathbf{E}_{1}^{2}=\frac{1}{2 \mu(1-x)}\left[1-x^{s-\frac{1}{2}}\right]-\frac{(2 s-1)}{4 \mu} x^{s-1} \\
& \mathrm{R}_{1}^{3}=\frac{1}{2 \mu(1-x)}\left\{(2 s-2) x^{s-\frac{3}{2}}-(2 s-2)\right\}+\frac{(2 s-3)(2 s-2)}{4 \mu} x^{s-\frac{3}{2}} \\
& \underset{\sim}{\infty} \underset{\sim}{\infty} \quad \mathbf{s}_{1}^{4}=\frac{1}{4(1-x)}\left[6(1-\mu)+\frac{3(2 s-5)}{\mu}+\frac{(2 s-5)(2 s-4)}{\mu}-\left(\frac{6(2 s-5)(2 s-4)}{(1-\mu)}+\frac{3(1+\mu)^{2}}{\mu}+\frac{3(2 s-5)(1+\mu)}{\mu}+\frac{(2 s-5)(2 s-4)}{\mu}\right) x^{s-\frac{3}{2}}-(6(1+\mu)+9(2 s-5)) x^{s-2}\right\} \\
& -\frac{(2 s-5)(2 s-4)(2 s-3)}{8 \mu} \alpha^{s-2}+\frac{3(1-\mu)^{2}}{4 \mu(1-x)} \\
& \mathbf{k}_{2}^{4}=\frac{1}{\mu^{2}}\left\{\frac{1}{(1-x)}\left[1-x^{s-\frac{3}{2}}+(2 s-3)-(2 s-3) x^{s-1}\right]-\frac{1}{2}\left[(2 s-3)(1-\mu) x^{s-2}+(2 s-3)(2 s-2) x^{s-\frac{3}{2}}-\frac{(2 s-3)(2 s-2)(2 s-1) \mu}{(1+\mu)^{2}} \alpha^{s-2}\right]\right\} \\
& \mathbf{E}_{2}^{5}=\frac{1}{2(1-x)}\left[3 x^{s-\frac{5}{2}}+\frac{6}{\mu}(1+\mu) x^{s-2}+\frac{9}{\mu}(2 s-5) x^{s-2}+\frac{3(1+\mu)^{2}}{\mu^{2}} x^{s-\frac{3}{2}}+\frac{3(2 s-5)(1+\mu)}{\mu^{2}} s^{-\frac{3}{2}}+\frac{(2 s-5)(2 s-4)}{\mu^{2}} s-\frac{3}{2}-3-\frac{6(1-\mu)}{\mu}-\frac{3(2 s-5)}{\mu}-\frac{3(1-\mu)^{2}}{\mu^{2}}\right. \\
& \left.-\frac{3(2 s-5)(1-\mu)}{\mu^{2}}-\frac{(2 s-5)(2 s-4)}{\mu^{2}}\right]+\frac{6(2 s-5)}{8 \mu} s^{-\frac{5}{2}}[(2 s-4)+(1+\mu)]+\frac{(2 s-5)(2 s-4)}{8 \mu} x^{s-2}\left[\frac{4(2 s-3)}{(1-\mu)}+\frac{6(1+\mu)}{\mu}+\frac{2(2 s-3)}{\mu}\right]+\frac{2(2 s-5) . \cdot(2 s-2)}{8 \mu(1-\mu)^{2}} x^{s-\frac{3}{2}} \\
& \mathbf{F}_{3}^{6}=\frac{1}{2 \mu^{3}(1-x)}\left[9-9 x^{s-\frac{5}{2}}+9(2 s-5)-9(2 s-5) x^{s-2}+3(2 s-5)(2 s-4)\left(1-x^{s-\frac{3}{2}}\right)\right]-\frac{9 x^{s-\frac{5}{2}}}{4 \mu^{3}}\left[(2 s-5)(1+\mu)+(2 s-5)(2 s-4)+\frac{(2 s-5)(2 s-4)(2 s-3)}{3}\right] \\
& -\frac{3(2 s-5) \cdot \cdot(2 s-2)}{4 \mu^{2}(1-\mu)^{2}} x^{s-\frac{3}{2}}-\frac{(2 s-5) \cdot \cdots \cdot(2 s-1)}{2 \mu(1+\mu)^{4}} x^{s-3}
\end{aligned}
$$
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# THERMAL NEUTRON SPACTRUM IN A NDDIUM <br> WITH TWO DIFFARENT TEMPARATURES 

## Hiroshi Takahashi


#### Abstract

The energy dependent equation in the heavy gas model with the first order correction of $\mu$ is considered for the case of a non-absorbing homogeneously mixed medium, whose components have the absolute temperatures $T_{1}$ and $T_{2}$, the mass ratio $\mu_{1}, \mu_{2}$ (neutron mass to the mass of the moderator atom) and the macroscopic cross section $\Sigma_{1}, \Sigma_{2}$. In the heavy gas approximation, the distribution of the neutron spectrum is the maxwellian distribution with the effective temperature defined by : $$
T_{\text {eff }}=\frac{\mu_{1} \Sigma_{1} T_{1}+\mu_{2} \Sigma_{2} T_{2}}{\mu_{1} \Sigma_{1}+\mu_{2} \Sigma_{2}}
$$

If the mass ratio $\mu$ approaches 1 , the distribution deviates from the maxwellian distribution.

By means of the perturbation method, the simple expression for the deviated flux distribution is obtained. The more rigorous calculation is carried out by expanding the flux in terms of Laguerre polynomials of first order of energy. This expansion methad was used for the study of time and space dependent problem (3). The generating functions for the matrix element of scattering kernel expanded by the Laguerre polynomials, whose variable $\mathbb{I}$ is normalized by a temperature other than the components temperature are calculated for the free gas and the orystalline material.

The results obtained from the above two methods show that when the moderator components have the some mass, the neutron spectra are shifted to lower energy than the Maxwellian distribution calculated by the heary gas approximation.


## 1. Introduction

In the reactor analysis of a power reactor, the neutron spectrum is important to determinate a reactivity and a long term reactivity change, etc. The ORGEL type reactor which is platined in our laboratory is composed of a hot fuel assembly and a cold heavy water moderator. As preliminary study of the neutron spectrum in this reactor type, we studied the neutron spectrum in a homogeneous medium whose components have two different temperatures.

When neutrons are put into a non-absorbing infinite medium with temperature $T$, the neutron spectrum approachos the maxwellian distribution with temperature $T$. In the case of a non-absorbing homogeneous medium, whose components have two different temperatures $T_{1}, T_{2}$, the noutron spectrum approaches some distribution which is between the two maxwellian distributions with $T_{1}$ and $T_{2}$.

By measuring the neutron spectrum in the homogeneous mediun, the effect of chemical binding of moderator atom on the neutron spectrum will be studied. The neutron spoctrum which is deviatod from the maxwellian distribution by putting an additional absorber has been measured for this kind of study. Using the homogeneous medium whose components have two different temperatures, this effect will be studied without to sacrifice the neutron intensity.

In this paper, a modium composed of free gases is studied by using a heavy gas approximation with a first order correction of the mass ratio $\mu$. If a perturbation method is uscd, a simple expression for a neutron spectrum distribution can be obtained as a function of mass ratios, scattering cross sections and temperatures of components. The more accurate formalism is obtained in the cases of free gas and a crystallina material. The case of free gas with mass 1 is numerically calculated and is compared with the result obtained by the perturbation method.

## 2. Formalism

In the non-absorbing medium which is composed of two atoms component, the neutron balance equation is expressed by

$$
\begin{gather*}
{\left[\Sigma_{s 1}(E)+\sum_{s 1}(E)\right] \phi(E)}  \tag{1}\\
=\int_{0}^{\infty}\left(\sum_{s 1}\left(E^{\prime}-\mathbb{F}\right)+\Sigma_{s 2}\left(E^{\prime} \rightarrow E\right)\right) \phi\left(E^{\prime}\right) d E^{\prime}
\end{gather*}
$$

where $\sum_{\mathrm{s}}(E) \sum_{\mathrm{s}}\left(\mathrm{E}^{\prime}-E\right)$ are the scattering cross section and the differential cross section respectively.

In the heavy gas approximation corrected in the first order of $\mu$, the neutron balance equation is a medium whose components have two different temperatures $T_{1}$ and $T_{2}$, the mass ratios of a neutron to the composing atom $\mu_{1}$ and $\mu_{2}$ is expressed in the following equation

$$
\sum_{i=1}^{2} \mu_{i} \sum_{i}\left[\left\{\left(E T_{i} \frac{d^{2} \phi}{d E^{2}}+E \frac{d \phi}{d E}+\phi\right)\right\}\right.
$$

$$
\begin{align*}
& +\mu_{i}\left\{\frac{4}{3} E^{2} T_{i}^{2} \frac{\alpha^{4} \phi}{d E^{4}}+\frac{8}{3}\left(T_{i} E^{2}+T_{i}^{2} E\right) \frac{\alpha^{3} \phi}{d E^{3}}\right.  \tag{2}\\
& +\left(\frac{4}{3} E^{2}+6 E T_{i}+T_{i}^{2}\right) \frac{\alpha^{2} \phi}{d E^{2}} \\
& \left.\left.+\left(\frac{10}{3} E+T_{i}-\frac{T_{i}^{2}}{E}\right) \frac{d \phi}{d E}+\left(\frac{2}{3}+\frac{T_{i}^{2}}{E^{2}}\right) \emptyset\right\}\right]=0
\end{align*}
$$

where $\varnothing$ is the neutron flux per unit energy interval.

Tho first terms proportional to $\mu$ represent the so-called heavy gas approximation, and tho second terms proportional to $\mu^{2}$ reprosent the correction for it. In order to solve this equation by a perturbation method, let us consider the terms proportional to $\mu^{2}$ as perturbation, and write :

$$
\begin{equation*}
\phi(E)=\phi^{(0)}(\mathbb{E})+\phi^{(1)}(E) \tag{3}
\end{equation*}
$$

where $\phi^{(0)}(E), \phi^{(1)}(E)$ are an unperturbod solution and the perturbed term of the 1 st order, respoctively. From the usual perturbation theory, we get the following uquations :

$$
\begin{equation*}
\sum_{i=1}^{2} \mu_{i} \Sigma_{i}\left\{E T_{i} \frac{d^{2} \phi(0)}{d E^{2}}+E \frac{d \phi(0)}{d E}+\phi^{(0)}\right\}=0 \tag{4}
\end{equation*}
$$

$$
\sum_{i=7}^{2} \mu_{i} \Sigma_{i}\left\{=T_{i} \frac{d^{2} \phi^{(1)}}{d \Phi^{2}}+E \frac{d \varnothing^{(1)}}{d i}+\phi^{(1)}\right\}
$$

$$
\begin{align*}
& +\mu_{i}\left\{\frac{4}{3} E^{2} T_{i}^{2} \frac{\alpha^{4} \phi^{(0)}}{d E^{4}}+\frac{8}{3}\left(T_{i} E^{2}+T_{i}^{2} a\right) \frac{d^{3} \phi^{(0)}}{d E^{3}}\right. \\
& +\left(\frac{4}{3} E^{2}+6 E T_{i}+T_{i}^{2}\right) \frac{d^{2} \phi^{(0)}}{d E^{2}} \\
& +\left(\frac{10}{3} \tau+T_{i}-\frac{T_{i}^{2}}{E}\right) \frac{d \phi}{d E}+(0) \tag{5}
\end{align*}
$$

The equation (3) is rewritton as follows:
$د ; \frac{\sum_{i=1}^{2} \mu_{i} \Sigma_{i} T_{i}}{\sum_{i=1}^{2} \mu_{i} \sum_{i}} \frac{d^{2} \phi^{\prime}(0)}{d D^{2}}+E \frac{d \phi(0)}{d E}+\phi(0)=0$
and the unperturbed solution $\phi(0)$ is given by the following maxwellian distribution :

$$
\begin{equation*}
\phi(0)=\sqrt{\pi} \psi^{4} \frac{E}{T_{e f f}^{2}} Q-\frac{E}{T_{e f f}} \tag{6}
\end{equation*}
$$

where

$$
T_{o f f}=\frac{\sum_{i=1}^{2} \mu_{i} \Sigma_{i} T_{i}}{\sum_{i=1}^{2} \mu_{i} \Sigma_{i}}
$$

From now on this effective tumperature $\mathbb{T}_{\text {off }}$ is expressed by $T$ throughout this paper.

In the heavy gas approximation, the neutron spectrum becomes the Maxwell distribution with $T$. And, if one of the moderator components has infinite mass, that is $\mu=0$ and the energy change by scattering is zero, the effective temperature $T$ becomes the temperature of another moderator component.

By substituting equation (6) to equation (5) and rearranging it, we get :

$$
\begin{gather*}
\left(T \frac{d^{2} \oint^{(1)}}{d \mathbb{R}^{2}}+E \frac{d \varnothing^{(1)}}{d E}+\phi(1)\right) \\
=-\frac{1}{\sum_{i=1}^{2} \sum_{i} \mu_{i}} \sum_{i=1}^{2} \sum_{i} \mu_{i}^{2}\left\{\frac{4}{3}\left(T_{i}-T\right) \frac{\mathbb{E}^{3}}{T^{3}}-2\left(4 T_{i}-3 T\right) \frac{\mathbb{L}^{2}}{T^{2}}\right. \\
\left.+\left(9 T_{i}-4 T\right) \frac{E}{T}-T_{i}\right\}\left(\frac{T_{i}}{T}-1\right) \frac{4}{\sqrt{\pi}} \frac{1}{T^{2}} Q \frac{E}{T} \tag{7}
\end{gather*}
$$

Now, in order to solve equation (7), let us expand $\phi^{(1)}$ and one term of the right hand side of equation (7) by the Laguerro Polynomial of 1 order as follows:

$$
\begin{align*}
& \phi^{(1)}(\mathbb{E})=\sum_{m=0}^{\infty} n_{m}^{(1)} L_{m}^{(1)}\left(\frac{\mathbb{E}}{T}\right) \frac{4}{\sqrt{\pi}} \frac{E^{\prime}}{T^{2}} E^{-\frac{E}{T}}  \tag{8}\\
& \frac{4}{3}\left(T_{i}-m\right) \frac{\mathbb{E}^{3}}{T^{3}}-2\left(4 T_{i}-3 T\right) \frac{\mathbb{F}^{2}}{T^{2}}+\left(9 T_{i}-4 T\right) \frac{\mathbb{E}}{T}-T_{i} \\
& =\left[T_{i} \quad \sum_{m=0}^{\infty} a_{m} L_{m}^{(1)}\left(\frac{E}{T}\right)+T \sum_{m=0}^{\infty} b_{m} L_{m}^{(1)}\left(\frac{\mathbb{E}}{T}\right)\right]\left(\frac{\mathbb{E}}{T}\right) \tag{9}
\end{align*}
$$

where $a_{m}$ and $b_{m}$ obtained by using the generating function for the series of the Laguerre polynomials :
$\frac{\exp -\left(\frac{x t}{1-t}\right)}{(1-t)^{2}}=\sum_{m=0}^{\infty} L_{m}^{(1)}(x) t^{k} \quad(t<1)$

Let us consider thc following integration :

$$
\begin{align*}
& 6^{\infty} \frac{e^{-\frac{x t}{(1-t)}}}{(1-t)^{2}} e^{-x}\left(\frac{4}{3} x^{3}-8 x^{2}+9 x-1\right) d x \\
& =8(1-t)^{2}-16(1-t)+9-\frac{1}{(1-t)} \\
& =-t+7 t^{2}-t^{3}-t^{4}-t^{5}-\cdots \cdot \cdot \cdot . \tag{11}
\end{align*}
$$

On the other hand, from equation (8) this expression is equal to :
$\sum_{\min 0}^{\infty} \sum_{k=0}^{\infty} a_{m} \int_{0}^{\infty} L_{m}^{(1)}(x) I_{k}^{(1)}(x) x e^{-x} d x t^{k}$,
$=\quad \sum_{m=0}^{\infty} a_{m}(m+1) t^{m}$

We get :

$$
\begin{align*}
& a_{0}=0 \\
& a_{1}=-\frac{1}{2} \\
& a_{2}=\frac{7}{3}  \tag{13}\\
& a_{3}=-\frac{1}{4} \\
& a_{4}=-\frac{1}{5}
\end{align*}
$$

but the convorgence of the summation of the " $a_{m}$ " terms is very slow. Similarly, we get the $b_{m}$ as follows :

$$
\begin{align*}
& b_{0}=b_{3}=b_{4}=\cdots=0 \\
& b_{1}=1 / 2  \tag{14}\\
& b_{2}=-\frac{8}{3}
\end{align*}
$$

By substituting equation (8) and (9) to (7) and u日ing the orthogonality relation of the Laguerre polynomiale, $\varnothing^{(1)}$ is obtained as follows :

$$
\begin{align*}
& \phi^{(1)}(E)=\frac{1}{2} \sum_{i=1}^{2}\left(\mu_{i} \sum_{i}\right) \\
& \sum_{m=0}^{\infty} \sum_{i=1}^{2}\left(\mu_{i}^{2} \sum_{i}\right) r_{i} a_{m}+T b_{m} \cdots\left(\frac{T}{T}-1\right)  \tag{15}\\
& \cdot \frac{1}{m} L_{m}\left(\frac{E}{T}\right) \frac{4}{\sqrt{\pi}} \frac{E}{T^{2}} e^{-\frac{E}{T}}
\end{align*}
$$

The convergence of the sum of the $a_{m}$ terms in this equation is also very slow. Therefore the same technique which was used for obteining $a_{m}$ and $b_{m}$ is applied for obtaining their summation.

Now, we assume that the sum of the $a_{m}$ terms is obtained as follows :

$$
\begin{equation*}
\sum_{m=0}^{\infty} \frac{a_{m}}{m} L_{m}(x) x=f(x) \tag{16}
\end{equation*}
$$

By using equations (16) and (10), we get :

$$
\begin{align*}
& \int_{0}^{\infty} \frac{e^{-x t /(1-t)} ध^{-x}}{(1-t)^{2}} \cdot f(x) d x \\
= & \sum_{m=0}^{\infty} a_{m} \frac{(m+1)}{m} t^{m}  \tag{17}\\
= & -t+\frac{7}{2} t^{2}-\frac{t^{3}}{3}-\frac{t^{4}}{4}-\frac{t^{5}}{5} \cdot \cdots \cdot \\
= & 4-8(1-t)+4(1-t)^{2}-\log (1-t)
\end{align*}
$$

From this equation, $f(x)$ is easily obtained by an inverse Laplace transformation, that is:

$$
\begin{equation*}
f(x)=4 x-4 x^{2}+\frac{2}{3} x^{3}-x \psi(2)-x \log x \tag{18}
\end{equation*}
$$

where $\psi(x)$ is the Puler's Psi function.

In a similar way, we get for the $b_{m}$ forms :

$$
\begin{equation*}
g(x)=\sum_{m=0}^{\infty} b_{m} \frac{L_{m}(x)}{m} x=2 x^{2}-\frac{2}{3} x^{3} \tag{19}
\end{equation*}
$$

Thus, the neutron spectrum distribution is :
$\mathbb{N}(\mathbb{E})=\frac{4}{\sqrt{\pi}} \frac{\mathbb{E}}{T^{2}} e^{-\frac{E}{T}}\left[1+\frac{i}{\sum_{i=1}^{2} \sum_{i} \mu_{i}}\right.$
$\left.\sum_{i=1}^{2} \sum_{i} \mu_{i}^{2}\left(\frac{T_{i}}{T}-1\right)\left\{\left(\frac{\mathbb{T}_{i}}{T}\right) \frac{f\left(\frac{E}{T}\right)}{\frac{E}{T}}+\frac{g\left(\frac{E}{T}\right)}{\frac{E}{T}}\right\}\right]$

Now, if we substitute the following ratio for values of two components into equation :

$$
\begin{equation*}
I=\frac{T_{2}}{T_{1}}, \quad m=\frac{\mu_{\Sigma}}{\mu_{1}}, \quad n=\frac{\frac{\pi}{K_{4}}}{K_{4}} \tag{21}
\end{equation*}
$$

we get :

$$
\begin{align*}
\phi(E) & =\frac{4}{\sqrt{\pi}} \frac{E}{T^{2}} \Theta^{-\frac{E}{T}}\left[1+\mu_{1}(1-1) \mathrm{mn}\right. \\
& \left.\cdot\left\{\frac{(m 1-1)}{(1+\operatorname{lm} n)^{2}} \frac{f\left(\frac{E}{\mathrm{~T}}\right)}{\frac{E}{T}}+\frac{(m-1)}{(1+1 \mathrm{mn})(1+\mathrm{mn})} \frac{\varepsilon\left(\frac{\mathbb{E}}{T}\right)}{\frac{E}{T}}\right\}\right\} \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
T=T_{1}\left(\frac{1+1 m n}{1+m n}\right) \tag{23}
\end{equation*}
$$

In the casc of $l=1$, that is, the two components have the same temperature, and in the case of $m$ or $n$ equal to zero or infinite, the correction factor vanished and the noutron spectrum becomes maxwellian. In the caso whon $m$ equals zaro or infinite, the energy change due to noutron scattering by either component is negligiblo, and in the case when $n$ equals zero or infinite, the neutron scattering by eithor component is negligible. Thus, the distribution of neutron spectrum bocomes the maxwellian distribution of other components.

In the caso of $m=1$ that is, the masses of the two components are the same, the correction term proportional to $g\left(\frac{\mathbb{E}}{T}\right)$ vanishos, and if $\operatorname{lm}=1$ is satisfied the correction term proportional to $f\left(\frac{\mathrm{E}}{\mathrm{T}}\right)$ vanishes. These correction terms proportional to $f\left(\frac{E}{T}\right)$ and $g\left(\frac{E}{T}\right)$ have maximum coefficients in the case of $n=\frac{1}{1 m}$ and $n=\frac{1}{m \sqrt{1}}$, respectively, for fixed values of 1 and $m$.

So far, the neutron spectrum for the free gas has been calculated in the heavy gas model corrected in a first order of by a perturbation method. However, this is not a good solution for the light atom. A more accurate spectrum is obtained in this section by using the expansion of scattering kernel in terms of a orthogonal set of Daguerre polynomial of energy in the order, which was used in the analysis of the space dependent problem in paper I (3). ie. it is assumed that the fluxes $\emptyset$ in the equation (1) are expanded in the following way :

$$
\begin{equation*}
\phi(E)=\sum_{i=0}^{\infty} \frac{A_{i}}{\sqrt{(i+i)}} L_{i}\left(\frac{E}{T}\right) \frac{E}{T^{2}} i^{-\frac{E}{T}} \tag{24}
\end{equation*}
$$

substituting eq (24) into eq (1) and multiplying the resulting equation by $\frac{1}{\sqrt{(j+1)}} L_{j}\left(\frac{\mathbb{2}}{T}\right)$ and integrating over $E$, we get

$$
\begin{equation*}
S_{i j 1}+s_{i j 2} \cdot \mathbb{A}_{i}=0 \tag{25}
\end{equation*}
$$

where

In this case, although the temperature used in the expansion of flux eq (26) is different from the temperatures of components, since the generating function $S$ can calculate in the same way as the case of space dependent problem in the paper I. The results are shown in the following. In the case of free gas, we get :

$$
S_{k}=-4 \sum_{B} \frac{m}{M_{k}} \frac{T_{k}}{T} \frac{\left.\left(1-\frac{T}{T_{k}}\right)+\frac{T}{T_{k}} P\right] 1}{(1-P I)^{2}\left(1+\frac{m}{M_{k}}\right)^{4}}
$$

$$
\begin{aligned}
& \begin{array}{l}
1 \\
i \\
i \\
\hline
\end{array} \\
& {\left[1+4 \frac{Q_{k}}{T} \frac{m}{M_{k}} \frac{\left(1-\frac{T}{T_{i k}}\right)}{\left(1+\frac{m}{M_{k}}\right)^{2}} 1-\frac{\left(1-\frac{m}{M_{k}}\right)^{2}}{\left(1+\frac{m_{k}}{M_{j 2}}\right)^{2}} \mathrm{P} I\right]}
\end{aligned}
$$

The generating function $S$ in the case of crystalline material is obtained by the method is mass expansion as follows

$$
\begin{align*}
& S_{k}=-2 \sum_{B} \frac{(1-P)^{-1}(1-1)^{-1}}{(1-P 1)} \sum_{q=1}^{\infty}\left(-\frac{m}{M} K_{k}\right)^{q} \sum_{n=1}^{q} \frac{1}{\Gamma(q-n+1) \Gamma(n+1)} \\
& \int_{0}^{i_{m}} \sinh \left(\left(\frac{P}{1-P}+1-\frac{T}{T_{k}}\right) \zeta\right) \sinh \left(\frac{1}{1-1} \zeta_{k}\right) G_{n}^{\prime}\left(\zeta_{\zeta}^{\prime} \zeta^{q+1} K_{q+1}\left(\left(1+\frac{P}{1-P}+\frac{1}{1-1}\right) \zeta\right) d \omega\right. \tag{28}
\end{align*}
$$

and by the Phonon expansion method, we get :

$$
\begin{aligned}
& S_{k}=-2 \sum_{B} \frac{(1-P)^{-1}(1-1)^{-1}}{(1-P 1)} \sum_{q=1}^{\infty}\left(\frac{m}{M_{k}}\right) \frac{q 1}{F(q+1)} \int_{0}^{\alpha_{m}} \sinh \left(\left(\frac{P}{1-P}+1-\frac{T}{T_{k}}\right) \zeta_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \zeta^{8+1}
\end{aligned}
$$

In these equations the same notation are used as in paper I. We can also get the generating function by using the two Phonon dividing models. The matrix elements $S_{i j}^{(i)}$ are obtained as the coofficients of $\sqrt{(i+1)(j+1)} p^{i} 1^{j}$ terms.

Let us consider the case of heavy gas, that is $\frac{m}{M} \rightarrow 0$, the generating function of equation (27) becomes

$$
\begin{equation*}
\sum_{k=1}^{2} S_{k}=-4 \sum_{k=1}^{2} \sum_{B k} \sum_{M_{k}}^{M_{k}} \frac{T_{k}\left[\left(1-\frac{T_{i}}{T_{k}}\right)+\frac{T}{T_{k}} P\right] 1}{(1-P I)^{3}} \tag{30}
\end{equation*}
$$

If we choose the temperature $T$ in such a way that

$$
\begin{equation*}
\sum_{k=1}^{2} \frac{\sum_{B k}}{M_{k}}\left(\frac{T_{k}}{T}-1\right)=0 \tag{31}
\end{equation*}
$$

we get

$$
\begin{equation*}
\sum_{k=1}^{2} S_{k}=-4 \sum_{k=1}^{2} \sum_{B k} \frac{m}{M} \frac{P 1}{(1-P I)^{3}} \tag{32}
\end{equation*}
$$

which is the generating function in the case of heavy gas with

$$
\sum_{i=1}^{2} \sum_{B k} \frac{m}{\mathrm{~N}_{k}}
$$

instead of

$$
\sum_{B} \frac{m}{M}
$$

and its matrix is diagonalizod. Thus, the lowost eigenfunction becomes the Maxwollian distribution with the effective temperature

$$
\begin{equation*}
T=\frac{\sum_{k=1}^{2}\left(\mu_{k} \Sigma_{k} \mathbb{T}_{k}\right)}{\sum_{k=1}^{2}\left(\mu_{k} \Sigma_{k}\right)} \tag{33}
\end{equation*}
$$

This is the result obtained in the last section.

## 3. Numerical results

In figureal,2and 3, the noutron spectrum is calculated using eq. (22) for the cases where $1=2.0$ and 3.0 and $\mu_{1}=1.0, m=1, n=1$ for both casos. Also the case of $1=\frac{1}{2}, \mu_{y}=1.0, m=2.0, n=1$ is shown. In all cases an neutron spectra with effectj.ve temperature $T$, which are calculated from the heavy gas approximation also are shown as Maxwellian distribution.

In tho first two cascs, the deviation from the maxwellian distribution is due to the term proportional to $f\left(\frac{E}{T}\right)$ and the poak of the noutron spectrum is shifted to the lower energies. In the third case, the deviation is only due to the torm proportional to $g\left(\frac{\pi}{T}\right)$ and the peak of the neutron spectrum does not shift appreciably. Furthermore, the case of $\mu_{1}=1$, $1=2.0, m=\frac{1}{3}, n=1.0$ are added in figure 3 where both correction terms ( $f$ and $g$ ) are included. These deviations decrease as the mass of modorator atom is increased.


$$
\begin{aligned}
& c_{1}=\frac{(1-1) m n(m 1-1)}{(1+1 m n)^{2}} \\
& c_{2}=\frac{(1-1) m n(m-1)}{(1+1 m n)(1+m n)}
\end{aligned}
$$

are tabulated for the several typical cases.

Table I
The value of $C_{1}$ and $C_{2}$

|  | $\frac{\mu_{2}}{\mu_{1}}$ | 2 | 3 | 2 | 3 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{1}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{9}$ | $\frac{1}{4}$ | $\frac{1}{8}$ | $\frac{8}{25}$ | $\frac{3}{25}$ |
|  | $\frac{1}{3}$ | 0 | $\frac{2}{25}$ | 0 | $\frac{4}{49}$ | 0 | $\frac{2}{9}$ |
| $c_{2}$ | $\frac{1}{2}$ | $-\frac{1}{25}$ | 0 | $-\frac{1}{32}$ | 0 | $-\frac{3}{121}$ | 0 |
|  | $\frac{1}{2}$ | $-\frac{1}{12}$ | $-\frac{2}{15}$ | $-\frac{1}{15}$ | $-\frac{4}{35}$ | $-\frac{3}{56}$ | $-\frac{2}{21}$ |
|  | $\frac{1}{3}$ | $-\frac{1}{10}$ | $-\frac{1}{6}$ | $-\frac{1}{14}$ | $-\frac{8}{63}$ | $-\frac{3}{55}$ | $-\frac{1}{10}$ |

In order to compare the spactrum obtained by the expansion method with the zat spectrum obtained by an approximate method, the neutron spectra in the medium of the free gas with mass 1 are calculated in the case of $\mathrm{T}_{2} / \mathrm{T}_{1}=2$ and 3. Their spectra are shown in figure 1,2 with the numerical results calculated by the perturbation method.

Their deviations from the Maxwellian distribution of the heavy gas approximation are smaller than the deviation which result from the perturbation method. In the medium which is composed of the same mass atoms, we find that the energies where the maximum of neutron spectrum is locatod are doviated to an enorgy lower than the one calculated by tho heavy ges approximation.
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## Corrections to subject paper:

On P.3, equation (6) should read:

$$
\xi \Sigma_{s} E\left(\left[1-\frac{k T}{E}\right] \varphi+k T \frac{\partial \varphi}{\partial E}\right)=q(r) \text { ot } E=E_{0}
$$

On P.4, the paragraph immediately below the list of notations should read:
That the boundary condition (6) at $E=E_{0}$ is correct can be seen most readily from the neutron conservation equation in the case $D=0$, obtained by integration of equation (2) with respect to energy:

$$
\int_{0}^{E_{0}} d E \Sigma_{a}(E) \varphi(E)=\xi \Sigma_{s}\left[\left(E_{0}-k T\right) \varphi\left(E_{0}\right)+\left.k T E_{0} \frac{\partial \phi}{\partial E_{0}}\right|_{E_{0}}\right]
$$

On P.6, equation (8) should have a factor ( $1-\mathrm{kT} / \mathrm{E}_{0}$ ) multiplying $\mathscr{P}\left(\mathrm{r}, \mathrm{E}_{\mathrm{o}}\right)$; equation (11) should have in the numerator an additional term

$$
-\frac{\kappa T}{E_{0}} \int_{a}^{b} r d r \psi\left(r, E_{0}\right)\left(P / r, E_{0}\right)
$$

On P.7, equation (14) should read: $\frac{\partial \psi}{\partial E}-\frac{\psi}{E}=0$ at $E=E_{0}$; equation (18) should have a factor ( $1-\mathrm{kT} / \mathrm{E}_{\mathrm{o}}$ ) multiplying $\varphi\left(\mathrm{r}, \mathrm{E}_{\mathrm{o}}\right)$ 。

```
Corrections to "Simple Expansions for Thermal Neutron Flux and Importance in A Cylindrical Cell"
```

On P.10, equation (29) should have in the square bracket of the denominator a factor ( $1-1 / \varepsilon_{0}$ ) multiplying $H\left(k_{n}^{2}, \varepsilon_{0}\right)$.
On P. ll, the denominator of equation (32), the numerator of equation (33), and the denominator of equation (34) should each have a factor ( $1-1 / \varepsilon_{0}$ ) multiplying $H\left(k_{0}{ }^{2}, \varepsilon_{0}\right)$.

On P.12, equation (36) should have a factor ( $1-1 / \varepsilon_{0}$ ) multiplying $H\left(\mu_{P}, \varepsilon_{0}\right)$ 。
On P. 15, the equation at the top of the page and equation (45) should have factors ( $1-1 / \varepsilon_{0}$ ) multiplying $H\left(k_{n}{ }^{2}, \varepsilon_{0}\right)$. Two terms of (44) put factor $\left[1-\frac{\nu(2-\nu)}{\varepsilon_{0}}\right]$ on right of (45).

On P.16, near the top of the page, the statement about the probability that one or the other of the power-series and asymptotic representations of $H\left(k_{n}^{2}, \varepsilon_{0}\right)$ converges is too optimistic, except for $H\left(k_{0}{ }^{2}, \varepsilon_{0}\right)$.

The succeeding two paragraphs, extending on to P.l7 and including equation (48), are largely superfluous, since the change in equation (36) makes $\nu=0$ an exact eigenvalue for every value of $\varepsilon_{0}$ 。
On P.17, equation (48) should read $\nu_{0}=0$. equation (50) should read $M_{0}=-\Sigma_{a} / D$.

The investigation reported here deals with neutron thermalization in a lattice of parallel cylindrical fuel rods. A cell of the lattice is supposed to have cylindrical symmetry, and to consist of two regions, of which the inner region contains fuel (and possibly other materials) but no moderator, while the outer region contains a homogeneous moderator but no fuel. The most important approximation is the use of diffusion theory in the moderator region; this requires the dimensions of that region to be considerably greater than a moderator mean-free-path. The physical system thus described commonly occurs in reactors having metallic fuel, graphite or heavy-water moderator, and heavy-water or liquid-metal coolant. Hydrogenous moderators are excluded because they require either consistent $P_{1}$ or transport theory rather than diffusion theory.

Since diffusion theory cannot be applied in the fuel region, the fuel and moderator regions require separate treatment. A transport-theory calculation in the fuel and adjacent moderator provides an evaluation of the logarithmic derivative, at the fuelmoderator interface, of the asymptotic (diffusion-theoretical) neutron flux in the moderator. The absence of moderator from the fuel permits making this calculation independently for each neutron energy using one-group transport theory; the calculation is relatively easy because the neutron will not make many collisions in the fuel. The resulting energy-dependent values of
the logarithmic derivative impose an energy-dependent boundary condition on the neutron flux in the moderator. The effective inner boundary of the moderator region is taken at the fuelmoderator interface, rather than approximately a mean-free-path into the moderator, because it is desired that all sources of thermal neutrons be included in the effective moderator region, and such sources exist wherever there is moderator. Consequently, the region includes the moderator near the fuel in which diffusion theory is not satisfactory; this is only a small part of the moderator, however, and the error in its treatment - namely, use of the asymptotic flux instead of the correct flux - is expected to affect the thermal utilization but slightly.

The heavy-gas model of thermalization is employed because it is simple, common, and valuable for illustrative purposes; some of the results obtained will hold for more general models, however. The way to combine this model with diffusion theory has been indicated by Hurwitz, Nelkin and Habetler ${ }^{1}$. The source of the thermalizing neutrons is the slowing down density at some cutoff energy $E_{0}$ above which thermalization effects are not important. If this energy is taken as 0.5 ev, near the cadmium cutoff, then for a reactor whose moderator temperature is not above $500^{\circ} \mathrm{C}$, the relation

$$
\begin{equation*}
E_{0}>7.5 \mathrm{kT} \tag{I}
\end{equation*}
$$

will hold. This relation probably holds in most cases, and will be used occasionally to test the validity of approximations.

The problem described above is expressed mathematically as a boundary-value problem, consisting of the partial diffferential equation

$$
\begin{equation*}
\xi \Sigma_{5}\left(1+E \frac{\partial}{\partial E}+k T E \frac{\partial^{2}}{\partial E^{2}}\right) \varphi(r, E)+D \nabla^{2} \varphi(r, E)=\sum_{a}(E) \varphi(r, E), \tag{2}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
\frac{\partial \varphi}{\partial r} & =\alpha(E) \varphi \text { at } r=a  \tag{3}\\
\frac{\partial \varphi}{\partial r} & =0 \quad \text { at } r=b  \tag{4}\\
\varphi(r, E) & =0 \quad \text { at } E=0  \tag{5}\\
S \Sigma_{s} E\left(\varphi+k T \frac{\partial \varphi}{\partial E}\right) & =q(r) \text { at } E=E_{0} \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
\varphi(r, E)= & \text { neutron flux as function of energy } E \text { and } \\
& \quad \text { radial coordinate } r, \\
\xi= & \text { mean logarithmic energy loss per collision of } \\
& \text { moderator, } \\
\Sigma_{S}= & \text { macroscopic bound scattering cross-section of } \\
& \quad \text { moderator, } \\
K T= & \text { characteristic thermal energy, } \\
D= & \text { diffusion constant of moderator, }
\end{aligned}
$$

$\sum_{a}(E)=$ macroscopic absorption cross section of moderator, $\alpha(E)=$ logarithmic derivative of moderator neutron flux at fuel surface, determined in previous transporttheory calculations in and near fuel,
$a \quad=r a d i u s$ of fuel-moderator interface,
$b=$ radius of outer cell boundary,
$q(r)=$ slowing down density at $E=E_{0}$.
That the boundary condition at $E=E_{O}$ is correct can be seen most readily by introducing on the left side of equation (2) a source term concentrated at energy $E_{0}$,

$$
S(r, E)=q(r) \delta\left(E-E_{0}\right)
$$

and integrating over a small energy range about $E=E_{O}$, assuming that $P(r, E)$ vanishes for all $E>E_{O}$.

The solution of this problem would enable all the questions about thermal neutrons to be answered. It may be somewhat difficult to solve, however, unless further restrictions are introduced, such as requiring some of the functions $\Sigma_{q}(E), \alpha(E), \phi(r)$ to be constants. Such restrictions can be introduced as approximations, and the necessary corrections treated as perturbations of the resulting approximate solutions. Since the most important result of a thermal neutron calculation is the thermal multiplication factor $\overline{\eta f}$, the perturbation theory should be based on a variational expression for this factor. The following discussion will accordingly set up such a variational expression, and then consider various approximate solutions related to it. Since the problem
is not self-adjoint, the treatment of the adjoint function, or importance, will be conducted separately.

II VARIATIONAL FORMULATION of the PROBLEM

The thermal multiplication factor is brought into the
problem by writing the slowing down density $\sigma(r)$ in the form

$$
q(r)=Q \quad f(r) / V m
$$

where

$$
\begin{aligned}
V_{m}= & \text { area of moderator transverse to fuel rods } \\
& \text { (i.e., volume per unit length) } \\
= & \pi\left(b^{2}-a^{2}\right) \\
Q= & 2 \pi \int_{a}^{b} r d r q(r),
\end{aligned}
$$

and consequently,

$$
\begin{equation*}
\int_{a}^{b} r d r f(r)=V_{m} / 2 \pi=\frac{1}{2}\left(b^{2}-a^{2}\right) . \tag{7}
\end{equation*}
$$

When the system is just critical, the non-thermal neutron balance will demand that

$$
Q=\left.p \varepsilon \cdot 2 \pi a \int_{0}^{E_{0}} d E \eta(E) \cdot D \frac{\partial Q}{\partial r}\right|_{r=a}
$$

where $\eta(E)$ is the fuel multiplication factor at energy $E$; while the criticality condition will be

$$
l=k_{\infty}=p \varepsilon \cdot \overline{\eta f} .
$$

Then, equation (6) can be written in the form

$$
\begin{align*}
\varphi\left(r, E_{0}\right)+\left.k T \frac{\partial \varphi}{\partial E}\right|_{E}=E_{0} & =\lambda f(r) \int_{0}^{E_{0}} d E M(E) \alpha(E) \varphi(a, E),  \tag{8}\\
\lambda & =\frac{2 a D}{5 \sum_{s} E_{0} \overline{M f}\left(b^{2}-a^{2}\right)}, \tag{9}
\end{align*}
$$

in which equation (3) has been used to eliminate $(\partial \varphi / \partial r)_{a}$.
Equation (8), which replaces equation (6), is homogeneous in $\varphi(r, E)$, and since equations (2) through (5) are similarity homogeneous, there will be solutions only for certain values of the parameter $\lambda$. For one of these values, the corresponding solution will never change sign in the relevant range of $r$ and $E ;$ this is the required solution, and the value of $\lambda$ yields a value of $\overline{\eta f}$ by means of equation (9).

Instead of the usual importance function

$$
F(r, E)
$$

an adjoint function will be employed that is related to it through the equation

$$
\begin{equation*}
\psi(r, E)=E F(r, E) . \tag{10}
\end{equation*}
$$

In terms of this function, the eigenvalue $\lambda$ can be expressed in the variational form

$$
\begin{gather*}
\lambda=\frac{\int_{0}^{E_{0}} d E\left[\frac{D a}{\zeta \Sigma_{s}} \frac{\alpha(E)}{E} \psi(a, E) \varphi(a, E)+\int_{a}^{b} r d r\left(\frac{\partial \psi}{\partial E}\left(\varphi+\kappa T \frac{\partial \varphi}{\partial E}\right)+\frac{1}{E}\left(\frac{D}{5 \Sigma_{s}} \frac{\partial \psi}{\partial r} \frac{\partial \varphi}{\partial r}+\left[\frac{\Sigma_{a}(E)}{5 \Sigma_{s}}-1\right] \psi \varphi\right)\right\}\right]}{\int_{0}^{E_{0}} d E \alpha(E) M(E) \varphi(a, E) \cdot \int_{a}^{b} r d r f(r) \psi\left(r, E_{0}\right)}  \tag{11}\\
-692-
\end{gather*}
$$

The conditions that this expression be stationary with respect to variations of $\varphi$ ir, E/ that satisfy equation (5), or variations of $\left.\nmid\right|^{\prime} \%$ such that

$$
\begin{equation*}
\text { p'rEi=0 at } E=0 \tag{12}
\end{equation*}
$$

are that $P|r E|$ satisfy equations (2), (3), (4) and (8), and that (/) $r$, satisfy the partial differential equation

$$
\begin{equation*}
\because S\left(1-E \frac{\partial}{I E}+-E \frac{\partial^{2}}{\partial E}\right) \psi+D \nabla \psi=\Sigma_{n}|E\rangle \tag{13}
\end{equation*}
$$

and the further boundary conditions

$$
\begin{align*}
& \frac{\lambda \psi}{T E}=0  \tag{14}\\
& \text { at } E=E_{0} \\
& \frac{16}{r}=0  \tag{15}\\
& \text { at } r=b \text {, }
\end{align*}
$$

Equations (12) through (16) constitute the adjoint problem.
Equation (11) is homogeneous of order zero in $\varphi$ ( F Eland also in $\psi / r, E i$, and consequently independent of the normalization of these functions. If the special normalization condition

$$
\begin{equation*}
\lambda \int_{0}^{E} d E \quad \eta|E| \alpha(E \mid Q(a E)=1 \tag{17}
\end{equation*}
$$

is introduced, equation (8) simplifies to

$$
\begin{equation*}
\varphi\left(r, E_{0}\right)-\left.H \frac{\partial P}{\partial L}\right|_{E_{0}}=f(r) \tag{18}
\end{equation*}
$$

Conversely, a function 1, that satisfies equations (2) through (5) and (18), together with a value of $\lambda$ chosen to satisfy (17), will satisfy (8) and constitute a solution of the eigenvalue problem. The thermal multiplication factor determined by (9) and (17) is

Similarly, the special normalization

$$
\begin{equation*}
\lambda \frac{\xi E_{s}}{D a} \int_{a}^{b} r d r f(r) \text { y } 1 r E_{n}=1 \tag{20}
\end{equation*}
$$

simplifies equation (16) to

$$
\begin{equation*}
\left.\left.\frac{\partial \dot{\psi}}{\partial r}=x \right\rvert\, E\right) i \dot{\psi}-E M E 1 \quad \text { at } \quad r=a \tag{21}
\end{equation*}
$$

and the system (12) through (16) is solved by solving (12) through (15) and (21), and calculating $\lambda$ from (20). The resulting thermal multiplication is

Thus, the above special normalizations lead to replacement of the eigenvalue problems by inhomogeneous systems, thus avoiding the search for eigenvalues. The associated expressions for $\lambda$, equations (17) and (20), naturally do not have the variational property of equation (11).

As an example of a perturbation, a change from $C(E)$ to c. 在 $1+\boldsymbol{\lambda}$ 次 2 may be considered. The change $\delta \lambda_{\alpha}$ in $\lambda$ may be estimated
from equation (II), without recomputing $P(P, E$ and $\mathcal{F}(F E)$; the result is

$$
\begin{align*}
& \delta \lambda_{\alpha}=\frac{D a}{\xi>}, \int_{a}^{E} d E \cdot \delta(x \mid E) \psi(a, E) \varphi(a, E) / E \tag{23}
\end{align*}
$$

III SOLUTIONS In The CASE of CONSTANT FUEL BLACKNESS
Specification of the logarithmic derivative $\mathcal{\alpha}(E)$ is equivalent to specification of the energy-dependent blackness of the fuel element, $\beta(E)$. The blackness varies between the limits zero and one, and must tend toward the upper limit over much of the thermal range of energy if the thermal utilization is not to fall too low. Thus the blackness, and with it $\propto(E)$, is expected to vary over a limited range; it is then permissible to replace it by a suitable constant value in computing trial functions for the variational principle. Of course, the blackness will decrease at higher energies; the use of the constant-blackness approximation therefore imposes an upper limit on the value of the cutoff energy $\mathrm{E}_{0}$.

If $\mathcal{C}(E)$ does not depend on energy, the flux can be expanded in terms of a well-known complete set of Bessel functions:

$$
\begin{equation*}
\varphi(r, E)=\frac{a}{3} A_{n} H\left(K_{i}, E, T i T\left(k_{n} b_{i} k_{n}, r\right)\right. \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
R(y, x)=Y_{1}(y) J_{0}(x)-J_{1}(y) Y_{0}(x) \tag{25}
\end{equation*}
$$

in which the sum is over all the values $k_{n}(\alpha)$ for which $R\left(k_{n} h, i, r\right)$ satisfies the boundary condition of equation (3),

$$
\begin{equation*}
\frac{\partial}{\partial a} R\left(k_{n} b, k_{n} a j=\alpha R\left(k_{n} b, k_{n} a\right) .\right. \tag{26}
\end{equation*}
$$

The advantage of a constant $\alpha$ is that the values of $K_{i n}(\alpha)$ are not functions of the energy, and consequently that the operators on energy in the differential equation (2) do not operate on the functions $R_{n}$. Because of the orthogonality of these functions, the conditions (2) and (5) on $P / r$, Elare satisfied if the function $H\left(\kappa_{k}^{2}, \varepsilon\right)$ satisfies the conditions

$$
\begin{array}{r}
\left.\varepsilon H^{\prime \prime}\left(h_{r_{1}}^{2}, \varepsilon\right)+\varepsilon H^{\prime}\left(\hbar_{n}^{2}, \varepsilon\right)+\left[1-\frac{D{k_{1}^{2}}^{2}+\Sigma_{0}(h T \varepsilon)}{3 \Sigma}\right] H_{i} H_{n}, \varepsilon\right)=0, \\
H\left(k_{n}^{2}, 0\right)=0, \tag{28}
\end{array}
$$

where primes denote differentiation with respect to $E=E / M_{T} T$. These equations are merely a case of the problem of thermalization in an infinite homogeneous moderator with heavy-gas slowing down model.

$$
\begin{align*}
& \text { The remaining condition (18) on } \varphi \text { fixes the coeffici }  \tag{29}\\
& A_{h}=\frac{\int_{n}^{t} r d r f(r) R\left(k_{n} b, k_{n} r\right)}{\left[H \left(k_{n}^{2},(b)+H^{\prime}\left(k_{n}^{2} \varepsilon_{0}\right] \int_{Q}^{r} r d r\left[R\left(R_{n} t, r_{n} r\right)\right]^{-}\right.\right.}
\end{align*}
$$

$$
\begin{equation*}
\varepsilon_{0}=E_{0} / \pi T . \tag{30}
\end{equation*}
$$

It is customary to take $f(r)=1$, in which case the theory of Bessel functions leads to analytic expressions for the integrals in (29). A still simpler procedure is to take $f(r)$ proportional to the first eigenfunction,

$$
\begin{equation*}
f(r)=c R\left(k_{0} b, k_{0} r\right) \tag{31}
\end{equation*}
$$

since all $A_{n}$ except $A_{0}$ will then vanish because of the orthogonality of the $R_{n}$. There seems to be no reason to think (31) inferior physiodally to $f(r)=$ I. If equation (7) is used to evaluate the constant $C$, the resulting expression for $\varphi$ is

$$
\begin{equation*}
p\left(r_{1} E\right)=\frac{b^{2}-a^{2}}{-a \alpha}-\dot{k}_{0}^{2} H\left(k_{0}^{2}, E / k T\right) \quad \frac{R\left(k_{0} k, k_{0} r\right)}{H\left(k_{0}^{2} r_{0}\right)+H\left(k_{0}^{2}, \varepsilon_{0}\right)} \tag{32}
\end{equation*}
$$

while the value of $\lambda$ from equation (17) is

$$
\begin{equation*}
\left.\lambda=\frac{2-a}{b^{2}-a^{2}} \quad i E_{0} d k_{0}^{2}, \varepsilon_{0}\right)+H^{\prime}\left(k_{0}^{2}, \varepsilon_{0}\right) \tag{33}
\end{equation*}
$$

from which and equation (9) follows

$$
\begin{equation*}
\overline{\eta T}=\frac{\sum k_{0}}{\xi \sum_{s}} \frac{\int_{0}^{\varepsilon_{0}} d \varepsilon n(k T \delta) H\left(k_{0}^{2}, \varepsilon\right)}{\varepsilon_{0}\left[H\left(k_{j}, \varepsilon_{0}\right)+H^{\prime}\left(k_{0}^{2}, \varepsilon_{0}\right)\right]} . \tag{34}
\end{equation*}
$$

This simple result is not enough unless $\mathcal{~}(E)$ is really a constant to a sufficient approximation. If the difference between the actual function and an approximating constant is to be treated as a perturbation, using equation (23), it will also be necessary
to evaluate $\psi(r, E)$. For this purpose an expansion of the type used for the flux will not succeed because of the difference between the flux problem and its adjoint. This difference does not arise mainly from the difference between the differential equations (2) and (13), since the function $\exp (-E / k T) \psi(r, E)$ satisfies equation (2), and could be used instead of $\psi$ itself. The essential difference is that the source $f(r)$ of the flux appears in the condition at $E=E_{0}$, equation (I8), whereas the source $\alpha(E) \eta(E)$ of the importance appears in the condition at $r=a, ~ e q u a t i o n ~(21) . ~$

The appropriate expansion is

$$
\begin{equation*}
\psi(r, E)=e^{E / K T} \sum_{l=0}^{\infty} B_{l} H(\mu, E / h T) F_{i}\left(\left\|\mu_{p} b,\right\| \mu_{i},-\right) \tag{35}
\end{equation*}
$$

where the function $R(y, x)$ is still defined by equation (25), and the function $H(\mu, r)$ by equations (27) and (28). But now the separation constants $\mu$ are not fixed by an equation like (26), but by the condition (14)at $E=E_{0}$ applied to the function $e^{\sqrt{F}} H(\mu, \varepsilon)$, which takes the form

$$
\begin{equation*}
H\left(A_{1}, r_{0}\right)+H^{\prime}\left(\mu_{0}, \varepsilon_{0}\right)=0 \tag{36}
\end{equation*}
$$

The numbers $\mu_{j}$ thus do not depend on the value of $\alpha$, but rather on the function $\Sigma_{0}(E) / \xi \Sigma_{s}$ and the values of $k T, E_{o}$, and $D / \xi \Sigma_{s}$. They are therefore entirely unrelated to the numbers $k_{n}^{2}$ determined by equation (26), and there is no indication that they are all positive, as the values of $k_{n}^{2}$ are, nor even that they all have the same sign. For negative values of $\Lambda_{l}$, equation (25) may be
rewritten in terms of the hyperbolic Bessel functions $I_{0}, I_{1}, K_{0}$, and $K_{1}$, with arguments $\sqrt{-\mu l} b$ and $\sqrt{-\mu_{1}} r$.

Since the operator

$$
e^{\varepsilon}\left[\partial / \partial E+\partial^{2} / \partial \varepsilon^{2}\right]
$$

is self-adjoint, and the conditions at $\varepsilon=0$ and $\varepsilon=\varepsilon_{0}$ are homogeneous, the functions $H(\mu, \varepsilon)$ must be orthogonal with respect to the weight function $\varepsilon^{-1} e^{\varepsilon}$ in the range $0<\varepsilon<\varepsilon_{0}$. With the usual normalization, there holds

$$
\begin{equation*}
\int_{0}^{\varepsilon_{0}} d \varepsilon H\left(\mu_{p} \varepsilon\right) H\left(\mu_{m}, \delta\right) e^{\varepsilon} \varepsilon^{-i}=\delta_{2 m} \tag{37}
\end{equation*}
$$

Moreover, the set $H(\mu, \delta)$ is expected to be complete in the range $0<\varepsilon<\varepsilon_{0}$, thus ensuring the validity of the expansion (35)。 The coefficients $B_{\ell}$, are found from equation (2I) to be

It may seem that, since the values of the $\mu_{\ell}$ do not depend on $\alpha$, it would be possible to carry through the above solution for $\psi(i, E)$ even if $\propto(E)$ were not constant. The procedure would fail, however, at the point where the coefficients $B_{\hat{\lambda}}$ are evaluated, because a sum of the form
appears in the equation for $B_{\rho}$, and does not reduce to the single term having $m=\ell$ unless $\alpha(E)$ is a constant.

If not only $\alpha(E)$ is independent of energy, but also $\sum_{a}(E)$ has this property, the situation is especially simple. Since $\Sigma_{a}(E)$ is small for the moderators being considered, the latter approximation is probably better-justified than the former. In this case, the equations (27) and (28) that define the spectral function $H(\mu, \varepsilon)$ take the form

$$
\begin{align*}
\varepsilon H^{\prime \prime}(\mu, \varepsilon)+\varepsilon H^{\prime}(\mu, \varepsilon)-(\nu-1) H(\mu, \varepsilon) & =0  \tag{39}\\
H(\mu, 0) & =0 \tag{40}
\end{align*}
$$

where

$$
\begin{equation*}
\nu=\left(D \mu+\Sigma_{a}\right) / \Sigma_{s} \tag{41}
\end{equation*}
$$

is a constant. This is a confluent hypergeometric equation ${ }^{2}$, and the required solution may be represented in terms of the confluent hypergeometric series

$$
\begin{equation*}
F(a \mid c, z)=1+\frac{a}{c} z+\frac{a(a+1)}{c(c+1)} \frac{z^{2}}{z!}+\cdots, \tag{42}
\end{equation*}
$$

which satisfies the equation

$$
z F^{\prime \prime}(z)+(c-z) F^{\prime}(z)-a F(z)=0
$$

in the alternative forms

$$
\begin{align*}
H(\mu, \varepsilon) & =\varepsilon F(2-\nu|2|-\varepsilon)  \tag{43a}\\
& =\varepsilon e^{-\varepsilon} F(\nu|2| \varepsilon) \tag{43b}
\end{align*}
$$

In the expansion of the flux, where $\mu=k_{n}{ }^{2}$ is positive, $\nu$ will be positive, and equation (43b) shows that $H(\mu, \varepsilon)$ will be positive for all positive $\mathcal{E}$. Moreover, the series approaches unity,
and the solution approaches the Maxwellian $\varepsilon e^{-\varepsilon}$ as $\nu$ approaches zero. In order to evaluate the quantity

$$
H\left(k_{n}^{2}, \varepsilon_{0}\right)+H^{\prime}\left({h_{n}}_{2}^{2}, \varepsilon_{0}\right)
$$

that appears in equations (29) and (32) through (34), an asymptotic approximation may suffice because of the large value of $\varepsilon_{0}(>7.5)$, provided the reactor is thermal. Thus the expression ${ }^{2}$

$$
\begin{equation*}
H\left(K_{n}^{2}, \varepsilon\right) \sim \frac{\nu}{\nu!} \varepsilon^{\nu-1}\left[1+\frac{(1-\nu) \cdot(2-\nu)}{\varepsilon}+\frac{(1-\nu)(2-\nu) \cdot(2-\nu)(3-\nu)}{2!\varepsilon^{2}}+\cdots\right] \tag{44}
\end{equation*}
$$

may be used. If a single term is enough, the result is

$$
\begin{equation*}
H\left(k_{r}^{2}, \varepsilon_{0}\right)+H^{\prime}\left(k_{r_{1}}^{2}, \varepsilon_{0}\right) \sim \frac{\nu}{\nu!} \varepsilon_{0}^{\nu-1} \tag{45}
\end{equation*}
$$

In addition to the other approximations, it is usually possible to take $\prod_{\mathcal{M}}(E)$ to be a constant. In this case, the quantity

$$
\begin{equation*}
N\left(\varepsilon_{0}\right)=\int_{0}^{\hat{c}_{0}} \dot{d} \varepsilon \quad M\left(k_{i} \Gamma\right) H\left(k_{r_{1}}^{2}, \varepsilon\right) \tag{46}
\end{equation*}
$$

that appears in the expressions (33) and (34) for the eigenvalue, will satisfy the confluent hypergeometric equation

$$
\varepsilon_{0} N N^{\prime \prime}\left(\varepsilon_{0}\right)+\left(\varepsilon_{0}-1\right) N^{\prime}\left(\varepsilon_{0}\right)-V N\left(\varepsilon_{0}\right)=0
$$

and the initial conditions

$$
N(0)=0, \quad N^{\prime \prime}(0)=1 .
$$

Consequently, it can be represented by confluent hypergeometric functions as

$$
\begin{aligned}
N\left(\varepsilon_{0}\right) & =\frac{1}{2} M \varepsilon_{0}^{1} F\left(2-\nu \mid 3 /-\varepsilon_{0}\right) \\
& =\frac{1}{2} M \varepsilon_{0}^{2} e^{-\varepsilon_{0}} F\left(1+\nu / 3 / \varepsilon_{0}\right)
\end{aligned}
$$

with the asymptotic form

$$
\begin{equation*}
N\left(\varepsilon_{0}\right) \sim \frac{M}{\nu!} \varepsilon_{0}^{\nu}\left[1+\frac{(-\nu) \cdot(2-\nu)}{\varepsilon_{0}}+\frac{(-\nu)(1-\nu) \cdot(2-\nu)(3-\nu)}{2!\varepsilon_{0}^{2}}+\cdots\right] \tag{47}
\end{equation*}
$$

agreeing with term-by-term integration of equation (44), the constant of integration vanishing.

It is probable that, for the relevant values of $k_{n}{ }^{2}$, one or the other of the power series (43b) and the asymptotic series (44) will converge rapidly to a close approximation of $H\left(K_{n}^{2}, \varepsilon\right)$, which would accordingly be well represented for all values of $\mathcal{E}$.

The expansion of the importance involves a new and unfamiliar set of energy eigenfunctions, for which the distribution of eigenvalues $\mu_{\ell}$ has not yet been determined. The discussion of these functions may be initiated by noting that, if $\varepsilon_{0}$ were infinite, $\nu=0$ would be an eigenvalue, since equations (43b) and (42) show that the corresponding eigenfunction would be a Maxwellian, $\varepsilon \rho^{-\varepsilon}$, which satisfies equation (36) for $\varepsilon_{c} \rightarrow \infty$. Of course, $\varepsilon_{c}$ is not infinite, but its value ( $>7$.5) is substantially larger than the values ( $\boldsymbol{\sim}$ l or 2) for which the Maxwellian is large. It may accordingly be expected that there will be an eigenvalue $\mathcal{V}_{0}$ differing only slightly from zero, with an eigenfunction differing only slightly from a Maxwellian.

The asymptotic behavior indicated in equation (44) is quite different from the Maxwellian unless $\nu$ actually vanishes. As $\nu$ departs from zero, the Maxwellian will be only slightly modified, while the principal change will be the introduction of the asymptotic
behavior (44). The value of $V_{0}$ may then be estimated by using the sum of (44) and the Maxwellian to represent $H\left(\mu, \varepsilon_{\nu}\right)$,

$$
H\left(\mu \varepsilon_{0}\right) \not \varepsilon_{0} e^{-\varepsilon_{0}}+\frac{V_{0}}{V_{0}!} \varepsilon_{0}^{V_{0}-1}
$$

and substituting this expression in condition (36). The result is

$$
\begin{equation*}
\gamma_{0}=\sim-\varepsilon_{0} e^{-\varepsilon_{i j}}, \tag{48}
\end{equation*}
$$

which gives the value $\nu_{0} \approx-0.0042$ when $\varepsilon_{0}=7.5-$-a value that is indeed very close to zero. Improving this estimate by using more terms of the asymptotic expression will not change its order of magnitude 。

If $\mathcal{Y}(E)$ is nearly constant, the integral in the expression (38) for the expansion coefficients $B_{Q}$ is approximately

$$
\begin{aligned}
& \sim M \int_{0}^{\varepsilon_{i}} d\left(H\left(H_{0}, \varepsilon\right) H\left(\mu_{0}, \varepsilon\right) e^{\varepsilon} \varepsilon^{-1}\right. \\
& \approx \text { if } \delta_{00}
\end{aligned}
$$

by virtue of the orthogonality condition (37). The expansion (35) is thus reduced, to a good approximation, to the single term

$$
\begin{equation*}
\left(\nu(r, E) \approx \frac{a n \notin R\left(\sqrt{\mu_{0}} \dot{b} \sqrt{\mu_{0}} r\right)}{\alpha F_{1}\left(\sqrt{\mu_{0}} b, \sqrt{\mu_{0}} a\right)-\frac{\partial}{\partial a} R\left(\sqrt{\mu_{0}} b, \sqrt{\mu_{0}} a\right)}\right. \tag{49}
\end{equation*}
$$

where from equations (41) and (48),

$$
\begin{equation*}
\mu_{n} \approx-\frac{1}{D}\left[5 \Sigma_{s} \varepsilon_{0} e^{-\varepsilon_{0}}+\Sigma_{a}\right] \tag{50}
\end{equation*}
$$

This shows that the importance, $F(r, E)=\psi(r, E) / E$, is insensitive to the energy, and has a radial dependence well represented by a hyperbolic Bessel function. In the usual case of a cell much smaller than the moderator diffusion length, the radial factor also will be nearly constant. The near-constancy of the importance explains the success of the usual non-variational thermalization calculations, which are often equivalent to the use of a constant importance.

If the higher members of the set of eigenfunctions $H / \%_{\%}, C$ are required, it is natural to attempt to repeat the argument made for the lowest member. Imposition of condition (36) at $\varepsilon_{c} \rightarrow \infty$ leads to integer eigenvalues $\mu_{y}=-\ell$, the corresponding eigenfunctions being products of the Maxwellian by Laguerre polynominals. These functions will approximate the correct functions only if $\varepsilon_{0}$ is effectively large--which must mean that it exceeds all values of $\mathcal{E}$ where the functions show such structures as zeros and maxima. For $\varepsilon_{0}=7.5$, this condition already fails for $l=1$, while for $\mathcal{E}_{0}=10$ it is satisfied for $l=1$ but fails for $\ell=2$. These results, as well as improved estimates of the functions when $r_{0}$ is not large enough to justify the preceding treatment, may be established by the WKB approximation method. The significance of these higher eigenfunctions seems insufficient to justify more extended treatment, however, except to note that the successive eigenfunctions belong to successively larger negative values of f' $\ell$, and the corresponding radial functions are successively more rapidly attenuated with increasing radius.
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METHODS OF CALCULATING SLOW-NEUTRON SPECTRA

## INTRODUCTION

The question of formation of the slow-neutron spectrum is of appreciable interest in connection with the development of the reactor building technology. The most complete solution to this problem was obtained within the framework of the theoretical model of neutron scattering by monatomic gas nuclei. The main results of this theory were presented in a paper delivered to the first and second Geneva Conferences on Peaceful Use of Atomic Energy (E. Cohen [1], J. Chernick [2], A. McReynolds, M. Nelkin, M. Rosenbluth, and W. Whittemore [3], M. V. KazarmovskiI, A. V. Stapanov, F. L. Shapiro [4], and others). As our knowledge concerning thermalization of neutrons became further developed, it became quite clear that a deeper phy-
sical analysis is necessary for the mechanism of neutron scattering in matter, with an account of the crystal effect and molecular bonds. The main efforts of the scientists have been aimed in recent years towards further improvement of the theoretical models for interaction between slow neutrons with matter, free of the serious limitations of the monatomic-gas moderator model. The work carried out in this direction has been presented in the previously cited Geneva Conference papers, and also in a large number of journal articles. The initial theory of slow-neutron scattering in crystalline matter was proposed by $R$. Weinstock [5]. Since then, many papers have been devoted to this question (A. I. Akhiezer and I. Ya. Pomeranchuk [6], J. M. Cassels [1], G. Placzek and P. Van Hove [8], Finkelstein [9], A. Zemach and R. Glauber [10] and others). At present the most general and most fruitful method of calculating the differential cross section for the interaction between slow neutrons and matter is apparently the Van Hove method [11], which was further developed in recent investigations. Since the purpose of our paper is essentially a discussion of the mathematical problems arising in the analysis of various aspects of thermalization of neutrons in nuclear reactors, we shall not delve into the principal theoretical problems concerning the interaction between slow neutrons and matter, and will base ourselves on the
mathematical formalism developed in references [12] and [13], within the framework of the Van Hove formalism, for the calculation of the differential scattering cross sections of slow neutrons in matter.

Using the adopted theoretical model for the scattering of slow neutrons, the subsequent problem consists of developing effective mathematical algorithms for solving the integro-differential transport equation of the neutrons in the medium. This problem appears to be mathematically the most complicated and most interesting problem in computational mathematics. The complexity of the problem lies primarily in the fact that the integral operator in the neutron transport equation is a Fredholm-type operator in the region of thermal energies. Consequently, the in-tegro-differential transport equation cannot be solved in this case step by step, starting with the higher neutron energies and dropping into the region of the lower energies, as was done for the neutron slowing-down interval. When determining the spectrum of the slow neutrons with account of thermal motion of the nuclei of the medium, the molecular bonds, and crystal effects it becomes necessary to find simultaneous solutions for all the energies compatible with the neutron transitions from all possible energy intervals to the given energy interval. These singularities of the problem have necessitated the development
of a new mathematical apparatus. A very convenient mathematical apparatus was found to be the method of spherical harmonics in the $P_{n}$ approximation. The system of integrodifferential equations for the Fourier coefficients of the series in spherical harmonics is written in the many-group approximation. The problem is then reduced by the finitedifference method to a system of Iinear equations, represented in the form of three-point Jacobian matrix systems, the solution of which is obtained with the aid of an iteration process by groups, combined with matrix factorization. This method is quite effective when applied to the calculation of the slow-neutron spectrum in regions of one-dimensional geometry. The basic ideas of the method were developed in the paper by G. I. Marchuk and V. V. Smelov at the second Geneva Conference [14], and also in references [15], [16], and [17].
A. D. Galanin [15] and P. P. Blagovolin [16] made an effort to solve the slow-neutron transport equation for the cell of a heterogeneous reactor in the diffusion approximation, using analytic methods. The calculation was based on the monatomic-gas moderator model. The calculations made by the above methods; however, are more qualitative than quantitative. Apparently only effective methods can lead to quantitative results of practical significance concerning the spectrum of slow neutrons.

Although we do not plan to discuss in detail theoretical problems involved in the scattering of low-energy neutrons, we note that there is great need at present in fundamental experimental data on inelastic scattering of neutrons in matter, data which can help estimate the degree to which calculations based on the continuously arising theoretical models are approximate. Of course, experiments on the spectrum of slow neutrons in various reactor systems are also of great interest. The information highlighted by these experiments is essential primarily for the design of reactor systems. We do not propose to discuss in this paper experimental work on thermalization of neutrons, since a special paper by V. I. Mostovoi and others [18] will deal with the subject, and note only the special importance of setting up such experiments, in which the shortcomings of the theory are particularly clearly pronounced.

1. DIFFERENTIAL SCATTERING CROSS SECTIONS OF SLOW NEUTRONS
2. The first to formulate the problem of scattering of slow neutrons on free atoms were H. Hurwitz and E. Cohen. [19]. The given theoretical model does not take into account the crystal effects and molecular bonds, which are of great importance in the calculation for neutrons in real media. However, the results obtained in the approximation of the monatomic gas moderator model make it possible to
examine the features governing the establishment of the neutron spectrum in the medium under the influence of othermail motion of the atoms of the matter and in many cases yield more or less reliable quantitative estimates. An exact expression for the cross section for scattering of slow neutrons on the nuclei of a monatomic moderator, obtained by V. V. Smelov and I. V. Malorov (see [20]), has the following form:

$$
\begin{aligned}
& \sigma\left(x_{0} \rightarrow x, \mu_{0}\right)=\frac{\sigma_{e l}}{4 \pi} \frac{(M+1)^{2} \tau^{2}}{M \sqrt{\pi M}} \frac{x^{2}}{x_{0}} \frac{1}{\sqrt{x_{0}^{2}+x^{2}-2 x x_{0} \mu_{0}}} \times \\
& \times \exp \left\{-\frac{\varepsilon \tau^{2}}{\beta^{2}} x_{0}^{2}-\frac{\varepsilon+M \beta^{2}}{4}\left[\frac{\sqrt{x_{0}^{2}+x^{2}-2 x x_{0} \mu_{0}}}{M \beta} \lambda+\frac{\tau^{2}}{\beta} \frac{x_{0}^{2}-x^{2}}{\sqrt{x_{0}^{2}+x^{2}-2 x x_{0} \mu_{1}}}\right]\right\}(I)
\end{aligned}
$$

where

$$
\beta=\frac{1}{\sqrt{2 K T}}, \tau=\sqrt{\frac{M \beta^{2}}{M \beta^{2}+\varepsilon}}, \lambda=1+M(1-\tau), x=\beta v
$$

$X_{0}--$ neutron velocity prior to collision, $x$-- neutron velocity after collision, $\mu_{0}--$ cosine of the scattering angle in the laboratory system. In the derivation of formula (1) it was also assumed that the elastic-scattering cross section has the form

$$
\sigma_{e l}\left(x_{R}\right)=\sigma_{e l} e^{-\varepsilon x_{R}^{2}}
$$

where $x_{R}$-- velocity of the neutron relative to the moving nucleus and $\varepsilon$ is a specified constant.

Of greatest interest from the point of view of practical applications are the first two moments of the cross section $\hat{\sigma}_{0}\left(x_{0} \rightarrow x, \mu_{0}\right)$ with respect to the cosine of the scattering angle.

These have the following form [1], [21], [22]:

$$
\begin{aligned}
& \sigma_{0}\left(x_{0} \rightarrow x\right)= \sigma_{e l} \frac{(M+1)^{2}}{4 M} \frac{\tau^{3}}{\lambda} \frac{x}{x_{0}^{2}}\left[e^{-\frac{\varepsilon \tau^{2}}{\beta^{2} x_{0}^{2}}\left(\operatorname{erf} z_{1}+\operatorname{erf} z_{2}\right)+}\right. \\
&\left.+e^{x_{0}^{2}-\lambda x^{2}}\left(\operatorname{erf} z_{3}-\zeta z_{4}\right)\right](q) \\
& \sigma_{1}\left(x_{0} \rightarrow x\right)= \sigma_{e l} \frac{(M+1)}{4 M} \frac{\tau^{3} v}{\lambda} \frac{x}{x_{0}^{2}}\left\{e ^ { - \frac { \varepsilon \tau ^ { 2 } } { \beta ^ { 2 } } x _ { 0 } ^ { 2 } } \left[\left(\frac{x}{x_{0}} \Theta-\frac{x_{0}}{x} \eta-\frac{v}{x x_{0}}\right) \times\right.\right. \\
&\left.x\left(\operatorname{erf} z_{1}+\zeta \operatorname{erf} z_{2}\right)+\frac{2}{\sqrt{\pi}} \frac{x+x_{0}}{x x_{0}} e^{-z_{1}^{2}}-\frac{2}{\sqrt{\pi}} \frac{\left|x-x^{\prime}\right|}{x x^{\prime}} e^{-z_{2}^{2}}\right]+ \\
&+\left.e^{x_{0}^{2}-\lambda x^{2}}\left(\frac{x_{0}}{x} \theta-\frac{x}{x_{0}} \eta-\frac{V}{x x_{0}}\right)\left(\operatorname{erf} z_{3}-\zeta \operatorname{erf} z_{4}\right)\right\}(3)
\end{aligned}
$$

where

$$
\left.\begin{array}{c}
\theta=\frac{M+1}{2 \tau \sqrt{M}}, \eta=\tau \sqrt{M}-\theta, \nu=\frac{\tau \sqrt{M}}{\lambda} \\
z_{1}=x \theta-x_{0} \eta, \quad z_{2}=x \theta+x_{0} \eta \\
z_{3}=x_{0} \theta-x \eta, \quad z_{4}=x_{0} \theta+x \eta \\
\zeta=\left\{\begin{array}{ccc}
1 & \text { for } x<x_{0} \\
-1 & \text { for } & x>x_{0}
\end{array}\right\}
\end{array}\right\}
$$

1.2. The differential cross section for the scattering of slow neutrons with account of crystalline effect and chemical bonds will be considered in the form [3],[12], [22]

$$
\sigma\left(x_{0} \rightarrow x, \mu_{0}\right)=\sigma_{e l} \frac{(M+1)^{2}}{4 \pi^{2} M^{2}} \frac{x^{2}}{x_{0}} e^{\frac{x_{0}^{2}-x^{2}}{2}} \int_{0}^{\infty} e^{-\frac{\gamma(t)}{2 \mu}\left(x_{0}^{2}+x^{2}-2 x_{0} x \mu_{0}\right)} \cos \frac{x_{0}^{2}-x}{2} t d t
$$

where $\gamma(t)$ is a certain function having the meaning of dispersion in the Gaussian representation of the autocorrelation function. The first two moments of the slowneutron scattering function are determined from the formlas

$$
\begin{align*}
& \sigma_{0}\left(x_{0} \rightarrow x\right)= \frac{(M+1)^{2}}{2 \pi M} \frac{x}{x_{0}^{2}} e^{\frac{x_{0}^{2}-x_{0}^{2}}{2}} \int_{0}^{\infty} \frac{1}{\gamma(t)}\left[e^{-\frac{\gamma(t)}{2 M}\left(x_{0}-x\right)^{2}}-\right. \\
&\left.\quad-e^{\frac{\gamma(t)}{2 M}\left(x_{0}-x\right)^{2}}\right] \cos \frac{x_{0}^{2}-x^{2}}{2} t d t \quad(6) \\
& \sigma_{1}\left(x_{0} \rightarrow x\right)= \frac{(M+1)^{2}}{2 \pi M} \frac{x}{x_{0}^{2}} e^{\frac{x_{0}^{2}-x^{2}}{2}} \int_{0}^{\infty} \frac{1}{\gamma(t)}\left[\left(1-\frac{M}{x_{0} x \gamma(t)}\right) e^{-\frac{\gamma(t)}{2 k}\left(x_{0}-x\right)^{2}}+\right. \\
&\left.+\left(1+\frac{M}{x_{0} x \gamma(t)}\right) e^{-\frac{\gamma(t)}{2 M}\left(x_{0}+x\right)^{2}}\right] \cos \frac{x_{0}^{2}-x^{2}}{2} t d t \tag{7}
\end{align*}
$$

The function $\gamma(t)$ is the dispersion of the autocorrelation function in the incoherent approximation [23]

$$
\begin{equation*}
G(r, t)=[2 \pi \gamma(t)]^{-\frac{3}{2}} e^{-\frac{r^{2}}{2 \gamma(t)}} \tag{8}
\end{equation*}
$$

This is the form that the autocorrelation function has for an ideal gas, a cubic crystal, and a liquid in the model of continuously diffusing nuclei.

In the case of the scattering of neutrons by a monatomic gas, the function $\gamma(t)$ has the same form as (8) with a dispersion

$$
\begin{equation*}
\gamma(t)=\frac{t(T t-i h)}{M} \tag{9}
\end{equation*}
$$

where $T$ is the temperature of the medium.
For a cubic crystal we have [8]

$$
\begin{equation*}
\gamma(t)=\frac{h^{2}}{M}\left[\omega-\int_{-\infty}^{\infty} \frac{e^{-\frac{\varepsilon}{2 T}} g(|\varepsilon|)}{2 \varepsilon \operatorname{sh} \frac{\varepsilon}{2 T}} e^{-i \frac{\varepsilon}{h} t} d \varepsilon\right] \tag{10}
\end{equation*}
$$

where $\varepsilon=h \omega, g\left(\varepsilon_{-}\right) d \varepsilon=g(i \omega) d \omega$, and $g(\omega)--$ spectrum of normal oscillations of the crystal.

As follows from formulas (9) and (10), $\gamma(t)$ for a gas moderator increases as $t^{2}$ when $t \rightarrow \infty$, while for a crystal it tends to a definite limit $\gamma_{\infty}=h^{2} \omega / M$.

For a liquid the situation is intermediate and the dispersion $\gamma(t)$ as $t \rightarrow \infty$ can be connected with the self-diffusion coefficient $D$ by the formula

$$
\gamma(t)=2 D t \quad \text { for } \quad t \rightarrow \infty
$$

The motion of an atom in a liquid consists of relatively rapid oscillations about an instantaneous equilibrium position and relatively slow random displacements of the instantaneous equilibrium position, leading to diffusion. Consequently when $t$ is small the function $\gamma(t)$ should behave as in the case of the crystal, while for large $t$, when diffusion comes into play, it should increase in accord with (10).

References [24] and [35] derived interpolation formolas for $\gamma(t)$, in which these requirements are satisfled. For a liquid and a cubic crystal we have

$$
\begin{equation*}
\gamma(t)=\frac{T}{\varepsilon}\left(1+\delta \sqrt{t^{2}+1}\right)\left[1-e^{-\frac{\varepsilon\left(t^{2}+1\right)}{2 T\left(1+\delta \sqrt{t^{2}+1}\right)}}\right] \tag{11}
\end{equation*}
$$

where we must put $\delta=0$ for a crystal. Formula (11) can be used, in particular, to calculate the differential cross section for scattering on water.

In the case of graphite, in which the spectrum of the normal oscillations is broader, we can assume

$$
\begin{equation*}
\gamma(t)=\frac{1}{2} \frac{\left(t^{2}+1\right)+\frac{\beta}{2 T}\left(t^{2}+1\right)^{3 / 2}}{1+\frac{\beta}{2 T}\left(t^{2}+1\right)^{1 / 2}+\frac{\alpha}{2 T}\left(t^{2}+1\right)} \tag{12}
\end{equation*}
$$

This formula can also be used to calculate the differential cross section of scattering in water. We note that in the case of a graphite crystal we must put in this formula $\beta$ $=0$.

The parameters $\alpha$ and $\delta$ in (11) and (12) are chosen such as to obtain best agreement between the calculated values of the total scattering cross section with the experimental values over the entire energy interval below the end point.

For a temperature $T=300^{\circ} \mathrm{K}$ the following values were assumed in the calculations for the effective parameters:

For beryllium -- $\delta=0, \quad \varepsilon=0.01276$.
For craphite -- $\quad \beta=0, \quad \alpha=0.01547$.
For water $-\quad \beta=0.00884, \quad \alpha=0.05200$.

The total scattering cross sections calculated for the given parameters are in good agreement with experiment.

The method of computation and the program for calculating the differential cross sections for the scattering of slow neutrons, in accord with the scheme developed above, were devised by V. V. Smelov and G. A. Ilyasova. Appendix II lists tables of the differential cross sections for the scattering of neutrons on beryllium, graphite, and water. These tables can be used to
calculate the space-energy distribution of slow neutrons in the physical design of reactors.

## 2. CALCULATION OF THE SLOW-NEUTRON SPECTRUM

2.1. The spectrum of slow-neutrons is usually calculated with the aid of the many-group representation of the neutron transport equation. These problems, depending on their specific features, can be arbitrarily subdivided into those involving the calculation of the microstructure of neutron fields, with which one deals in the calculation of cells of heterogeneous reactors and in the problem involving the determination of the average neutron spectrum in the reactor. From this point of view the fundamental problem is that of the neutron spectrum within a cell of the heterogeneous reactor, since the physical indices of a nuclear reactor are very closely related with the coefficient of thermal utilization, with the aid of which one determines not only the critical parameters of the reactor, but also the conversion ratio of the nuclear fuel in the reactor during the reactor lifetime. The calculation of the spectrum of the slow neutrons entails many mathematical difficulties, which in general reduce to the need of solving as accurately as possible the transport equation, both in space and in energy. Problems involving the calculation of the averaged neutron spectrum in the
reaction, on the basis of information concerning the neutron spectrum in individual reactor cells, can as a rule be solved by using simpler methods, such as the $P_{1}$-approximation of the spherical-harmonics method. Even the latter case may involve the need for more accurate calculations if the gradients of the neutron fields, due to the physical or thermal inhomogeneities, turn out to be appreciable. By now there have been developed more or less satisfactory programs for solving one-dimensional problems, and we are at the threshold of solving the many-dimensional problems that must be solved if more justified recommendations are to be made for the design of nuclear-power installations.
2.2. We proceed now to formulate the main problems entailed in the calculation of the spectrum of slow neutrons. In order not to complicate the mathematical aspect of the matter, we start with the simplest $P_{1}$-approximation, and will discuss the necessary refinements as we proceed in the solution of the problem. We shall first discuss the many-group representation of the fundamental neutron diffusion equations. Although this appears to be a trivial problem, there is still no unified point of view concerning the methods used to reallze the group representations. Some general principles in this direction have been advanced in [16] and [22].

The gist of these principles is that the initial newtron transport equations are replaced by a system of manygroup equations in such a way that the chosen basic functionals of the problem retain in this transition their initial value. Let us consider by way of an example the system of basic slow-neutron diffusion equations in the $\mathrm{P}_{1}$-approximation:

$$
\left.\begin{array}{l}
\nabla \varphi_{1}+\alpha \varphi_{0}-\int_{0}^{x g r} \alpha_{0}\left(x^{\prime} \rightarrow x\right) \varphi_{0}\left(\vec{r}, x^{\prime}\right) d x^{\prime}=g_{0}(\vec{r}, x)  \tag{13}\\
\frac{1}{3} \nabla \varphi_{0}+\alpha \overrightarrow{\varphi_{1}}-\int_{0}^{x} \alpha_{1}\left(x^{\prime} \rightarrow x\right) \vec{\varphi}_{1}\left(\vec{r}, x^{\prime}\right) d x^{\prime}=\vec{g}_{1}(\vec{r}, x)
\end{array}\right\}
$$

subject to the condition

$$
\begin{equation*}
2 \vec{\varphi}_{1} \vec{n}-\varphi_{0}=0 \quad \text { on } \quad S \tag{14}
\end{equation*}
$$

where $\vec{n}$ is the outward normal to the surface $S$. The remaining need no special explanation.

We set the problem (13), (14) in correspondence with the following many-group problems:

$$
\left.\begin{array}{l}
\nabla \vec{\phi}_{1}^{j}+\alpha_{0}^{j} \phi_{0}^{j}-\sum_{l=1}^{n} \alpha^{l \rightarrow j} \phi_{0}^{l}=Q_{0}^{j}  \tag{15}\\
\frac{1}{3} \nabla \phi_{0}^{j}+\alpha_{0}^{j} \vec{\phi}_{1}^{j}-\sum_{l=1}^{m} \alpha_{1}^{l \rightarrow j} \phi_{1}^{l}=\vec{Q}_{1}^{j}
\end{array}\right\}
$$

subject to the condition

$$
\begin{equation*}
2 \vec{\phi}_{1}^{j} \vec{n}-\phi_{0}^{j}=0 \quad \text { on } \quad S \tag{16}
\end{equation*}
$$

where $\phi_{0}^{j}, \vec{\phi}_{1}^{j}, \quad Q_{0}^{j}$, and $Q_{1}^{j}$ are the integral values $\underset{l \rightarrow j}{\text { over }}$ the $\underset{l \rightarrow j}{\operatorname{groups}}\left(x_{j}-1, x_{j}\right)$ and the coefficients $\alpha_{0}^{j}, \alpha_{1}^{j}$, ${ }_{\ell_{0} j}$, and ${ }_{l_{-} \rightarrow j}$ are unknown quantities, which must be chosen to satisfy the condition that on going from the problem (13), (14) to the problem (15), (16) the chosen functional of the problem remains unchanged. In order to find these coefficients, we introduce formally the many-group problem which is adjoint to the problem (15), (16)

$$
\left.\begin{array}{l}
-\nabla \vec{\phi}_{1}^{* j}+\alpha_{0}^{j} \phi_{0}^{* j}-\sum_{l=1}^{m} \dot{\alpha}_{0}^{j} \phi_{0}^{* l}=Q_{0}^{* j}  \tag{17}\\
-\frac{1}{3} \nabla \phi_{0}^{* j}+\alpha_{1}^{j} \vec{\phi}_{1}^{* j}-\sum_{l=1}^{m} \vec{\alpha}_{1}^{l} \phi_{1}^{* l}=\vec{Q}^{* j}
\end{array}\right\}
$$

subject to the condition

$$
\begin{equation*}
2 \vec{\phi}_{1}^{* j} \vec{n}+\phi_{0}^{* j}=0 \quad \text { on } S \tag{18}
\end{equation*}
$$

Integrating further the equations of the system (13), (14) within the limits ( $x_{j}, x_{j+1}$ ), we arrive at the system

$$
\left.\begin{array}{l}
\nabla \vec{\phi}_{1}^{\prime}+\int_{x_{j}}^{x_{j+1}} \alpha \varphi_{0} d x-\sum_{e=1}^{m} \int_{x_{e}}^{x_{e+1}} d x^{\prime} \varphi_{0} \int_{x_{j}}^{x_{j+1}} \alpha_{0}\left(x^{\prime} \rightarrow x\right) d x=Q_{0}^{j} \\
\frac{1}{3} \nabla \phi_{0}^{j}+\int_{x_{j}}^{x_{j+1}} \alpha \vec{\varphi}_{1} d x-\sum_{e=0}^{m} \int_{x_{e}}^{x_{e+1}} d x^{\prime} \vec{\varphi}_{1} \int_{x_{j}}^{x_{j+1}} \alpha_{1}\left(x^{\prime} \rightarrow x\right) d x=\vec{Q}_{1}^{j}
\end{array}\right\}(1 q)
$$

subject to the condition (16).
We now multiply the equations of (19) by $\phi_{0}^{* j}$ and $3 \phi_{1}^{x} y$, add the products, and sum the resultant expressions over j. We then multiply the system (17) by $\Phi_{0}^{j}$ and $3 \widehat{\phi}_{1}^{j}$, add, and sum the resultant expressions also with respect to $J$. The final results are subtracted from each other and integrated over the volume of the domain $G$. As a result we can readily obtain the following functional equation

$$
\begin{aligned}
& \int_{G} d \vec{r}\left\{\sum_{j=1}^{m}\left[\alpha_{0}^{j} \phi_{0}^{j}-\int_{x_{j}}^{x_{j+1}} \alpha \varphi_{0} d x\right] \phi_{0}^{* j}+3\left[\alpha_{1}^{j} \vec{\phi}_{1}^{j}-\int_{x_{2}}^{x_{j+1}} \alpha \vec{\varphi}_{1} d x\right) \vec{\phi}_{1}^{*+j}-\sum_{j=1}^{m} \phi_{0}^{* j} \sum_{l=1}^{m} \alpha_{0}^{l+j} \phi_{0}^{l}-\right. \\
& \left.-\int_{x_{l}}^{x_{l+1}} d x^{\prime} \varphi_{0} \int_{x_{j}}^{x_{j+1}} d x \alpha_{0}\left(x^{\prime} \rightarrow x\right)+\sum_{j=1}^{m} \vec{\phi}_{1}^{* j} \sum_{l=1}^{m}\left[\alpha_{1}^{l \rightarrow j} \vec{\phi}_{1}^{l}-\int_{x_{e}}^{x_{l+1}} d x^{\prime} \vec{\varphi}_{1} \int_{x_{j}}^{x_{j+1}} d x \alpha_{1}\left(x^{\prime} \rightarrow x\right)\right]\right\}=0 \quad(20)
\end{aligned}
$$

Eq. (20) will be satisfied if we put

$$
\alpha_{0}^{j}=\frac{\int_{G_{n}} d \vec{r} \phi_{0}^{* j} \int_{x_{j}}^{x_{j+1}} \alpha \varphi_{0} d x}{\int_{G_{n}} d \bar{r} \phi_{0}^{* j} \phi_{0}^{j}}, \alpha_{1}^{j}=\frac{\int_{G_{n}} d \vec{r}^{\vec{\phi}_{1}^{* j}} \int_{x_{2}} \alpha \vec{\varphi}_{1} d x}{\int_{G_{n}} d \vec{r}_{\phi_{1}^{* j}}^{\vec{\phi}_{1}} \vec{\phi}_{1}^{j}},(21)
$$

$$
{\underset{\alpha}{l}}_{1}=\frac{\int_{G_{n}} d \vec{r} \phi_{0}^{* j} \int_{x_{e}}^{x_{e+1}} d x^{\prime} \varphi_{0} \int_{x_{j}}^{x_{j+1}} d x \alpha_{0}\left(x^{\prime} \rightarrow x\right)}{\int_{G_{n}} d \vec{v} \phi_{0}^{* j} \phi_{0}^{l}}, \alpha_{l}=\frac{\int_{G_{n}} d \vec{r} \vec{\phi}_{1}^{* j} \int_{x_{e}}^{x_{e+1}} d x^{\prime} \vec{\varphi}_{1} \int_{x_{j}}^{x_{i+1}} d x \alpha_{1}\left(x^{\prime} \rightarrow x\right)}{\int_{G_{n}} d \vec{r} \vec{\phi}_{1}^{* j} \vec{\phi}_{1}^{l}}(21)
$$

where $G_{n}-$ partial domains, into which the entire domain $G$ of the solution breaks up.

So far we have left the quantities $Q * j$ and $\vec{Q}_{0}{ }_{1}^{j}$ arbitrary, and consequently the solution of the adjoint equations is likewise not fixed. The choice of the fundtrons $Q *{ }_{0}^{j}$ and $Q *{ }_{1}^{j}$ is dictated by the physical meaning of the problem. Let us assume that the most important fundtional of the problem is the total number of the neutrons captured every second in the subdomain $G_{n}$, i.e.,

$$
\begin{equation*}
J=\sum_{j=1}^{m} \int_{G_{n}} d \vec{r} \alpha_{c}^{j} \phi_{0}^{j} \tag{29}
\end{equation*}
$$

In this case we must put

$$
Q_{0}^{* j}= \begin{cases}\Sigma_{c}, & \text { when } \vec{r} \text { belongs to } G_{n} \\ 0, & \text { when } \vec{r} \text { does not belong to } G_{n} .\end{cases}
$$

2.3. Formulas (21) can be used to determine the coefficients by successive approximation, using the approxi-
mate solutions $\varphi_{0}(\vec{r}, x)$ and $\vec{\varphi}_{1}(\vec{r}, x)$, obtained during the process of going over from the integral fluxes $\phi_{0}^{j}$ and $\vec{\phi}_{1}^{j}$ to $\varphi_{0}\left(\vec{r}, x_{j}+1 / 2\right)$ and $\vec{\varphi}_{1}\left(\vec{r}, x_{j+1 / 2}\right) \quad$ and reconstituting these functions with the aid of the interpotation formulas. After the coefficients $\alpha_{0}^{j}, \alpha_{i}^{j}, \alpha_{0}^{l}$
 (15), (16). This problem can be solved by finite differences. To obtain the corresponding difference system of equations, we rewrite theproblem (15), (16) in vector matmix form

$$
\left.\begin{array}{rl}
\nabla \vec{\phi}_{1}+\Sigma_{0} \vec{\phi}_{0} & =\vec{Q}_{0}  \tag{23}\\
\frac{1}{3} \nabla \vec{\phi}_{0}+\Sigma_{1} \vec{\phi}_{1} & =\vec{Q}_{1}
\end{array}\right\}
$$

subject to the condition

$$
\begin{equation*}
2 \vec{\phi}_{1} \vec{n}-\vec{\phi}_{0}=0 \quad \text { on } S \tag{24}
\end{equation*}
$$

where $\vec{\phi}_{0}, \vec{\phi}_{1}, \vec{Q}_{0}$, and $\vec{Q}_{1}$ are vectors whose components are respectively $\phi_{0}^{j}, \phi_{1}^{j}, q_{0}^{j}$, and $q_{1}^{j}$, while $\sum_{1}$ and $\leqslant 0$ are the following matrices:

$$
\Sigma_{0}=\left\|\delta_{j e} \alpha_{0}^{j}-\stackrel{l \rightarrow \alpha_{0}}{\alpha_{0}}\right\|, \Sigma_{1}=\left\|\delta_{j e} \alpha_{1}^{j}-\stackrel{\ell \rightarrow \alpha_{1}}{\alpha_{1}}\right\|
$$

where $\delta_{j l^{--}}$Kronecker symbol.

> In case of one-dimensional geometry, the system (23)
assumes the form

$$
\left.\begin{array}{l}
\frac{1}{r^{v}} \frac{d}{d r}\left(r^{\nu} \vec{\phi}_{1}\right)+\Sigma_{0} \vec{\phi}_{0}=Q_{0}  \tag{25}\\
\frac{1}{3} \frac{d \vec{\phi}_{0}}{d r}+\sum_{1} \bar{\phi}_{1}=\vec{Q}_{1}
\end{array}\right\}
$$

where the parameter $\mathcal{\nu}$ takes on the values 0,1 , and 2 respectively for plane, cylindrical, and spherical geometry. By using the methods developed in [15] and [22], the system (25) can be reduced to the form

$$
\begin{equation*}
\vec{\phi}_{k+1}-B_{k} \vec{\phi}_{k}+C_{k} \vec{\phi}_{k-1}=-\vec{f}_{k} \tag{26}
\end{equation*}
$$

subject to the following condition at the center

$$
\begin{equation*}
\vec{\phi}_{0}=\vec{\phi}_{1} \tag{27}
\end{equation*}
$$

and the following condition on the outer boundary

$$
\begin{equation*}
\vec{\phi}_{n-1}-\Gamma \vec{\phi}_{n}=\vec{g} \tag{28}
\end{equation*}
$$

Here $\vec{\phi}_{k}=\phi_{0 k}, \vec{f}_{k}$ and $\vec{g}$ are vectors, while $\underline{B}_{k}, \underline{C}_{k}$, and $\Gamma$ are matrices.

The system (26) -- (28) is solved by matrix factorization

$$
\begin{equation*}
\underline{\beta}_{k+1}=\underline{C}_{k+1}\left(\underline{B}_{k}-\underline{B}_{k}\right)^{-1} \tag{29}
\end{equation*}
$$

$$
\left.\begin{array}{l}
\vec{z}_{k+1}=B_{k+1}\left(\vec{z}_{k}+\vec{F}_{k}\right)  \tag{29}\\
\vec{\Phi}_{k}=\underline{C}_{k+1}^{-1}\left(\vec{E}_{k+1} \vec{\Phi}_{k+1}+\vec{z}_{k+1}\right)
\end{array}\right\}
$$

subject to the conditions

$$
\begin{gathered}
\left.\left.\begin{array}{c}
B_{1}=\underline{c}_{1} \\
\vec{z}_{1}=0 \\
\Phi_{n}=\left[\left(\underline{B}_{n-1}-\underline{B}_{n-1}\right)^{-1}-\Gamma\right]^{-1}\left[\vec{g}-\left(\underline{B}_{n+1}-\underline{\beta}_{\underline{n}}-1\right)^{-1}\left(\vec{z}_{n+1}+f_{n-1}\right)\right]
\end{array}\right\} \quad(30)\right)
\end{gathered}
$$

This method of solution is stable from the computational point of view and is readily set up for computers. However, if the number of groups is large this method entails operations on vectors and matrices of high order. It is preferable apparently to use in this case the itaeration method.

The arguments presented above can be extended in natural fashion to include the calculation of the neutron spectrum in a cell of a heterogeneous reactor.
2.4. However, the calculation of the slow-neutron spectrum in the $\mathrm{P}_{1}$-approximation, particularly for cells of a heterogeneous reactor, does not lead to results of sufficient accuracy. It is necessary in this case to solve the problem in a higher approximation than the $P_{1}-$
approximation. The corresponding mathematical apparatus can be the numerical methods of Vladimirov [26] and Carlson [27] or the method of spherical harmonics. To solve problems in one-dimensional geometry it is apparently most effective to use spherical harmonics, a method which we chose as the basis for programming the corresponding problems. The gist of the method consists of the following. We consider a many-group system of transport equaltins for slow neutrons in a certain domain $G$ :

$$
\begin{equation*}
\vec{\Omega} \nabla \phi^{j}+\alpha^{j} \phi^{j}-\sum_{l=1}^{m} \int d \vec{\Omega}^{\prime} \alpha^{l \rightarrow j}\left(\vec{\Omega}^{\prime} \rightarrow \Omega\right) \phi^{l}\left(\vec{r}, \vec{\Omega}^{\prime}\right)=S^{j}(\vec{r}, \vec{\Omega}) \tag{31}
\end{equation*}
$$

subject to suitable boundary conditions.
The system of equations is written formally in the form

$$
\begin{equation*}
L^{j} \phi^{j}=\sum_{\ell \neq j} \int d \vec{Q}^{\prime} \alpha \phi^{l} \phi^{\ell}+S^{j} \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{j} \phi^{j} \equiv \vec{\Omega} \nabla \phi^{j}+\alpha^{j} \phi^{j}-\int d \vec{\Omega}^{\prime} \alpha^{j} \phi^{j} \tag{33}
\end{equation*}
$$

We seek the solution of (32) by using successive approximations in a fashion similar to that of Seidel

$$
\begin{equation*}
L^{j} \phi_{\eta}^{j}=\sum_{l<j} \int \alpha \vec{\Omega}^{\prime l} \alpha \phi_{n}^{l}+\sum_{l>j} \int d \vec{\Omega}^{\prime} \alpha^{l+j} \phi_{n-1}^{l}+S^{j} \tag{34}
\end{equation*}
$$

where $n$ is the number of the iteration.
To improve the convergence of the successive approximation method, it is convenient to employ the ideas of $H$. Takahashi [?8] concerning the advisability of normalization of iterations. It is proposed to normalize the iterations in the following manner.

We assume that in the $n-t h$ cycle of iteration we have found approximate values of the solution in the groups $\ell=1, \ldots,(j-1)$. We calculate the function $\phi^{j}$ by solving (34). We then examine the exact equation (32), integrated over all solid angles in the domain $G$, and sum the result over all the groups. If we assume, for example, that the domain $G$ is a reactor cell, we arrive at the formola

$$
\begin{equation*}
\sum_{j} \int d \vec{r} \int d \vec{\Omega} \alpha_{c}^{j} \phi^{j}=\sum_{j} \int d \vec{r} \int d \vec{\Omega} S^{j} \tag{35}
\end{equation*}
$$

where the left half of the equation describes the total numbber of slow neutrons captured every second in the reactor cell, while the right half describes the total number of generated external sources. We stipulate that (35) be satisfied in each cycle of iteration when calculating each value of $\phi{ }^{j}$. Thus, after we obtain the value of the
flux $\phi^{j}$ with the aid of (34) in the n-th iteration, we must require that the balance equation (35) be satisfied. This is most conveniently done by renormalizing the sources $s^{j}$, i.e., by assuming that all the $s^{j}$ are replaced by $\mathrm{cs}^{j}$, where $c$ is a constant calculated with the aid of the reration

$$
\begin{equation*}
C=\frac{\sum_{l \leqslant j} \int d \vec{r} \int d \vec{\Omega} \alpha_{c}^{j} \phi_{n}^{j}+\sum_{e>j} \int d \vec{r} \int d \vec{\Omega} \alpha_{c}^{j} \phi_{n-1}^{j}}{\sum_{j} \int d \vec{r} \int d \vec{\Omega} S^{j}} \tag{36}
\end{equation*}
$$

Of course, the values of $s^{j}$ are constantly replaced by new ones on going from group to group.
2.5. Once the iteration process is formulated, the solution of the problem reduces to a successive solution of the single-velocity transport equations.

The solution of the single-velocity equations is carried out by the method of spherical harmonics on the basis of the finite-difference method. We illustrate this method using a Wigner-Seitz cylindrical cell as an example. In this case we shall have the following equation
$\sin \theta\left[\cos \psi \frac{\partial \phi}{\partial r}-\frac{\sin \psi}{r} \frac{\partial \phi}{\partial \psi}\right]+\alpha(r) \phi=\int_{0}^{2 \pi} d \psi^{\prime} \int_{0}^{n} d \theta \alpha_{5}(r, \theta) \phi\left(\vec{r}, \theta^{\prime} \psi\right)+q(\vec{r}, \theta, \psi)$
where $\theta$-- angle between the vectors $\vec{\Omega}$ and $\vec{\Omega}$ ', subject to the condition that in the center of the region the new-
tron flux is isotropic, while on the outer boundary of the cell $R$ we have

$$
\begin{equation*}
\phi(R, \theta, \psi)=\phi(R, \pi-\theta, \pi-\psi) \tag{38}
\end{equation*}
$$

We seek a solution of (37) with the aid of a series in spherical functions

$$
\begin{aligned}
\phi(r, \theta, \Psi) & =\frac{1}{2 \pi} \sum_{n=0}^{\infty} \frac{2 n+1}{2} A_{n 0}(r) P_{n}(\cos \theta)+ \\
& +\frac{1}{2 \pi} \sum_{n=1}^{\infty} \sum_{m=1}^{n}(2 n+1) \frac{(n-m)!}{(n+m)!} A_{n m}(r) P_{n}^{m}(\cos \theta) \cos m \psi
\end{aligned}
$$

In the $P_{3}$-approximation for the Fourier coefficients, we arrive at a system of six ordinary differential equaltions, which can be represented in matrix form by means of the system of two equations

$$
\left.\begin{array}{l}
\underline{a}_{0} \frac{d \vec{J}}{d r}+\frac{1}{r} \underline{T}_{0} \vec{J}+\underline{\Sigma}_{0} \vec{\phi}=\vec{S}_{0}, \\
\underline{a}_{1} \frac{d \vec{\phi}}{d r}+\frac{1}{r} \underline{T}_{1} \vec{\phi}+\underline{\Sigma}_{1} \vec{\jmath}=\vec{S}_{1}, \tag{40}
\end{array}\right\}
$$

where

$$
\vec{\phi}(r)=\left|\begin{array}{l}
A_{00} \\
A_{20} \\
A_{22}
\end{array}\right|, \quad \vec{J}=\left|\begin{array}{l}
A_{11} \\
A_{31} \\
A_{33}
\end{array}\right|
$$

$$
\begin{aligned}
& \underline{a}_{0}=\left\|\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
\frac{1}{2} & -\frac{1}{12} & \frac{1}{24}
\end{array}\right\| \\
& \underline{a}_{1}=\left\|\begin{array}{ccc}
1 & -1 & \frac{1}{2} \\
0 & 1 & -\frac{1}{12} \\
0 & 0 & \frac{1}{24}
\end{array}\right\| \\
& \underline{T}_{0}=\left\|\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
-\frac{1}{2} & \frac{1}{12} & \frac{1}{9}
\end{array}\right\| \quad \underline{T}_{1}=\left\|\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & -\frac{1}{6} \\
0 & 0 & -\frac{1}{12}
\end{array}\right\| \\
& \Sigma_{0}=\left\|\begin{array}{ccc}
\Sigma_{c} & 0 & 0 \\
0 & 5 \Sigma_{2} & 0 \\
0 & 0 & \frac{5}{12} \Sigma_{2}
\end{array}\right\| \\
& \Sigma_{1}=\left\|\begin{array}{ccc}
3 \Sigma_{t r} & 0 & 0 \\
0 & \frac{7}{6} \Sigma_{3} & 0 \\
0 & 0 & \frac{7}{366} \Sigma_{3}
\end{array}\right\| \\
& \vec{S}_{0}=\left\|\begin{array}{c}
Q_{20} \\
5 Q_{20} \\
\frac{5}{12} Q_{22}
\end{array}\right\| \\
& \vec{S}_{1}=\left\|\begin{array}{c}
3 Q_{11} \\
\frac{7}{6} Q_{31} \\
\frac{7}{360} Q_{33}
\end{array}\right\|
\end{aligned}
$$

with

$$
\Sigma_{c}=\alpha-\alpha_{0}, \Sigma_{t_{r}}=\alpha-\alpha_{1}, \Sigma_{2}=\alpha-\alpha_{2}, \quad \Sigma_{3}=\alpha-\alpha_{3}
$$

Here $\alpha_{n}$ are the coefficients of expansion of the scattering indicatrix $\alpha(\tau, \theta)$ in Legendre polynomials $P_{n}(\cos$ $\left.\theta_{0}\right)$

It is necessary to add to the system (40) the boundary conditions

$$
\left.\begin{array}{l}
\frac{d \stackrel{\rightharpoonup}{\phi}}{d r}=0, \text { for } r=0 \\
\frac{d \vec{\phi}}{d r}-\frac{1}{R} q \vec{\phi}=0, \text { for } r=R
\end{array}\right\}
$$

$$
(41)
$$

where

$$
q=\left\|\begin{array}{ccc}
0 & 0 & -\frac{5}{3} \\
0 & 0 & \frac{1}{3} \\
0 & 0 & 2
\end{array}\right\|
$$

Eliminating from the system (40) the vector function $\vec{I}$, we arrive at an equation for the vector flux $\vec{\phi}$. This equaltion coincides formally with the corresponding equation for the scalar quantities in the $P_{I}-\varepsilon p p r o x i m a t i o n . ~ U s i n g ~$ the conventional methods we can arrive at a finite-differonce system of matrix equations in the following form

$$
\vec{\phi}_{k+1}-\underline{B}_{x} \vec{\phi}_{k}+\underline{c}_{x} \vec{\phi}_{k-1}=-\vec{f}_{k},
$$

(42)
subject to the condition that

$$
\left.\begin{array}{l}
\vec{\phi}_{0}-\omega \vec{\phi}_{1}=\vec{\gamma}  \tag{43}\\
\vec{\phi}_{n-1}-\Gamma \vec{\phi}_{n}=-\vec{g}
\end{array}\right\}
$$

where ${\underset{B}{k}}, C_{k}, \omega$, and $\Gamma$ are certain functions while $\vec{f}_{k}$, $\gamma$, and $\overrightarrow{g_{n}}$ are vectors. It must be noted that in the vicinity of the center of the system the connection between the solution at the points $k=0$ and $k=1$ is obtained with the aid of the first condition in (41) in combination with the initial equation, which for this case is transformed with account of approximate equations of the form

$$
\frac{1}{r} \frac{d \vec{\phi}}{d r} \longrightarrow \frac{d^{2} \phi}{d r^{2}}
$$

These equations are valid by virtue of the analytic proparties of the solutions in the spherical-harmonic method.

The problem (42), (43) coincides in its structure with the previously considered problem (26) -- (28), the only difference being that the condition regarding the center of the system has been modified somewhat, and it becomes necessary to deal with third-order matrices. The solution of the system (42), (43) is with the aid of matfix factorization, on the basis of formulas (29) and (30), where the initial conditions for $\beta_{1}$ and $z_{1}$ must be replaced by the conditions

$$
\left.\begin{array}{l}
\underline{\beta}=\underline{c}_{1} \underline{\omega}  \tag{44}\\
\vec{z}_{1}=\underline{c}_{1} \vec{\gamma}
\end{array}\right\}
$$

2.6. From the point of view of numerical calculations, it remains to discuss the question of obtaining singlegroup effective constants for the homogenized reactor cell. Such constants are essential for further calculations of the critical parameters of the reactors.

We shall assume that many-group methods were used to calculate the slow-neutron spectrum in the reactor cell. The effective single-group constants are determined from the condition that the chosen functional of the problem remain unchanged as we go from the many-group problem to the single-group one. Since the most important characteristic in the calculation of the cell is the thermal utilization coefficient, it is advantageous to choose for the main functional of the problem the number of neutrons captured in the block.

We consider further a system of many-group equations, which we shall write for the sake of simplicity in the $P_{1}-$ approximation:

$$
\left.\begin{array}{l}
\nabla \vec{\phi}_{1}^{j}+\alpha_{0}^{j} \phi_{0}^{j}-\sum_{l} \vec{\alpha}_{0}^{j} \phi_{0}^{l}=Q_{0}^{j}  \tag{46}\\
\frac{1}{3} \nabla \phi_{0}^{j}+\alpha_{1}^{j} \vec{\phi}_{1}^{j}-\sum_{l}^{l \rightarrow j} \vec{\alpha}_{1} \phi_{1}^{l}=\vec{Q}_{1}^{j}
\end{array}\right\}
$$

subject to the condition

$$
\vec{\Phi}_{1}^{j} \vec{n}=0 \quad \text { on } S
$$

$$
(47)
$$

We now introduce the effective single-group equation

$$
\left.\begin{array}{l}
-\nabla \vec{\phi}_{1}^{*}+\Sigma_{c \nabla} \phi_{0}^{*}=\vec{\alpha}_{c}^{b l}  \tag{48}\\
-\frac{1}{3} \nabla \phi_{0}^{*}+\Sigma_{t r} \vec{\phi}_{1}^{*}=0
\end{array}\right\}
$$

subject to the condition

$$
\begin{equation*}
\vec{\phi}_{1}^{*} \vec{n}=0 \quad \text { on } S \tag{49}
\end{equation*}
$$

where

$$
\alpha_{c}^{b l .}= \begin{cases}\sum_{j} \int_{V_{b l}} \alpha_{c}^{j} \phi^{j} d r / \sum_{j} \int_{V_{b l}} \phi^{j} d \vec{r} & \text { inside } \\ 0 & \text { outside }\end{cases}
$$

We then arrive by the methods developed in item 2.2 to the following formulas for the effective homogenized constands

$$
\sum_{c \pi}=\frac{\int d \bar{r} \overline{\alpha_{c}^{j} \phi_{0}^{j}} \phi_{0}^{*}}{\int d \bar{r} \phi_{0} \phi_{0}^{*}}, \quad(50)
$$

$$
\Sigma_{f T}=\frac{\int d \bar{r} \overline{\alpha_{f} \phi_{0}^{j}} \phi_{0}^{*}}{\int d \bar{r} \phi_{0} \phi_{0}^{*}}, \Sigma_{t r T}=\frac{\int d \bar{r} \overline{\alpha_{t r}^{j} \phi_{1}^{j}} \phi_{1}^{*}}{\int d \bar{r} \bar{\phi}_{1} \Phi_{1}^{*}}
$$

where the integration is over the entire volume of the cell.

## 3. RESULTS OF NTMERICAL CALCULATIONS

3.1. The methods developed in the present paper were used in calculations of slow-neutron spectra in homogeneous media as well as in heterogeneous ones. The simplest problems solved were those for the determination of the neutron spectrum in graphite, beryllium, and water. Calculations were also made for homogeneous mixtures of the foregoing substances with an absorber having a capture cross section that varies as $1 / v$. For the sake of convenfence, we choose as the parameter the number of absorber capture barns at $E=0.026 \mathrm{ev}$ per nucleus of graphite, beryllium, and hydrogen respectively. The graphite density was taken to be $1.67 \mathrm{~g} / \mathrm{cm}^{3}$, the beryllium density 1.85 $\mathrm{g} / \mathrm{cm}^{3}$, and the water density $\mathrm{lg} / \mathrm{cm}^{3}$. The calculation was
carried out for $T=3000 \mathrm{~K}$.
All the calculations were made in the 15-group approximation, with the group numbered $j=0$ introduced to specify the external sources. We shall henceforth eliminate the group $f=0$ from consideration, starting the analysis each time with the group $j=1$. The interval of the zero group is chosen to be $\Delta \mathrm{x}_{1}=0.9$, while in all others $\Delta x_{j}=0.3$. Thus, $x_{g r}=$ 5.1. By way of the center points of the intervals we choose the centers of the intervals in all groups, with the exception of some of the last groups where we find the center points by considering the mathematic expectation of the quantity $X$ within the imits of the group, with account of the neutron spectrum. Such an analysis provided a certain correction of negative sign to the coordinate of the center of the corresponding interval.

The physical constants at energy $E=0.026 \mathrm{ev}$ were chosen in accord with Table I.

Table I

| $N ⿱ 丷$ | moderator | $\sigma_{s}$ (baras) | $\sigma_{c}$ (barw) |
| :---: | :--- | :---: | :---: |
| 1 | beryllium | 6.0 | 0.010 |
| 2 | graphite | 4.8 | 0.003 |
| 3 | water | 43.8 | 0.660 |

The necessary constants for U-235 and U-238 were chosen in accord with the data of [30] and [31]. It was assumed that the cross sections for capture by beryllium, graphite, and water obey the $1 / v$ law. Of course, this assumption was not made for the uranium isotopes.

The results of calculation of the slow-neutron spectra in infinite volumes of beryllium, graphite, and water are plotted in Figs. 1, 2, and 3. The function employed here is not the neutron flux $\varphi=n v$, but the quantity $n v^{2}$, in accord with [18]. The abscissas are plotted in the variable $1 / x$. A recalculation of the corresponding quantities to other variables entails no difficulty. The function $\mathrm{nv}^{2}$ has been normalized in the figures in arbitrary fashion. Tables 1,2 , and 3 of Appendix I contain integral group neutron fluxes in beryllium, graphite, and water as functions of the absorber capture cross section, which obeys a $1 / \mathrm{v}$ law.

Fig. 4 shows the dependence of the neutron-gas temperature in different homogeneous media on the absorber capture cross section. The temperature of the neutron gas was arbitrarily calculated from the maximum of the function $n v^{2}$.
3.2. The greatest interest is attached to the calculations of heterogeneous cells. The reason for it is that in such calculations one uses information not only concerning the zero moment of the scattering kernel, as occurs in the calculations of the neutron spectrum in an infinite homogeneous medium, but also higher terms of the expansion of the scattering kernel in Legendre polynomials. It is usually assumed that the greatest contribution to the scattering of slow neutrons is made by the zero and first moments, and therefore the remaining terms of the expansion of the scattering kernel, starting with the second, can be neglected. Such an assumption is justified apparently at least for cases when the spatial inhomogeneities of the physical properties of the medium are commensurate with the mean free path, although it does call for a separate analysis.

The theory and methods of calculation of the neutron spectrum in a heterogeneous reactor lattice, with account of thermalization, were investigated by many researchers. Mention should be made in this connection of the work by A. D. Galanin [16], P. P. Blagovolin [17], H. Takahashi [28], L. de Sobrino[31], and also the authors of the present paper [15], [32]. The interest in such calculations has particularly increased in recent years, since progress has been made in the theory of the slowing down of neutrons,
in computation methods, and also in the experiments.
In the present article we made an attempt to investigate more or less systematically the neutron spectra in heterogeneous cells with account of the latest information on the mechanism governing the scattering of neutrons in substances and the latest accomplishments in computational mathematics.

For the sake of being definite, we considered a twozone cylindrical Wigner-Seitz cell, consisting of a center block made of natural uranium, surrounded with a moderator. In all the calculations the diameter of the uranium block was taken to be $d=35 \mathrm{~mm}$. The choice of the block thickness was determined essentially by the experiments made by V. I. MostovoĬ [18], [32], which will be used later on to compare the theoretical results with the experimental ones. The moderators used were beryllium, graphite and water. The parameter in the calculations was the external radius of the Wigner-Seitz cell. As in the case of homogeneous media, the calculations were made at a temperature $T=300^{\circ} \mathrm{K}$.

The calculation of the space-energy distribution of slow neutrons over the cell was made in the five-group representation of the velocity interval $0<x \leq 5.1$ in the $\mathrm{P}_{3}$-approximation of the spherical-harmonic method. The spectra of the integral group fluxes in uranium-beryllium
cells over the radius are listed in Table 4 of Appendix I. The analogous results for graphite and water are listed in Tables 5 and 6 of Appendix I. Figs. 5, 6, and 7 give the total fluxes of thermal neutrons, obtained as a result of summing the group fluxes at the corresponding points. Normalization of the curves is made in such a fashion that the total flux on the boundary of the Wigner-Seitz cell is equal to unity. An analysis of Figs. $5--7$ shows that the neutron flux in the block decreases with increasing amount of moderator in the cell. One can note simultaneously that the maximum gradients of the flux correspond to the case of minimum amount of moderator. At first glance it may appear strange that the derivative of the neutron flux does not vanish on the outer boundaries of small cells, a condition essential in diffusion theory. This apparent paradox is simply due to the fact that the absence of a neutron flux through the outer boundary of the cell in the $P_{n}$-approximation is not equivalent to the aforementioned condition. However, as the dimensions of the cell increase the diffusion condition is satisfied all the more accurately. The fact that the diffusion condition does not hold true on the outer boundary of the cell makes doubtful the possibility of using diffusion theory for approximate calculations of heterogeneous-reactor cells of analogous dimensions. The position is all the more
accravated in the calculation of multi-zone cells, which are essentially inhomogeneous radially. Fig. 8 shows plots of the coefficient of thermal utilization for uranium-beryllium, uranium-graphite, and uranium-water cells. Fig. 9 shows the temperatures of the neutron gas for certain cells. We proceed to an analysis of the results of the calculation from the point of view of comparing these results with the experimental data. We had at our disposal the paper by V. I. Mostovoí et al. [18], presented to the second Geneva Conference of 1958 , and also the results of the latest researches of V. I. Mostovol̆ and his co-workers on neutron spectra in uranium-water lattices, reported to the Brookhaven Conference [33]. Calculations of the experiments by V. I. Mostovoí and his co-workers were undertaken by L. de Sobrinoand by M. Clark [31], and also by L. V. Malorov. The authors used as the theoretical basis the model of monatomic gas moderator with effective mass of the water molecules. We shall not go on to discussions of the results of these investigations, since we do not have enough information on the algorithms used in the calculations and other essential details, which frequently determine the success or failure of the results, but will attempt to make as careful a comparison of the results as possible based on the methods formulated in the present article.

The initial lattice considered was a triangular lattice of blocks made of natural uranium, placed in water [18], [33]. In the experiments the uranium block was clad in aluminum 2 mm thick. Thus, a three-zone cell was considered, consisting of the uranium block, with diameter $d=35$ mm , an aluminum layer 2 mm thick, and a layer of water $6.6,9.2$, and 11.8 mm thick, corresponding to the lattice periods of 50,55 , and 60 mm . The mean temperature in the cells was taken to be 3230 K in all the variants.

Figs. 10 -- 11 show plots of the neutron spectrum in the uranium block and water in a cell with pitch 35 mm . The solid lines denote the results of theoretical calculation of the neutron spectrum at the center of the uranium block and on the outer boundary of the cell. The points represent the data obtained in [33]. We note that [18] gives spectra averaged over the block and over the water, and therefore do not correspond fully to the calculation conditions.

Fig. 12 shows the calculated values of the curves for the spatial distribution of the thermal-neutron flux over the cells, corresponding to $\mathrm{F}=50 \mathrm{~mm}, 55 \mathrm{~mm}$, and 60 mm 。

An analysis of the results shows that the theoretical spectra are in general in satisfactory agreement with experiment. One can conclude, in particular, that the
calculated and experimental values are in satisfactory agreement in the position of the maximum of the neutron spectrum both in the uranium block and in the water. If we assume that the point of the maximum of the spectrum characterizes the temperature of the neutron gas, we can state that the calculated and experimental temperatures of the neutron gas are in good agreement. Also in agreement are the differences of the neutron-gas temperatures in the block and in the water. Plots showing the dependence of the neu-tron-sas temperature on the lattice pitch are shown in Fig. 14. It follows from Fig. 14 that the difference in temperature in the indicated interval of variation of the lattice pitch remains almost constant, having a certain tendency towards decreasing when the lattice pitch increases. This difference is approximately $80^{\circ}$, as confirmed by experiment [18]. A slight difference in the theoretical and experimental results shown in Figs. 10 and 11 occurred in the region of transition energies, where the Fermi spectrum goes into a Maxwellian spectrum. Unfortunately, we have not as yet a sufficient variety of experiments for an all-out theoretical study of this problem on the basis of detailed calculations. It appears to us, however, that the probable cause of the discrepancies lies in the mathematical model which we choose as the basis. In fact, in all the calculations it was assumed
that the neutron sources are distributed in a sufficiently narrow group with number $\mathfrak{j}=0$. Apparently in the future calculations the neutron sources must be shifted as far as possible towards the higher energies. Then the slowing down of the neutrons to energies at which the effect of thermalizations become noticeable will cause the neutron spectrum to be close to a Fermi spectrum, and in this case the comparison of the spectra in the region of the transition energies will become more justified. We note incidentally that a certain rise in the $n v^{2}$ curves in Figs. 9 -- 14 towards the larger energies (decreasing values of $1 / x$ ) is the consequence of precisely the factors noted above.
4. DIFFUSION OF SLOW NEUTRONS IN INHOMOGENEOUS MEDIUM
4.1. The numerical computation methods developed in the preceding sections of this paper make it possible to determine with sufficient accuracy the spectrum of the slow neutrons in the medium, provided the scattering kernel has been determined completely rigorously. However, in many cases there is no reliable basis for satisfactory calculation of the kernel, and the assumptions of the gas model turn out to be insufficiently justified. In such cases it is possible to use the method of calculating the spatial determination of the slow-neutron field, developed by I. P. Stakhanov and A. S. Stepanov. This method is valid
in those cases, when the neutron distribution function is nearly Maxwellian. In addition to a general approach to the solution of the problem, interest is attached also to the possibility of calculating the neutron distribution not with the aid of the scattering kernel, but on the basis of determination of certain effective constants from the fundamental experiments. This method consists of the following. For a rather extensive group of problems the average kinetic energy of the neutrons differs from $3 / 2$ $k T^{\prime}$ ( $\mathrm{T}^{\prime}$ is the temperature of the medium). This is due, first of all, to the presence of absorption, and second, to the weak exchange of energy between the neutrons and the moderator. The question arises of generalizing the diffusion theory to include the case when there is no othermodynamic equilibrium between the diffusing components. We shall start from the following premises: a) we investigate only thermal neutrons, i.e., the spectrum has no Fermi component; b) there are no sources in the investi rated medium; c) the absorption is small. Following [29], we seek the solutions of the kinetic equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}+v_{i} \frac{\partial f}{\partial x_{i}}+\gamma f=\int\left\{\varphi\left(\vec{v}^{\prime}, \vec{v}\right) f\left(\vec{u}^{\prime}\right)-\varphi g\left(\vec{u}, \vec{u}^{\prime}\right) f\left(\vec{u}^{\prime}\right)\right\} d \vec{u}^{\prime} \tag{51}
\end{equation*}
$$

in the form of an expansion in symmetrized Hermite polynomials

$$
\begin{equation*}
f(\vec{v})=a^{0} f_{0}+a_{i}^{(1)} \frac{\partial f_{0}}{\partial v_{i}}+a_{i k}^{(2)} \frac{\partial^{2} f_{0}}{\partial v_{i} \partial v_{k}}+\cdots \cdot \tag{52}
\end{equation*}
$$

where $\gamma$ is the absorption coefficient, $f\left(v^{\prime}, v\right)$ is a function determining the probability that the neutron with velocity $v^{\prime}$ prior to collision will have a velocity $\vec{v}$ after collision, and $f_{0}$ is defined by the relationship

$$
\begin{equation*}
f_{0}=n\left(\frac{m}{2 \pi k T}\right)^{3 / 2} e^{-\frac{v^{2}}{2 k T}} \tag{53}
\end{equation*}
$$

The expansion coefficients in (52) are functions of $\vec{r}$ and $t$, and are simply related with the moments of the distribulion function:

$$
\begin{gather*}
a^{0}=1, \alpha_{i}^{(1)}=-\frac{1}{n} \tau_{i}, \quad a_{i k}^{(2)}=-\frac{k T}{m} \delta_{i k}+\frac{1}{n} \tau_{i k} \\
n=\int f d \vec{v}, \jmath_{i \ldots s}=\int u_{i} \cdots u_{s} f d \vec{v} \tag{54}
\end{gather*}
$$

Usually the distribution function differs little from iso-
tropic, and therefore $a_{i k}(2)$ is close to zero when $1 \neq k$. In order to make the third term of the expansions small, it is necessary to cause the trace of the tensor $a_{i k}$ to vanish. This is accomplished by choosing the parameter $T(\vec{x}$, i) -- the temperature of the neutron gas:

$$
\begin{equation*}
T=\frac{m}{3 k n} \int_{i i} \tag{55}
\end{equation*}
$$

with such a choice of the parameter $T$, we can confine ourselves in the expansion (52) to the first two terms (diffsion approximation):

$$
\begin{equation*}
f(\bar{u})=f_{0}\left(1+\frac{m v_{i}}{n k T} J_{i}\right) \tag{56}
\end{equation*}
$$

Integrating (51) with account of (56) we obtain a system of equations for $n, \vec{I}$, and $T$ :

$$
\begin{align*}
& \frac{\partial n}{\partial t}+\frac{\partial J_{k}}{\partial x_{k}}+\gamma n=0 \\
& \frac{\partial n T}{\partial t}+\frac{5}{3} \frac{\partial}{\partial x_{k}} J_{k} T+\gamma n T=\frac{T^{\prime}-T}{\tau} n \frac{T}{T^{\prime}} \\
& T_{i}=-\frac{k}{m} \frac{1}{\lambda} \frac{\partial}{\partial x_{i}} n^{T} T \tag{57}
\end{align*}
$$

where $\tau$-- relaxation time of the neutron temperature, $\lambda$-- kinetic coefficient determining the diffusion and the thermal diffusion of the neutrons. Since $\lambda$ and $\tau$ are generally speaking dependent on $T(x, t)$ and $T^{\prime}$, it is possible to solve (57) in general form only by numerical means. For the gas model of a heavy moderator ( $\alpha=\sqrt{M / m} \gg 1$ ) we obtain the following relationships:

$$
\begin{aligned}
& \lambda=\frac{8}{3 \sqrt{n}} n^{\prime} \sigma_{0} \sqrt{\frac{2 k T^{\prime}}{m}}\left\{1-\frac{1}{\alpha^{2}}\left[\frac{3}{4} \frac{T^{\prime}}{T}-\frac{1}{2}\right]\right\} \\
& \frac{1}{\tau}=\frac{16}{3} \frac{1}{\sqrt{n}} \sigma_{0} n^{\prime}\left(\frac{T^{\prime}}{T}\right)^{4} \sqrt{\frac{2 k T}{m}}\left\{\frac{1}{\alpha^{2}}-\frac{3}{2} \frac{1}{\alpha^{4}}\right\}
\end{aligned}
$$

where $\sigma_{0}$ is the scattering cross section of the neutrons on the moderator atom, and $n '$ is the density of the moderaton atoms.

It must be noted that the theory developed here is applicable at distances of several free paths from the boundaries and the discontinuity points of the medium parameters. It was assumed in addition that the fourth term of the expansion (52) is small, meaning that the energy isotropy of the neutron distribution is small, i.e., the theory is not exact near the neutron sources when the neutrons have a temperature differing from the temperature
of the medium.
Using (57) and (58), we calculate the field $T(x)$ in the stationary case (spherical source of neutrons of femperature $T$ and of radius $r$ in an infinite space), when there is no absorption. We obtain the following values:

$$
\begin{equation*}
\left|T^{\prime}-T\right|=\left|T-T_{0}\right| \exp \left(-\frac{1}{L^{2}} \frac{r^{2}-r_{0}^{2}}{2}\right), \quad L^{2}=\frac{5}{3} \frac{\tau}{\lambda}\left(\frac{k T^{\prime}}{m}\right) \tag{59}
\end{equation*}
$$

where $I$ is the relaxation length (for water, 0.7 -- 0.8 $\mathrm{cm})$. The corresponding experimental value obtained by E. Ya. Dol'nitsyn, turned out to be $1 \pm 0.2 \mathrm{~cm}$.

For a planar problem with a temperature gradient $T^{\prime}$ $=T_{0}(1-\alpha x)$ in the case when $(1-\alpha a) \ll 1(a-$ characteristic scale of the medium), we have

$$
T-T^{\prime} \cong L^{2} \alpha^{2}\left(-e^{-\frac{x}{L^{2} \alpha}}+1\right) T_{0} \quad(60)
$$

At the point $x=0$ the neutrons are in equilibrium with the medium and have a temperature $T=T_{O}$. As can be seen from (60), the value of $\left|T-T^{1}\right|$ tends to $T_{0} \alpha^{2} I_{2}$ with increasing $x$.

In the case where absorption exists $(\gamma \neq 0)$ we can obtain from (57) the effective neutron temperature

$$
\begin{aligned}
T_{e f f} & =T^{\prime}\left(1+\frac{2}{3} \gamma \tau\right)= \\
& =T^{\prime}\left[1+\frac{1}{4} \frac{\sigma_{\alpha}\left(T^{\prime}\right)}{\sigma_{0}} \alpha^{2}\left(\frac{T_{e f f}}{T^{\prime}}\right)^{4}\left(1+\frac{3}{2} \frac{1}{\alpha^{2}}\right)\right] \cong \\
& \cong T^{\prime}\left[1+\frac{1}{4} \frac{M}{m} \frac{\sigma_{a}\left(T^{\prime}\right)}{\sigma_{0}}\right] \quad(G 1)
\end{aligned}
$$

The method developed makes it possible, in particular, to determine on the basis of an analysis of experimental data the two constants $\lambda$ and $\tau$ in the system (57). The system of equations can then be employed to solve specific problems. Naturally, depending on the circumstances, the method developed here can be used to solve both non-stationary and stationary problems.
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Figure 1. Neutron spectra in a homogeneous mixture of beryllium and
( $1 / \mathrm{v}$ ) absorber in relation to absorption cross section in barns per nucleus of beryllium. Temperature of medium, $300^{\circ} \mathrm{K}$.


Figure 2. Neutron spectra in a homogeneous mixture of graphite and ( $1 / \mathrm{v}$ ) absorber in relation to absorption cross section in barns per nucleus of graphite. Temperature of medium, $300^{\circ} \mathrm{K}$.


Figure 3. Neutron spectra in a homogeneous mixture of water and (1/v) absorber in relation to absorption cross section in barns per nucleus of hydrogen. Temperature of medium, $300^{\circ} \mathrm{K}$.


Figure 4. Calculated values of the temperature of neutron gas, T, in homogeneous moderating medium with absorber in relation to absorption cross section per nucleus of moderator. Temperature of medium, $300^{\circ} \mathrm{K}$. 1 , water; 2 , beryllium; 3 , graphite.


Figure 5. Distribution of flux of slow neutrons in uranium-beryllium cell with medium temperature of $300^{\circ} \mathrm{K}$ for different thicknesses of beryllium layers - a.


Figure 6. Distribution of flux of slow neutrons in uranium-graphite cell with medium temperature of $300^{\circ} \mathrm{K}$ for different thickness of graphite layers - a.


Figure 7. Distribution of flux of slow neutrons in uranium-water cell with medium temperature of $300^{\circ} \mathrm{K}$ for different thicknesses of water layers - a.


Figure 8. Relation of thermal utilization coefficient $\theta$ to lattice spacing for medium temperature of $300^{\circ} \mathrm{K}$. 1, uranium-water lattice; 2, uranium-beryllium lattice; 3, uranium-graphite lattice.


Figure 9. Calculated values of temperature of neutron gas $\mathrm{T}_{\mathrm{n}}$ as a function of the distance from the center of uranium block to the location under consideration in an infinite homogeneous medium. 1, water; 2, beryllium; 3, graphite.


Figure 10. Neutron spectra in the center of a uranium block-water lattice with spacing $\mathrm{H}=55 \mathrm{~mm}$ for temperature $323^{\circ} \mathrm{K}$. Full line = calculated; points $=$ experimental.


Figure 11. Spectra of neutrons in water at the boundary of a cell of uranium-water lattice with a spacing of $\mathrm{H}=55 \mathrm{~mm}$ for temperature $323^{\circ} \mathrm{K}$. Full line = calculated; points = experimental.


Figure 12. Distribution of slow neutron flux in uranium-water lattices corresponding to experiment of Mostovoi et al. [18] [33] for temperature of $323^{\circ} \mathrm{K}$. 1 , in a lattice with spacing of $\mathrm{H}=$ 60 mm ; 2, in a lattice with spacing of $\mathrm{H}=55 \mathrm{~mm}$; 3, in a lattice with spacing of $\mathrm{H}=50 \mathrm{~mm}$.


Figure 13. Calculated values of the temperature of neutron gas -T, in uranium-water lattices in relation to the lattice spacing $H$, for medium temperature of $323^{\circ} \mathrm{K}$. 1 , in the center of uranium block; 2, in water at the boundary of cell.

Table 1 Spectra of slow neutrons $\varphi_{j}$ in an infinite homogeneous mixture of beryllium and an absorber which follows $1 / \mathrm{v}$ law. The $\varphi_{\mathbf{j}}$ corresponding to velocity groups 1 to 14 are given for various values of the parameter $C$. C is the capture cross section of absorber for energy $\mathrm{E}=0.026 \mathrm{ev}$ per one nucleus of beryllium.

| руппи | 0 | 0.05 | 0.1 | 0.3 | 0.5 | I | I. 5 | 3.5 | 5 | 7.5 | 10 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | I. 14 | 1.0992 | I. 0902 | I. 0628 | I. 0367 | 0.9768 | 0.9223 | 0.7482 | 0.6517 | 0.5322 | 0.4464 | 0.2625 |
| 2 | I. 47 | I. 3281 | I. 3034 | I. 2469 | I. 2026 | I. 095I | I. 0088 | 0.7327 | 0.5975 | 0.4444 | 0.3448 | 0.1627 |
| 3 | I. 96 | I.564I | 1.5084 | 1.4077 | I.3412 | I. 1808 | I. 0509 | 0.7002 | 0.5403 | 0.3726 | 0.2718 | 0.1085 |
| 4 | 3.23 | I.990I | I. 8444 | I. 6402 | I. 5297 | I. 2855 | I. 1026 | 0.6563 | 0.4747 | 0.3004 | 0.2047 | 0.0683 |
| 5 | 7.06 | 2.9215 | 2.4921 | 2.0105 | I. 8003 | 1.4152 | I. 1555 | 0.5984 | 0.4015 | 0.2306 | 0.1459 | 0.0403 |
| 6 | 18.05 | 5.1232 | 3.8598 | 2.6361 | 2.1991 | 1.5692 | I. 1997 | 0.5235 | 0.3220 | 0.1661 | 0.0970 | 0.0220 |
| 7 | 44.74 | 9.9148 | 6.6025 | 3.6549 | 2.7594 | 1.7269 | I. 2128 | 0.4306 | 0.2401 | 0.1102 | 2.0591 | 0.0110 |
| 8 | 95.33 | 18.3550 | 11. 1440 | 5.0457 | 3.4076 | I.8219 | I. 1560 | 0.3238 | 0.1621 | 0.0657 | 0.0324 | 0.0050 |
| 9 | 163.49 | 28.9930 | I6.5210 | 6.33 I 2 | 3.8426 | 1.7362 | 0.985I | 0.2133 | 0.0955 | 0.0342 | 0.0155 | 0.0020 |
| 10 | 215.23 | 36.0970 | 19.6240 | 6.5343 | 3.5888 | 1.3665 | 0.6905 | 0.1155 | 0.0465 | 0.0149 | 0.0063 | 0.0007 |
| II | 205.34 | 32.7830 | I7.06I0 | 4.9530 | 2.46 II | 0.7903 | 0.3577 | 0.0477 | 0.0177 | 0.0052 | 0.001 | 0.0002 |
| I2 | I28.32 | 19.3410 | 9.5775 | 2.3990 | 1.0803 | 0.2987 | 0.1239 | 0.0141 | 0.0049 | 0.0014 | 0.0005 | 0.0000 |
| 13 | 4 I .64 | 5.8632 | 2.7514 | 0.6009 | 0.2505 | 0.0626 | 0.0247 | 0.0026 | 0.0009 | 0.0002 | 0.0001 | 0.0000 |
| 14 | 3.31 | 0.44 II | 0.1991 | 0.0399 | 0.0160 | 0.0038 | 0.0015 | 0.0002 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Table 2 Spectra of slow neutrons $\varphi_{\mathbf{j}}$ in an infinite homogeneous mixture of graphite and an absorber following $1 / \mathrm{v}$ law. See Table 1.

| $\stackrel{H}{\text { rpynпи }}$ | 0 | 0.05 | 0.1 | 0.3 | 0.5 | I. 0 | I. 5 | 3.5 | 5 | 7.5 | 10 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3.18 | 2.892 I | 2.8561 | 2.7296 | 2.6128 | 2.3515 | 2.1305 | I. 5158 | I. 2256 | 0.9099 | 0.7103 | 0.3534 |
| 2 | 4.55 | 3.5257 | 3.4364 | 3.2007 | 2.9832 | 2.5349 | 2.1829 | 1.3173 | 0.9670 | 0.6311 | 0.4452 | 0.1710 |
| 3 | 6.78 | 4.2051 | 4.0254 | 3.6377 | 3.3009 | 2.6576 | 2.1876 | 1.1525 | 0.7855 | 0.4669 | 0.3070 | 0.0998 |
| 4 | 12.85 | 5.3377 | 4.9359 | 4.2345 | 3.7025 | 2.7784 | 2.1622 | 0.9713 | 0.6095 | 0.3275 | 0.2002 | 0.0550 |
| 5 | 30.99 | 7.5143 | 6.4980 | 5.0773 | 4.2119 | 2.8796 | 2.0895 | 0.7795 | 0.4467 | 0.2158 | 0.1224 | 0.0286 |
| 6 | 82.21 | 12.0450 | 9.3506 | 6.2646 | 4.8242 | 2.9186 | I. 9430 | 0.5861 | 0.3049 | 0.1321 | 0.0696 | 0.0139 |
| 7 | 205.31 | 20.9560 | 14. 3210 | 7.7971 | 5.4394 | 2.8213 | I. 6954 | 0.4043 | 0.1903 | 0.0741 | 0.0365 | 0.0064 |
| 8 | 437.71 | 35.3690 | 21.4850 | S. 3035 | 5.7650 | 2.4951 | I. 3356 | 0.2484 | 0.1059 | 0.0372 | 0.017 I | 0.0025 |
| 9 | 751.15 | 51.8780 | 28.5420 | 9.8675 | 5.3732 | I. 9099 | 0.9546 | 0.1325 | 0.0518 | 0.0167 | 0.0073 | 0.0010 |
| 10 | 990.22 | 60.6100 | 30.5730 | 8.46 | 4.0472 | I.1791 | 0.4982 | 0.0592 | $0.0<16$ | 0.0065 | 0.0027 | 0.0003 |
| II | 946.91 | 51.7930 | 23.9800 | 5.34:6 | 2.2365 | 0.5455 | 0.210I | 0.0215 | 0.0075 | 0.0022 | 0.0009 | 0.0001 |
| 12 | 593.74 | 28.5730 | 12.0490 | c. 14.72 | 0.8140 | 0.1753 | 0.0639 | 0.0060 | 0.0021 | 0.0006 | 0.0008 | 0.0000 |
| 13 | 193.32 | 8.0033 | 3.0791 | 0.4696 | 0.1657 | 0.0336 | 0.0119 | 0.0011 | 0.0004 | 0.0001 | 0.0000 | 0.0000 |
| I4 | 15.39 | 0.5646 | 0.2052 | 0.0290 | 0.0100 | 0.0020 | 0.0007 | 0.0001 | 0.0000 | 0.000 C | c.0000 | 0.0000 |

Table 3 Spectra of slow neutrons $\varphi_{\mathrm{j}}$ in an infinite homogeneous mixture of water and an absorber which follows $1 / v$ law. See Table 1.

| $\underset{\text { группи }}{\mathbf{k} / \mathrm{C}}$ | 0 | 0.5 | 1.0 | 1.5 | 3.5 | 5.0 | 7.5 | 20.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.125 | 0.1370 | 0.1214 | 0.1202 | 0.1158 | 0.1129 | 0.1071 | 0.0897 |
| 2 | 0.151 | 0.1464 | 0.1438 | 0.1418 | 0.1349 | 0.1303 | 0.1222 | 0.0976 |
| 3 | 0.187 | 0.1736 | 0.1684 | 0.1647 | 0.1542 | 0.1477 | 0.1369 | 0.1048 |
| 4 | 0.274 | 0.2265 | 0.2120 | 0.2036 | 0.1840 | 0.1739 | 0.1583 | 0.1145 |
| 5 | 0.516 | 0.3459 | 0.2994 | 0.2756 | 0.2311 | 0.2124 | 0.1875 | 0.1249 |
| 6 | 1. 164 | 0.6269 | 0.4875 | 0.4203 | 0.3106 | 0.2721 | 0.2281 | 0.1340 |
| 7 | 2.681 | I. 2480 | 0.8839 | 0.7131 | 0.4536 | 0.3734 | 0.2921 | 0.1460 |
| 8 | 5.478 | 2.3465 | 1.5588 | I. 1948 | 0.6630 | 0.5II2 | 0.3702 | 0.1535 |
| 9 | 9.195 | 3.7502 | 2.3894 | I. 7664 | 0.8790 | 0.6390 | 0.4298 | 0.1467 |
| 10 | II. 982 | 4.7321 | 2.9293 | 2.1094 | 0.9640 | 0.6669 | 0.4202 | 0.1196 |
| II | 11.373 | 4.3852 | 2.6554 | I. 8734 | 0.7991 | 0.5302 | 0.3157 | 0.0766 |
| I2 | 7.098 | 2.6830 | I. 5946 | I. 1058 | 0.4445 | 0.2845 | 0.1613 | 0.0342 |
| 13 | 2.312 | 0.8580 | 0.5014 | 0.3423 | 0.1306 | 0.0810 | 0.0441 | 0.0085 |
| 14 | 0.185 | 0.0676 | 0.0389 | 0.0262 | 0.0096 | 0.0058 | 0.0031 | 0.0006 |

Table 4 Neutron spectrum in uranium-beryllium cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of beryllium layer $=2 \mathrm{~cm}$. See Table 1.

| $2 \mathrm{ymnnb1}$ | 0 | 0.457 | 0.913 | 1. 370 | I. 674 | 1. 800 | 2.000 | 2.300 | 2.700 | 3.200 | 3.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.4818 | 0.4882 | 0.5081 | 0.5434 | 0.5774 | 0.5964 | 0.6238 | 0.6528 | 0.6770 | 0.6964 | 0.7042 |
| 2 | 0.5122 | 0.5203 | 0.5454 | 0.5907 | 0.6346 | 0.6590 | 0.6946 | 0.7333 | 0.7667 | 0.7910 | 0.8056 |
| 3 | 0.5232 | 0.5330 | 0.5635 | 0.6188 | 0.6732 | 0.7032 | 0.7465 | 0.794 I | 0.8357 | 0.8666 | 0.8850 |
| 4 | 0.5787 | 0.5896 | 0.6239 | 0.6861 | 0.7473 | 0.7810 | 0.8301 | 0.8851 | 0.9343 | 0.9716 | 0.9939 |
| 5 | 0.6798 | 0.6921 | 0.7303 | 0.7995 | 0.8674 | 0.9049 | 0.9605 | I. 0237 | I. 0815 | I.I25I | I. 1527 |
| 6 | 0.8065 | 0.8214 | 0.8680 | 0.9523 | I. 0351 | I. 0810 | I. 1492 | 1.2273 | 1.2994 | I. 3556 | I. 3891 |
| 7 | 0.9506 | 0.9702 | I. 0317 | I. 1440 | I. 2553 | I. 3168 | 1.4075 | I.5II5 | I. 6078 | 1.6829 | 1.7275 |
| 8 | I. 1058 | I. 1314 | I. 2121 | I. 3608 | 1.5096 | I. 5920 | I. 7128 | 1.8516 | I. 9805 | 2.0813 | 2.1406 |
| 9 | 1.1413 | I. 1730 | I. 2737 | I. 4625 | I.655I | I. 7620 | I. 9164 | 2.0937 | 2.2582 | 2.3864 | 2.4608 |
| 10 | 0.9596 | 0.9925 | I. 0982 | I. 3011 | 1.5138 | I. 6332 | I. 8030 | I. 9977 | 2.1775 | 2.3165 | 2.3953 |
| II | 0.5799 | 0.6053 | 0.6885 | 0.8537 | I. 0343 | I. ${ }^{\text {** }}$ | . $\angle 8 \times{ }^{\text {c }}$ | I.448I | I.600I | 1.7162 | I. 7792 |
| 12 | 0.2203 | 0.2332 | 0.2766 | 0.3678 | 0.4740 | 0.595 | 0.6220 | ?.7191 | 0.8078 | 0.8745 | 0.9090 |
| 13 | 0.0409 | 0.0444 | 0.0568 | 0.0855 | 0.1232 |  | 0.1758 | 0.2091 | 0.2392 | 0.2616 | 0.2726 |
| 14 | 0.0010 | 0.0012 | 0.0019 | 0.0042 | 0.0087 | 0.0120 | 0.0151 | 0.0186 | 0.0218 | 0.0240 | 0.0251 |

Table 4a Neutron spectrum in uranium-beryllium cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of beryllium layer $=5 \mathrm{~cm}$.

See Table 1.

| 2Pynnb | 0 | 0.457 | 0.913 | I. 370 | I. 674 | I. 875 | 2.375 | 3.125 | 4.125 | 5.375 | 6.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.5848 | 0.5922 | 0.6154 | 0.6564 | 0.6958 | 0.7326 | 0.7930 | 0.8362 | 0.8600 | c. 8710 | 0.8744 |
| 2 | 0.6426 | 0.6523 | 0.6825 | 0.7366 | 0.7889 | 0.8374 | 0.9203 | 0.9845 | I. 0231 | I. 0424 | 1. 0486 |
| 3 | 0.6854 | 0.6976 | 0.7357 | 0.8046 | 0.8720 | 0.9335 | I. 0397 | I. 1252 | I. 1797 | I.cilj | I. 2180 |
| 4 | 0.8187 | 0.8334 | 0.8793 | 0.9624 | I. 0437 | I. 1178 | I. ${ }^{\text {c } 502}$ | I. 3630 | I. 4402 | I. 4838 | I. 4986 |
| 5 | I. 1099 | I. 1288 | I. 1876 | 1.2934 | I. 3968 | 1.4914 | I. 6674 | I. 8269 | I. 9443 | 2.0155 | 2.0406 |
| 6 | I. 6696 | I. 6986 | I. 7890 | I. 9520 | 2.1112 | 2.2570 | 2.5343 | 2.7964 | 3.0008 | 3.1314 | 3.1792 |
| 7 | 2.6710 | 2.7228 | 2.8848 | 3.1788 | 3.4683 | 3.7322 | 4.2356 | 4.7213 | 5.1118 | 5.3697 | 5.4653 |
| 8 | 4.2017 | 4.2932 | 4.5808 | 5.1076 | 5.6317 | 6.1082 | 7.0182 | 7.9066 | 8.6317 | 9.1176 | 9.2984 |
| 9 | 5.5933 | 5.7400 | 6.2043 | 7.0688 | 7.9450 | 8.7394 | 10.2352 | II. 6886 | 12.8733 | 13.6670 | 13.9618 |
| 10 | 5.754 I | 5.9416 | 6.5419 | 7.6860 | 8.8774 | 9.9634 | II. 9731 | 13.9057 | 15.4676 | 16.51C2 | 16.8917 |
| II | 4.1070 | 4.2794 | 4.8404 | 5.9473 | 7.1476 | 8.2582 | 10.2795 | 12.2054 | 13.7512 | I4.7747 | 15.1435 |
| 12 | 1.7674 | I. 8676 | 2.2020 | 2.8989 | 3.7044 | 4.4638 | 5.8143 | 7.0941 | 8.1175 | 8.7916 | 9.0290 |
| 13 | 0.3409 | 0.3695 | 0.4696 | 0.6993 | 0.9979 | I. $3 \cdot$ | $1.76{ }^{5} 5$ | 2.2193 | 2.5785 | 2.8132 | 2.8943 |
| 14 | 0.0070 | 0.0084 | 0.0139 | 0.0306 | 0.0626 | 0.0 .60 | 0.1417 | 7.1828 | 0.2143 | 0.2343 | 0.2411 |

Table 4b Neutron spectrum in uranium-beryllium cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of beryllium layer $=10 \mathrm{~cm}$.

See Table 1.

| $\underset{\text { apynmer }}{N=}$ | 0 | 0.457 | 0.913 | I. 370 | 1.674 | 2.000 | 3.000 | 4.500 | 6.590 | 9.000 | II. 750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.6476 | 0.6556 | 0.6806 | 0.7250 | 0.7674 | 0.8340 | 0.9212 | 0.9594 | 0.9725 | 0.9762 | 0.9769 |
| 2 | 0.7260 | 0.7367 | 0.7701 | 0.8297 | 0.8873 | 0.9764 | I. 1043 | I. 1687 | I. 1945 | I. 2088 | I. 2045 |
| 3 | 0.8033 | 0.8173 | 0.8610 | 0.9397 | I. 0166 | I. 1332 | I. 3075 | I. 4043 | I. 4483 | I. 4649 | I. 4685 |
| 4 | I. 0419 | I. 0602 | I. 1172 | I. $22 \times 1$ | 1.3207 | I. 4728 | I. 7182 | I. 8736 | I. 9566 | I. 9935 | 2.0089 |
| 5 | I. 6526 | I. 6800 | I. 7651 | 1.9182 | 2.0671 | 2.2938 | 2.6932 | 2.9849 | 3.1684 | 3.2638 | 3.2907 |
| 6 | 3.0749 | 3.1268 | 3.2886 | 3.5798 | 3.8634 | 4.2952 | 5.0995 | 5.7487 | 6.2067 | 6.4708 | 6.5493 |
| 7 | 5.9788 | 6.1928 | 6.4443 | 7.0822 | 7.7093 | 8.6560 | 10.450 | II. 9640 | 13.0929 | 13.7780 | 13.9913 |
| 8 | 10.7714 | II. 0004 | II. 7177 | 13.0288 | I4.3294 | I6.2847 | 20.0068 | 23.2001 | 25.6378 | 27.1546 | 27.6351 |
| 9 | 15.6183 | 16.0175 | I7.2802 | 19.6249 | 2I. 9936 | 24.7825 | 32.1357 | 37.7461 | 42.0376 | 44.7324 | 45.5907 |
| 10 | 16.9728 | I7.5136 | 19.24II | 22.5229 | 25.9298 | 31.0278 | 40.2985 | 48.0269 | 53.8775 | 57.5393 | 58.7124 |
| II | I2.6072 | 13.1247 | 14.8068 | 18.1122 | 2I. 6826 | 27.0890 | 36.7000 | 44.5637 | 50.4143 | 54.0462 | 55.2043 |
| I2 | 5.5793 | 5.8892 | 6.1730 | 9.0638 | II. 5273 | I5.3012 | 21.8617 | 27.1599 | 31.0372 | 33.4097 | 34.1578 |
| 13 | I. 0828 | I. 1723 | I. 4840 | 2.1946 | 3.1123 | 4.5152 | 6.8491 | 8.6999 | 10.0255 | I0. 8220 | II. 0705 |
| I4 | 0.0215 | 0.0258 | 0.0425 | 0.0931 | 0.1888 | 0.3376 | 0.6103 | 0.7018 | 0.8083 | 0.8706 | 0.8898 |

Table 4c Neutron spectrum in uranium-beryllium cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of beryllium layer $=$ 15 cm . See Table 1.

| 2pynnib | 0 | 0.457 | 0.913 | 1.370 | 1.674 | 2.125 | 3.625 | 5.875 | 8.875 | 12.625 | 16.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.6781 | 0.6864 | 0.7118 | 0.7568 | 0.7999 | 0.8946 | 0.9898 | 1. 0184 | I. 0250 | 1.0261 | I. 0262 |
| 2 | 0.7720 | 0.7830 | 0.8175 | 0.8791 | 0.9385 | I. 067 I | I.2146 | I. 2685 | I. 2838 | I. $\angle 870$ | 1.2875 |
| 3 | 0.8774 | 0.8923 | 0.9387 | 1.0223 | 1. 1037 | 1.2762 | 1.4889 | I. 5794 | 1.6105 | I. 6188 | 1.620 |
| 4 | 1.2049 | 1.2255 | I. 2897 | 1.4053 | I. 5180 | I. 7562 | 2.0862 | 2.2574 | 2.3316 | 2.3568 | 2.3618 |
| 5 | 2.0985 | 2.1324 | 2.2378 | 2.4269 | 2.6104 | 3.0012 | 3.6171 | 4.0066 | 4.1537 | 4.2987 | 4.3178 |
| 6 | 4.3062 | 4.3774 | 4.5988 | 4.9964 | 5.3830 | 6.2056 | 7.6092 | 8.6171 | 9.2269 | 9.5090 | 9.5782 |
| 7 | 8.9509 | 9.1160 | 9.6317 | 10.5648 | II. 4786 | 13.4065 | I6.7750 | 19.3295 | 20.9833 | 21.8043 | く2.0179 |
| 8 | 16.7078 | I7.0554 | I8.1442 | 20.1299 | 22.0945 | 26.2162 | 33.4604 | 39.0689 | 42.8280 | 44.7796 | 45.3040 |
| 9 | 24.6571 | 25.2750 | 27.2253 | 30.8374 | 34.4770 | 42.0482 | 55.0442 | 65.0359 | 71.8254 | 75.4569 | 76.4597 |
| 10 | 27.0440 | 27.8874 | 30.5802 | 35.6798 | 40.9575 | 51.9341 | 70.1935 | 83.9656 | 53.3214 | 98.4166 | 99.8555 |
| II | 20.2097 | 21.0232 | 23.6592 | 28.8217 | 34.376 I | 46.0447 | 64.9425 | 78.864 I | 88.2261 | 93.3588 | 94.8225 |
| I2 | 8.9858 | 9.4754 | II. 1036 | 14.4610 | I8.3036 | 26.4392 | 40.5614 | 48.6228 | 54.7682 | 58.1219 | 59.0830 |
| 13 | I. 7487 | I. 8910 | 2.3843 | 3.5009 | 4.9324 | 7.9269 | I2.4796 | 15.6844 | 17.7449 | 18.8530 | 19.1694 |
| 14 | 0.0348 | 0.0416 | 0.0683 | 0.1480 | 0.2970 | 0.6024 | 0.9991 | I. 2596 | I. 4203 | I. 5052 | 1.5<93 |

Table 5 Neutron spectrum in uranium-graphite cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of graphite layer $=$ 2 cm . See Table 1.

| $N$ zpynnbi | 0 | 0.457 | 0.913 | 1. 370 | I. 674 | I. 800 | 2.000 | 2.300 | 2.700 | 3.200 | 3.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | I. 0694 | I. 0844 | I. 1308 | I. 2136 | 1.2935 | 1.3308 | I. 3760 | 1.4308 | I. 4870 | I. 5414 | I.5882 |
| 2 | I. 0512 | I. 0687 | I. 1235 | I. 2224 | I. 3188 | 1.3637 | I. 4169 | I.4822 | I. 5501 | I. 6164 | I. 6732 |
| 3 | I. 0028 | I.0228 | I. 0851 | I. 1985 | 1.3104 | I. 3624 | I. 4230 | I. 4975 | I. 5752 | I.65II | I. 7162 |
| 4 | 1.0225 | I. 043 I | 1. 1079 | I. 2260 | I. 3428 | I. 3972 | I. 4607 | I. 5393 | I. 6218 | 1.7027 | 1.7718 |
| 5 | I. 0822 | I.1031 | I. 1685 | I. 2873 | I. 4044 | I. 4591 | I. 5238 | 1.6042 | 1.6891 | I. 7727 | 1.8437 |
| 6 | I. 1042 | I. 1260 | 1. 1944 | I. 3191 | I.442I | 1.5996 | I. 5679 | I. 6529 | 1.7426 | 1.8303 | I. 9055 |
| 7 | I. 0502 | I. 0734 | I. 1462 | I. 2801 | I. 4135 | I. 4760 | I. 5495 | 1.6407 | I. 7369 | I. 8310 | 1.9109 |
| 8 | 0.9312 | 0.9542 | I. 0270 | I.I620 | 1.2979 | I. 3618 | 1.4364 | I. 5288 | I. 6261 | 1.7207 | I. 7998 |
| 9 | 0.7016 | 0.7225 | 0.7888 | 0.9138 | 1.0423 | I. 1030 | I. 1726 | I. 2586 | I. 3486 | 1.4356 | I. 5074 |
| 10 | 0.4282 | 0.4439 | 0.4940 | 0.5916 | 0.6946 | 0.7437 | 0.7985 | 0.8662 | 0.9365 | I. 0038 | I. 0585 |
| II | 0.1945 | 0.2036 | 0.2334 | 0.2931 | 0.359 I | $0.391 I$ | 0.4254 | 0.4676 | 0.5111 | 0.5522 | 0.5850 |
| I2 | $0.06 \times 2$ | 0.0640 | 0.0767 | 0.1036 | 0.1354 | 0.1512 | 0.1671 | 0.1866 | 0.2066 | 0.2252 | 0.2396 |
| 13 | 0.0102 | 0.0112 | 0.0145 | 0.0223 | 0.0327 | 0.0381 | 0.0429 | 0.0490 | 0.0550 | 0.0606 | 0.0648 |
| I4 | 0.0003 | 0.0003 | 0.0006 | 0.0013 | 0.0026 | 0.0035 | 0.004 I | 0.0048 | 0.0055 | 0.0061 | 0.0067 |

Table 5a Neutron spectrum in uranium-graphite cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of graphite layer $=$ 5 cm . See Table 1.

|  | 0 | 0.457 | 0.913 | I. 370 | I. 674 | 1.875 | 2.375 | 3.125 | 4.125 | 5.375 | 6.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1.5126 | 1.5314 | 1.5900 | I. 6939 | I. 7934 | 1.8627 | I. 9750 | 2.0772 | 2.1504 | 2.1948 | 2.2176 |
| 2 | I. 6546 | I. 7685 | I. 7561 | I. 8936 | 2.0264 | 2.1177 | 2.2653 | 2.4091 | 2.5060 | 2.5709 | 2.6046 |
| 3 | I. 7540 | 1.7866 | 1.8819 | 2.0569 | 2.2281 | 2.3446 | 2.5308 | 2.7067 | 2.8394 | 2.9247 | 2.9691 |
| 4 | 2.0350 | 2.0716 | 2.1859 | 2.3926 | 2.5950 | 2.7329 | 2.9557 | 3.1696 | 3.3348 | 3.4434 | 3.5008 |
| 5 | 2.5508 | 2.5939 | 2.7301 | 2.9759 | 3.2157 | 3.3800 | 3.6500 | 3.9138 | 4.12I9 | 4.2615 | 4.3346 |
| 6 | 3.2857 | 3.3435 | 3.5239 | 3.8498 | 4.1685 | 4.3875 | 4.7492 | 5.1050 | 5.3883 | 5.5806 | 5.6809 |
| 7 | 4.2304 | 4.3137 | 4.5748 | 5.0498 | 5.5183 | 5.8402 | 6.3686 | 6.8888 | 7.3043 | 7.5868 | 7.7332 |
| 8 | 5.2933 | 5.4108 | 5.7804 | 6.4587 | 7.1349 | 7.5999 | 8.3605 | 9.1108 | 9.7123 | Io.1210 | 10.3308 |
| 9 | 5.7207 | 5.8736 | 6.3584 | 7.2630 | 8.1820 | 8.8139 | 9.8337 | 10.8395 | II. 6435 | 12.1897 | 12.4655 |
| 10 | 4.9289 | 5.0927 | 5.6172 | 6.6198 | 7.6666 | 8.3872 | 9.5294 | 10.6547 | II. 3534 | I2.16II | I2. 4610 |
| II | 3.0407 | 3.1709 | 3.5958 | 4.4368 | 5.3523 | 5.9838 | 6.9590 | 7.9178 | 8.6837 | 9.1992 | 9.4464 |
| I2 | I. 1730 | 1.2410 | I. 4688 | I. 9458 | 2.5000 | 2.8043 | 3.45:5 | 4.0106 | 4.4560 | 4.7545 | 4.8937 |
| 13 | 0.2171 | 0.2358 | 0.3013 | 0.4530 | 0.652 I | $0.75 c^{2} 2$ | 0.9826 | I. 1690 | 1.3175 | I.4166 | I. 4615 |
| I4 | 0.0050 | 0.0060 | 0.0099 | 0.022 I | 0.0459 | 0.0649 | 0.0846 | 0.1037 | 0.1188 | 0.1287 | 0.1331 |

Table 5b Neutron spectrum in uranium-graphite cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of graphite layer $=$ 10 cm . See Table 1.

|  | 0 | 0.457 | 0.913 | I. 370 | I. 674 | 2.000 | 3.000 | 4.500 | 6.500 | 9.000 | II. 750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1.7002 | I. 7210 | I. 7856 | I. 8999 | 2.0092 | 2.1280 | 2.3158 | 2.4382 | 2.5026 | 2.5320 | 2.5408 |
| 2 | I. 9188 | I. 9469 | 2.0341 | 2.1898 | 2.3403 | 2.5002 | 2.7589 | 2.9391 | 3.0423 | 3.0934 | 3.1094 |
| 3 | 2.1215 | 2.1584 | 2.2729 | 2.4798 | 2.6816 | 2.8928 | 3.2354 | 3.4812 | 3.6021 | 3.7058 | 3.7307 |
| 4 | 2.6523 | 2.6988 | 2.8441 | 3.1067 | 3.3633 | 3.6319 | 4.0784 | 4.4126 | 4.6256 | 4.7438 | 4.7830 |
| 5 | 3.7833 | 3.8468 | 4.0437 | 4.3984 | 4.7435 | 5.1084 | 5.7321 | 6.2205 | 6.5504 | 6.7437 | 6.8106 |
| 6 | 5.9436 | 6.0461 | 6.3641 | 6.9378 | 7.4973 | 8.0903 | 9.1179 | 9.9442 | 10.525I | I0.8792 | II. 0042 |
| 7 | 9.7407 | 9.9282 | 10.5149 | II. 5793 | I2. 6272 | 12.2804 | 15.6504 | 17.2068 | I8.3213 | I8.9185 | 19.2607 |
| 8 | 15.4096 | I5.744I | I6.7947 | 18.7193 | 20.6330 | 22.6533 | 26.1498 | 29.0034 | 31. 0649 | 32.6225 | 32.8187 |
| 9 | 20.3881 | 20.9215 | 22.6095 | 25.7525 | 28.9380 | 32.2833 | 37.9566 | 42.6609 | 46.@08 | 48. 1282 | 48.8743 |
| 10 | 20.7924 | 21.4692 | 23.6361 | 27.7655 | 32.0653 | 36.5637 | 44.136I | 50.2745 | 54.6881 | 57.4472 | 58.4138 |
| II | 14.8200 | 15.4433 | 17.4723 | 21.4768 | 25.8204 | 30.3333 | 37.7846 | 43.8043 | 48.1307 | 50.8244 | 51.7570 |
| 12 | 6.4114 | 6.7771 | 7.9976 | I 0.5508 | 13.5044 | I6.5423 | 21.4038 | 25.3335 | 28.1580 | 29.9142 | 30.5174 |
| 13 | 1.2429 | I. 3483 | 1.7177 | 2.5687 | 3.6796 | 4.8077 | 6.5083 | 7.8793 | 8.8633 | 9.474 u | 9.681 I |
| 14 | 0.0257 | 0.0308 | 0.0511 | 0.1141 | 0.2357 | 0.3655 | 0.5252 | 0.6514 | 0.7403 | 0.7945 | 0.3125 |

Table 5c Neutron spectrum in uranium-graphite cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of graphite layer $=$ 15 cm . See Table 1.

| $\mathrm{No} \quad 7$ <br> группы | 0 | 0.457 | 0.913 | I. 370 | I. 674 | 2.125 | 3.625 | 5.875 | 8.875 | 12.625 | 16.750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.7846 | I. 8064 | I. 8730 | I. 9908 | 2.1034 | 2.2691 | 2.4977 | 2.6132 | 2.6626 | 2.6791 | 2.6838 |
| 2 | 2.0538 | 2.0834 | 2.1753 | 2.3389 | 2.4972 | 2.7234 | 3.0519 | 3.2338 | 3.3214 | 3.3582 | 3.3672 |
| 3 | 2.3412 | 2.3808 | 2.5057 | 2.7295 | 2.9482 | 3.2559 | 3.7079 | 3.9732 | 4.1117 | 4.3758 | 4.1928 |
| 4 | 3.1042 | 3.1579 | 3.3252 | 3.6268 | 3.9214 | 4.3361 | 4.9690 | 5.3695 | 5.6014 | 5.7197 | 5.7542 |
| 5 | 4.901 I | 4.9817 | 5.2324 | 5.6834 | 6.12I7 | 6.7451 | 7.2682 | 8.4200 | 8.8550 | 9.0996 | 9.1745 |
| 6 | 8.8088 | 8.9577 | 9.4219 | 10.2565 | II. 0699 | 12.23II | 14.1251 | 15.4884 | 16.4211 | 16.9795 | 17.1586 |
| 7 | 16.4130 | 16.7241 | 17.6958 | 19.4579 | 2I.I888 | 23.6502 | 27.6757 | 30.6295 | 32.7120 | 33.9991 | 34.4194 |
| 8 | 28.5890 | 29.1997 | 31.1178 | 34.6254 | 38.1075 | 43.0510 | 51.1317 | 57.1026 | 61.36<8 | 64.0301 | 64.9066 |
| 9 | 40.4530 | 41.4949 | 44.7900 | 50.9149 | 57.1073 | 65.8397 | 79.9351 | 90.2840 | 97.6356 | 102.2304 | 103.7715 |
| 10 | 43.2947 | 44.6839 | 49.1241 | 57.5738 | 66.3534 | 78.6344 | 98.1493 | Iİ2.353I | 122.3674 | 128.5692 | 30.5956 |
| II | 32.0579 | 33.3869 | 37.7093 | 46.2179 | 55.4249 | 68.1630 | 88.1408 | ICR.4331 | II2.5039 | II8.70\% 0 | I20.699 |
| I2 | 14.2905 | 15.0949 | 17.7816 | 23.3674 | 29.8I57 | 38.5755 | 51.9187 | 6 I .5607 | 68.2809 | 72.3808 | 73.7004 |
| 13 | 2.8042 | 3.0396 | 3.8620 | 5.7489 | 8.2018 | II. 4408 | 16.1491 | 19.5399 | 21.8867 | 23.3057 | 23.7572 |
| 14 | 0.0566 | 0.0679 | 0.1122 | 0.2484 | 0.5099 | 0.8577 | I. 2856 | 1.5839 | I. 7847 | I. 9034 | 1.9402 |

Table 5d Neutron spectrum in uranium-graphite cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of graphite layer $=$ 20 cm . See Table 1.

| $\begin{array}{ll} \text { N: } \\ \text { 2pyncen } \end{array}$ | 0 | 0.457 | 0.913 | I. 370 | 1. 674 | 2.250 | 4.250 | 7.250 | II. 250 | 16.250 | ¢I. 750 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | I. 8430 | I. 8650 | I. 9306 | 2.0522 | 2.1662 | 2.3773 | 2.6286 | 303 | 2.7660 | 2.7767 | . 7787 |
| 2 | 2.1621 | 2.1928 | 2.2877 | 2.4571 | 2.6202 | 2.9139 | 3.2881 | 3.4620 | 3.5340 | 3.5594 | 3.5647 |
| 3 | 2.5362 | 2.5788 | 2.7113 | 2.9498 | 3.1820 | 3.5916 | 4.1272 | 4.3980 | 4.5470 | +. 5759 | .588I |
| 4 | 3.5426 | 3.6030 | 3.7907 | 4.1285 | 4.4577 | 5.0392 | 5.8408 | 6.2926 | 6.5357 | 6.6497 | 6.6798 |
| 5 | 6.0645 | 6.1626 | 6.4677 | 7.0152 | 7.5471 | 8.4961 | 9.8834 | 10.7547 | II. 2901 | II. 5753 | II. 6574 |
| 6 | II. 9285 | I2.127I | 12.7453 | 13.8563 | 14.9367 | 16.8720 | 19.7929 | 21.7596 | 23.0745 | 23.8338 | 24.0638 |
| 7 | 23.8435 | 24.2885 | 25.6780 | 28.1935 | 30.6612 | 35.0604 | 41.7295 | 46.3364 | 49.5402 | 51.4651 | 52.0647 |
| 8 | 43.4207 | 44.3353 | 47.2017 | 52.4372 | 57.6250 | 66.8573 | 83.1514 | 90.5910 | 97.4677 | 101.6713 | 103.0004 |
| 9 | 63.1621 | 64.7644 | 69.8282 | 79.2196 | 88.7020 | 105.4419 | 130.4398 | I47.7023 | I59.8428 | 167.2795 | I69.6687 |
| 10 | 68.8658 | 71.0430 | 77.9951 | 91.1958 | 104.8894 | I28.8046 | 163.9419 | I87.9243 | 204.6194 | 214.7813 | 217.9919 |
| II | 51.7219 | 53.8357 | 60.7019 | 74.1856 | 88.7394 | II3.7969 | 150.0020 | 174.5070 | I91. 3515 | 201.5059 | 204.694I |
| I2 | 23.3149 | 24.6 III | 28.9290 | 37.8805 | 48.1791 | 65.5036 | 90.0236 | 106.5544 | II7.8064 | 124.5114 | I26.600\% |
| 13 | 4.5969 | 4.9802 | 6.3110 | 9.3503 | 13.2822 | IS.0S! 1 | 28. 188 | 34.1264 | 38.0891 | 40.3243 | 41.0344 |
| 14 | 0.0919 | 0.1ICR | 0.1820 | 0.4004 | 0.8171 | 1.4747 | 2.2476 | 2.7480 | 3.0719 | 3.2570 | 3.3133 |

Table 6 Neutron spectrum in uranium -water cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of water layers $=0.5$
cm . See Table 1.

| 2pynnut | 0 | 0.457 | 0.913 | 1.370 | I. 674 | 1.762 | I. 812 | I. 888 | I. 988 | 2.112 | 2.25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0763 | 0.0775 | 0.0812 | 0.0877 | 0.094 I | 0. 1568 | 0.0994 | . 0.1004 | 0.1053 | 0.1075 | 0.1052 |
| 2 | 0.0815 | 0.0830 | 0.0876 | 0.0959 | 0.1042 | 0.1077 | 0.IIII | 0.1152 | 0.1191 | $0.12{ }^{0}$ | 0.1243 |
| 3 | 0.0853 | 0.087 I | 0.0928 | 0.1031 | 0.1134 | 0.1179 | 0.1222 | 0.1274 | 0.1324 | 0.1364 | 0.1388 |
| 4 | 0.0987 | 0.1009 | 0.1074 | 0.1196 | 0.1315 | 0.1368 | 0.1419 | 0.1482 | 0.1542 | $0.13{ }^{2}$ | 0.1620 |
| 5 | 0.1224 | 0.1249 | 0.1326 | 0.1466 | 0.1603 | 0.1664 | 0.1727 | 0.1804 | 0.1879 | 0.1940 | 0.1974 |
| 6 | 0.1547 | 0.1578 | 0.1676 | 0.1828 | 0.2030 | 0.2108 | 0.2192 | 0.2296 | 0.2088 | 0.2485 | 0.2375 |
| 7 | 0.2033 | 0.2078 | 0.2218 | 0.2474 | 0.2730 | 0.2815 | 0.2978 | 0.3124 | 0.3302 | 0.3434 | 0.3504 |
| 8 | 0.2670 | 0.2734 | 0.2935 | 0.3307 | 0.3681 | 0.3856 | 0.3960 | 0.4324 | 0.4584 | 0.4795 | $0.49 ¢$ |
| 9 | 0.3087 | 0.3175 | 0.3448 | 0.3959 | 0.4481 | 0.4737 | 0.5058 | 0.5456 | 0.5854 | 0.6172 | 0.6324 |
| 10 | 0.2898 | 0.2995 | 0.3295 | 0.3950 | 0.4518 | 0.4883 | 0.5273 | 0.5783 | 0.6327 | 0.6737 | 0.6922 |
| II | 0.1974 | 0.2057 | 0.2326 | 0.2855 | 0.3428 | 0.3752 | 0.4215 | 0.4773 | 0.5314 | 0.5729 | 0.5903 |
| 12 | 0.084 I | 0.0887 | 0.1042 | 0.1364 | 0.1733 | 0.1963 | 0.2308 | 0.2713 | 0.3094 | 0.3380 | 0.3494 |
| 13 | 0.0162 | 0.0175 | 0.022I | 0.0326 | 0.0460 | 0.0553 | 0.0693 | 0.0850 | 0.0992 | 0.1096 | 0.1135 |
| 14 | 0.0003 | 0.0004 | 0.0007 | 0.0014 | 0.0089 | C.unid | 0.0 .356 | 0.00\%I | 0.0084 | 0.0094 | 0.0097 |

Table 6a Neutron spectrum in uranium-water cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of water layers $=1$ cm . See Table 1.

| $\eta$ 2pynnbl | 0 | 0.457 | 0.913 | 1.370 | 1.674 | 1.775 | I. 875 | 2.025 | 2225 | 2.475 | 2.75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0845 | 0.0854 | 0.0892 | 0.0955 | 0.1016 | 0.1048 | 0.1094 | 0.1138 | 0.1173 | 0.1194 |  |
| 2 | 0.0925 | 0.0939 | 0.0985 | 0.1068 | 0.1149 | 0.1194 | 0.1256 | 0.1319 | 0.1368 | 0.1400 | 0.1415 |
| 3 | 0.0996 | 0.1015 | 0.1074 | 0.1180 | 0.1284 | 0.1342 | 0.1423 | 0.1506 | 0.1571 | 0.1615 | 0.1634 |
| 4 | 0.1204 | 0.1226 | 0.1297 | 0.1424 | 0.155I | 0.1623 | 0.1725 | 0.1832 | 0.1920 | 0.1978 | 0.2005 |
| 5 | 0.1613 | 0.1641 | 0.1729 | 0.1888 | 0.2044 | 0.2134 | 0.2270 | 0.2420 | 0.2548 | 0.2638 | 0.2678 |
| 6 | 0.2324 | 0.2365 | 0.2491 | 0.2721 | 0.2946 | 0.3079 | 0.3292 | 0.3536 | 0.3759 | 0.3920 | 0.3991 |
| 7 | 0.3573 | 0.3641 | 0.3854 | 0.4243 | 0.4624 | 0.4856 | 0.5248 | 0.5710 | 0.6146 | 0.6470 | 0.6609 |
| 8 | 0.5408 | 0.5523 | 0.5880 | 0.6534 | 0.7180 | 0.7590 | 0.8320 | 0.9194 | I. 0032 | I. 0662 | I. 0925 |
| 9 | 0.6985 | 0.7160 | 0.7709 | 0.8728 | 0.9754 | I. 0442 | 1.1707 | I. 3213 | 1.4657 | I. 5738 | I.617I |
| 10 | 0.7032 | 0.7248 | 0.7936 | 0.9235 | I. 0576 | I. 1549 | 1.3387 | 1.5533 | 1.7560 | I. 9063 | I. 9641 |
| II | 0.4960 | 0.5155 | 0.5787 | 0.7020 | 0.8342 | 0.9403 | I. 1447 | I. 3750 | 1.5874 | I.7421 | 1.7994 |
| 12 | 0.2123 | 0.2236 | 0.2612 | 0.3383 | 0.4263 | 0.5056 | 0.6577 | 0.8214 | 0.9670 | 1.074 | 1.1078 |
| 13 | 0.0401 | 0.0434 | 0.0545 | 0.0796 | 0.1116 | 0.144I | 0.2035 | 0.2632 | 0.314I | 0.3492 | 0.3615 |
| I4 | 0.0008 | 0.0009 | 0.0016 | 0.0034 | 0.0066 | 0.0106 | 0.0165 | 0.016 | 0.0258 | 0.0287 | 0.0296 |

Table 6b Neutron spectrum in uranium-water cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of water layers $=2$
cm. See Table 1.

| $N=\tau$ 2pynnio | 0 | 0.457 | 0.913 | 1.370 | 1.674 | 1.800 | 2.000 | 2.300 | 2.700 | 3.200 | 3.75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0582 | 0.0597 | 0.0613 | 0.0655 | 0.0696 | 0.0728 | 0.0775 | 0.0810 | 00830 | 0.0838 | 0.0842 |
| 2 | 0.0639 | 0.0649 | 0.0680 | 0.0734 | 0.0789 | 0.0832 | 0.0900 | 0.0951 | 0.0980 | 0.0994 | 0.0997 |
| 3 | 0.0695 | 0.0707 | 0.0748 | 0.0818 | 0.0888 | 0.0946 | 0.1035 | 0.1105 | 0.1146 | 0.1168 | 0.İ\% |
| 4 | 0.0869 | 0.0884 | 0.0934 | 0.1003 | U.IIIO | 0.1182 | 0.1301 | 0.1408 | 0.1468 | 0.1506 | 0.1515 |
| 5 | 0.1282 | 0.1354 | 0.1369 | 0.1489 | 0.1605 | 0.1704 | 0.1888 | 0.2062 | 0.2197 | 0.2279 | 0.2308 |
| 6 | 0.2168 | 0.2204 | 0.2315 | 0.2513 | 0.2706 | 0.2875 | 0.3227 | 0.3604 | 0.3927 | 0.4140 | 0.4216 |
| 7 | 0.3930 | 0.4000 | 0.4219 | 0.4613 | 0.4998 | 0.5351 | 0.6131 | 0.7011 | 0.7799 | 0.8339 | $0.852^{7}$ |
| 8 | 0.6708 | 0.6842 | 0.7256 | 0.8008 | 0.8747 | 0.9466 | I.III2 | I. 3008 | 1.4714 | 1.5894 | I. 6301 |
| 9 | 0.9283 | 0.9503 | I. 0197 | I. 1472 | 1.2749 | I. 4072 | 1.7108 | 2.0528 | 2.3596 | 2.5693 | 2.6402 |
| 10 | 0.9642 | 0.9927 | I. 0833 | I. 2539 | I. 4289 | I. 6280 | 2.0764 | 2.5630 | 2.9890 | 3.2751 | 3.3701 |
| II | 0.687 I | 0.7134 | 0.7986 | 0.9640 | 1.1404 | I. 3663 | 1.8580 | $2.364{ }^{\prime}$ | 2.7921 | 3.0728 | 3.1647 |
| I2 | 0.2938 | 0.3092 | 0.3603 | 0.4644 | 0.5824 | 0.7548 | I. 1098 | I. $45 \subset 5$ | I. 7304 | 1.9089 | 1.9666 |
| 13 | 0.0551 | 0.0596 | 0.0746 | 0.1082 | 0.1508 | 0.2214 | 0.3533 | 0.4712 | 0.5633 | $0.62{ }^{\text {T }}$ | 0.6404 |
| 14 | 0.0010 | 0.0012 | 0.0020 | 0.0044 | 0.0087 | 0.0169 | 0.0287 | 0.0382 | 0.0454 | 0.0500 | 0.0516 |

Table 6ロ Thru Table 17 Illegible

Table 6c Neutron spectrum in uranium-water cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$ Thickness of water layers $=5$ cm. See Table 1.

| $\begin{aligned} & \text { N } \\ & \text { 2pynbir } \end{aligned}$ | 0 | 0.457 | 0.913 | 1.370 | 1.674 | I. 875 | 2.375 | 3.125 | 4.125 | 5.375 | 6.75 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0677 | 0.0685 | 0.0712 | 0.0759 | 0.0805 | 0.0873 | 0.0949 | 0.0977 | 0.0973 | 0.0986 | 0.0986 |
| 2 | 0.0743 | 0.0755 | 0.0790 | 0.0852 | 0.0914 | 0.1124 | 0.II2I | 0.1163 | 0.1175 | 0.1175 | 0.1179 |
| 3 | 0.0821 | 0.0833 | 0.0879 | 0.0961 | 0.1039 | 0.1167 | 0.1319 | 0.1385 | 0.1404 | 0.14 F 2 | 0.1412 |
| 4 | 0.1070 | 0.1089 | 0.1148 | 0.1257 | 0.1358 | 0.1525 | 0.1759 | 0.1883 | 0.1930 | 0.1945 | 0.1949 |
| 5 | 0.1759 | 0.1786 | 0.1875 | 0.2031 | 0.2187 | 0.2440 | 0.2899 | 0.3214 | 0.3366 | 0.3416 | 0.3424 |
| 6 | 0.3416 | 0.347 I | 0.3634 | 0.3941 | 0.4233 | 0.4743 | 0.5859 | 0.6747 | 0.6038 | 0.7353 | 0.7381 |
| 7 | 0.6898 | 0.7015 | 0.7388 | 0.8058 | 0.8707 | 0.9906 | I. 2.734 | 1.5084 | I. 6318 | I. 6722 | I. 6792 |
| 8 | I. 2520 | I.276I | 1.3516 | I. 4886 | I. 6224 | I. 8862 | 2.5192 | 3.0468 | 3.3219 | 3.4114 | 3.4265 |
| 9 | I. 7886 | I. 8302 | I. 9605 | 2.1998 | 2.4387 | 2.9464 | 4.1195 | 5.0704 | 5.5575 | 5.7143 | 5.7407 |
| 10 | I. 8843 | I. 9387 | 2.1115 | 2.4348 | 2.7651 | 3.5483 | 5.2408 | 6.5519 | 7.2075 | 7.4157 | 7.450' |
| II | I. 3493 | 1. 3999 | I. 5613 | I. 8738 | 2.2045 | 3.1040 | 4.8817 | 6.1815 | 6.8165 | 7.0169 | 7.0509 |
| 12 | 0.5766 | 0.6058 | 0.7019 | 0.8956 | I. II24 | 1.7983 | 3.0174 | 3.8456 | 4.247 I | 4.3743 | 4.3953 |
| 13 | 0.1078 | 0.1159 | 0.1440 | 0.2050 | 0.2809 | 0.5 - | 0.9760 | I. 2509 | I. 3824 | 1.4244 | I. 4314 |
| 14 | 0.0019 | 0.0023 | 0.0039 | 0.0082 | 0.0156 | 0.C4., | 0.0786 | u. 2004 | 0.1109 | 0.1144 | 0.1546 |

Table 6d Neutron spectrum in uranium-water cell in relation to the distance from center of uranium block. Temperature of medium is equal to $300^{\circ} \mathrm{K}$. Thickness of water layers $=10$ cm. See Table 1.

| $N_{2} r$ 2pynnbin | 0 | 0.457 | 0.913 | 1.370 | 1.674 | 2.000 | 3.000 | 4.500 | 6.500 | 9.000 | 1. ${ }^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.0738 | 0.0748 | 0.0774 | 0.0823 | 0.0970 | 0.0.96 | 0.1077 | 1. 1088 | 0.1090 | 0.1090 | n. 1090 |
| 2 | 0.0823 | 0.0839 | 0.0875 | 0.0937 | 0. | 0.1180 | 0.1300 | 0.1320 | 0.1325 | 0.1325 | $0.13{ }^{\circ}$ |
| 3 | 0.0777 | 0.0948 | 0.0994 | 0.1082 | 0.1165 | . 1408 | 0.1590 | 0.162\% | 1.1631 | 0.1631 | 〇. |
| 4 | 0.1274 | 0.1300 | 0.1362 | 0.1481 | 0.1595 | 1.1931 | 0.2252 | 0.2340 | $0.235 I$ | 0.2351 | 0.: |
| 5 | 0.2226 | 0.2226 | 0.2366 | 0.2558 | 0.2739 | 0.3298 | 0.4033 | 0.4277 | 0.4318 | $0.4=0$ | ?. |
| 6 | 0.4499 | 0.4572 | 0.4784 | 0.5172 | 0.5545 | 0.6736 | 0.8667 | 0.9382 | 0.9491 | 0.170I | 0.5-1 |
| 7 | 0.9195 | 0.9351 | 0.9837 | 1.0712 | $\therefore .1556$ | I. 4409 | I. 9385 | 2.1259 | C.is54 | 2.15 | c. 1575 |
| 8 | I.f724 | 1.7039 | I. 808 | 1.9809 | 2.1560 | c. 7866 | 3.8961 | 4.3098 | 4.3740 | 4.3 | 4.302 |
| 9 | 2.39'I | 2.4464 | 2.6157 | 2.0259 | 3.2334 | 4.4465 | 6.4736 | 7.407\% | 7.3175 | 7.35 | 7. |
| 10 | 2.5251 | 2.5950 | 2.8176 | 3.2313 | 2.6518 | 5.5157 | 8.3831 | 9.376I | 9.5826 | ¢.53. | 9. 1.5 |
| II | I. 8018 | I. 8660 | 2.0716 | 2.4640 | $\therefore .875 i$ | 4.5959 | 7.0833 | 8. 29.5 | 0.0344 | $\bigcirc .043$ | . 84.2 |
| 12 | 0.7606 | 0.7968 | 0.9164 | I. 1541 | 1.4156 | 2.9509 | 4.9311 | 5.5488 | 5.6389 | 5.10 | 5.6451 |
| 13 | 0.1382 | 0.1538 | $0.18<8$ | 0.4553 | 0.3438 | 0.9547 | 1.6035 | 1.8070 | I. 8370 | 1.835. | 1.0391 |
| 14 | 0.006 | 0.0031 | 0.0047 | 0.0098 | 0.0176 | 0.0771 | 0.1289 | 0.1450 | C. 1476 | 0.146 | 1. |

Tables for the scattering cross sections of slow neutrons. The differential scattering cross sections are represente in the form of a power expansion in Legendre polynomials. The appendix lists the zero and first moments of the scattering kernel, which we shall denote respectively by $G_{O}\left(x^{\prime} \rightarrow x\right)$ and $G_{I}\left(x^{\prime} \rightarrow x\right)$. The functions $G_{0}\left(x^{\prime} \rightarrow x\right)$ and $G_{1}\left(x^{\prime} \rightarrow x\right)$ are normalized in the following fashion:

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} \int_{0}^{x} G_{0}\left(x^{\prime} \rightarrow x\right) d x=1 \\
& \lim _{x^{\prime} \rightarrow \infty} \int_{0}^{x} G_{1}\left(x^{\prime} \rightarrow x\right) d x=\bar{\mu}_{0}
\end{aligned}
$$

where $\bar{\mu}_{0}--$ average cosine of the scattering angle.
The functions $G_{0}\left(x^{\prime} \rightarrow x\right)$ and $G_{1}\left(x^{\prime} \rightarrow x\right)$ are connected with the scattering cross sections $\sigma_{0}\left(x_{1}^{\prime} \rightarrow x\right)$ and $\sigma_{1}\left(x^{\prime} \rightarrow x\right)$ by the relation

$$
\begin{aligned}
& \sigma_{0}\left(x^{\prime} \rightarrow x\right)=\sigma_{s} G_{0}\left(x^{\prime} \rightarrow x\right) \\
& \sigma_{1}\left(x^{\prime} \rightarrow x\right)=\sigma_{s} G_{1}\left(x^{\prime} \rightarrow x\right)
\end{aligned}
$$

where $\sigma_{s}-=$ scattering cross section at energy $E=0.026$
iv.

Here $x$-- dimensionless velocity of the neutron

$$
x=\sqrt{\frac{E}{k T}}
$$

The functions $G_{0}\left(x_{0} \rightarrow x\right)$ and $G_{1}\left(x_{0} \rightarrow x\right)$ are best resolved into an elastic and inelastic component, ie.,

$$
\begin{aligned}
& G_{0}\left(x_{0} \rightarrow x\right)=G_{0 e s}\left(x_{0} \rightarrow x\right)+G_{0 i s}\left(x_{0} \rightarrow x\right) \\
& G_{1}\left(x_{0} \rightarrow x\right)=G_{\text {les }}\left(x_{0} \rightarrow x\right)+G_{1 i s}\left(x_{0} \rightarrow x\right)
\end{aligned}
$$

The attached tables show the values of the function $G_{0 \text { is }}\left(x_{0} \rightarrow x\right)$ and $G_{\text {lis }}\left(x_{0} \rightarrow x\right)$. In addition, the values of the function $f_{1}\left(x, x_{0}\right)$ are also given

$$
f_{i}\left(x, x_{0}\right)=\int_{0}^{x} G_{i}\left(x_{0} \rightarrow x^{\prime}\right) d x^{\prime} \quad(i=0,1)
$$

This function is needed to calculate the cross section for the escape of neutrons.

Table 7 Table of the function $g_{\text {ois }}\left(x_{o} \rightarrow x\right)$ for beryllium，$T=300^{\circ} \mathrm{K}$ ．

|  | 0．ciser | 0.15000 | 0．206＇s | 0.33181 | C．4． 100 | 0.56619 | c．6 st | 0.75000 | 0.86619 | 0.93321 | 1．30000 | I．：EfI9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C．03，${ }^{\text {c．}}$ | 0，00000 | 19．70001 | 0．OF＊ | 0.00002 | 0.00003 | 0.00004 | 9.00005 | 0.00606 | $0.0000 \%$ | 6．30006 | 0.00009 | 0.00008 |
| r．15 0 | 3.00096 | c．00041 | 0．rcien | ก．00057 | 0.00074 | 0.00093 | n ONOM | 0.00125 | 0.00146 | 0.00157 | 0．50174 | 0.00134 |
| r．c．ty | 3．00890 | 1．00462 | r．incr | $0.00 \times 30$ | C．00672 | 0.00318 | 0．ems\％ | 0.00410 | $0.004 \mathrm{H!}$ | 0.00515 | 0.00565 | 0.00298 |
| f．j3jul | 0.01 IL | ．00678 |  | 0.10449 | 0.00485 | 0.00549 | 0.0097 | ก． 96607 | 0.60783 | 0.00836 | $0.00 \times 15$ | 9.00966 |
| ． 45000 | $0.055 \mathrm{c}_{4}$ | 0.01663 | 1．c．．je | $0 . C .01$ | O．0ivi3 | 0．01591 | 0． $\mathrm{nlc}^{\text {！}} 7$ | 0.01363 | 0.01522 | 0.01615 | 0.05758 | 0.01455 |
| ． 56619 | 0．12184 | U．015991 | D．le | 1．2：73 | $0.0<077$ | O．ceus | 0.02162 | U．02353 | 0.00582 | U． 12726 | 0.02953 | 0.03120 |
| C．ty ${ }^{\text {col }}$ | 0．cce35： | 0.05360 | O．039．5 | 0．0．ひ5 | 0.02786 | 0．04757 | v．04873 | 0.03087 | 0.03565 | 0.03537 | 0.03 EzE | 0.04049 |
| －TEMCn | 9．3．4．34 | $9.0 \times 10$ | 0．0．\％ | 0.04963 | C． $0+4401$ | $0.04<94$ | 0.04355 | 0．04601 | 0.04967 | 0.05209 | 0.05631 | 0.05989 |
|  | C．5－50 | 「15 2575 | 0.003 ra | ． 70.7 | 0．06c7e | 0.0605 | 0.06062 | 0.06341 | $0.0681 J$ | 0.07146 | 0.07753 | 0.08315 |
|  | C．ic． 20 | の，itar | 3.645 | $\because 250$ | r．07390 | 0.07045 | 0.07068 | 0.07377 | 0.07927 | 0.08823 | 0.09061 | 0.00789 |
| －$n$ nocr | $0.863 / 4$ | 0．4． $8=3$ | － 1547 | 1）． | － 05078 | 0.08618 | 0.08635 | D． 89004 | 0.09711 | U．1028 | 0.11280 | 0.12116 |
| ．$r^{\circ}$ | $\bigcirc .86 \times 4$ | ）．Ats， | 0． ＇8t $^{\prime}$ | 9，ix＜3 | O．ig147 | 0．06642 | 0.09674 | 0.10143 | 0．11029 | 0.1170 m | 0.12831 | 0.14661 |
| 1．．．＇ | ＇rams | O．e + T／4 | ก．．0．9 | risucus | ग． 10363 | 0.69862 | 0.09419 | 0.10 .53 | 0.11454 | 0．120＜ | 0.13791 | 0.15674 |
| Str | ． 37751 | 0．c．L．5 | 0.1540 | 2．1．408 | 0.00869 | 0.09500 | 0.09604 | 0.10248 | 0.51414 | 0.12314 | 0.14439 | 0.16550 |
| ＋fr | －ACEE | 万．995c9 | 7． 11418 | noxied | ก．00．524 | 0.06669 | 0．084\％6 | 0.9122 | 0.10366 | 0.11332 | 0.13451 | 0.16141 |
| 1.5 ra | n．63，${ }^{\text {n }}$ | 0．itare | 0．00re8 | $0.005 \times 1$ | 0.17454 | 0.07285 | 0.07439 | 0.08149 | 0.09367 | 0.10330 | 0.12464 | $0.15 \times 44$ |
| $\because=5000$ | 5．e．2344 | ก．13386 | 0．070e6 | 0， 01010 | 0.05354 | 0.05339 | 0.05520 | U．06174 | $0.07 \times 48$ | a，081／1 | 0.10103 | D． 14806 |
| $\therefore 766 I^{\circ}$ | n． 3 ml 19 | ． $91 \times 61$ | ？．0u5cs | T，03925 | 0.03500 | 0.53520 | 0.03675 | 0.04184 | 0．050n3 | 0.05751 | 0.07366 | 0.09692 |
| ．． 633 I | Oucese | ． $953<$ | 0.03333 | 0.02499 | 0.0250 | 0.04633 | 0.06764 | 0．03181 | 0.03886 | 0.04064 | 0.05846 | 0．67838 |
| ． 55000 | O．1．395 | C． $2 \times 92$ | 0．0．342 | C． 0608 | $0 . \mathrm{CI} 455$ | 0.01486 | n．015\％2 | 0.01838 | 0.02493 | 0．0．671 | 0.03592 | 0.09997 |
| $\therefore 16650$ | 0.06440 | 0.0 .524 | $0.0095{ }^{\text {c }}$ | ก．00638 | 0.00765 | 0.0078 l | 0.00830 | 0.00980 | 0．01259 | 0.01458 | 0.6006 | 0.02872 |
|  | C． 11334 | 0． $5+2 \times 6$ | 0.01046 | 0.00564 | 0．0n512 | 0.00526 | 0.00560 | 0.00662 | 0.00840 | 0.00993 | 0.01377 | 0.01995 |
| －． 25000 | 3.6153 | C．00512 | ．0n3ed | 0.00281 | c． $00<55$ | 0.00268 | 0.04878 | 0.003329 | 0.00418 | 0．00494 | 0.00689 | 0.1010 |
| c． $\begin{gathered}\text { cts } \\ \text { c }\end{gathered}$ | 0.01059 | 9．0205 | 0.00 .57 | 0.06137 | 0.00144 | 0.00129 | 0.00135 | 0.00160 | 3，00400 | 0，00240 | 0.00334 | 0.00489 |
| 2．1395 | ก．90387 | 0． 0045 | Q． 0050 | ก．00085 | 0．0008I | 0.00 mes | 0.00088 | 0.00104 | 0.10152 | 0，00150 | 0.00217 | 0.00317 |
| Cozrome | 3.00375 | 0.00075 | 0.00047 | O． 00004 L | n．00077 | 0.000138 | 0.00041 | 0.00048 | 0.0001 | 0.00072 | 0.00101 | 0.00148 |
| ． 66519 | 9．00．7？ | r．cor32 | S．crases | 0.00018 | ก．conl6 | 0.05 Cl 7 | 0.0000 E | $0.00 \times 1$ | 0.00087 | 0.0005 | 0.00045 | $0.00 \times 67$ |
| ．． 73381 | 0.00083 | 3．000\％ | C．ccois | 9．000：－ | n．00050 | n．00nto | O．OVILI | O．000［J | 0.00017 | 0.00020 | 0.00008 | 0，00001 |
| c． 85000 | T． 2003 3 | 0．concs | r．crocs | 0.0000 m | C．000\％4 | c．00004 | 0.00005 | 9.00006 | U．00007 | 0.00008 | 0，00012 | 0.00017 |
| 4.95619 | c． 20013 | 0.00003 | $0.00 \mathrm{Cl}_{2}$ | 0.00000 | C．0000 | c．0000 | E．00uk | 0.00002 | 0.00003 | 0.00003 | 0.00005 | 0.00007 |
| 3.3981 | 0.00000 | 0.00000 | r．ornon | n．coom | C．0000 | 0.00000 | 0．0urno | 0.00000 | 0.00000 | 0.0000 | 0.00000 | U．0600\％ |


|  | 1.23381 | 1． 35000 | I．46619 | 1．53381 | 1．65000 | 1.76 E19 | 1.83381 | 1.95000 | 2.06619 | 2.13381 | 2.25000 | ＜． 36619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03181 | c．00009 | 0.00009 | 0.00006 | 0.00008 | 0.00006 | 0.00005 | 0.00004 | 0.00003 | 0.00092 | 0.00002 | 0，00001 | 0.00001 |
| 0.15000 | 0.00186 | 0.00181 | 0.00167 | 0.00154 | $0.001<7$ | 0.00098 | 0.00082 | 0.00058 | 0.00001 | 0,00033 | 0,00023 | 0.00017 |
| 0.26619 | 0.00655 | 0.00592 | 0.00548 | 0.00506 | $0.004<1$ | 0.00527 | $0.00<274$ | 0.00196 | C．00137 | C．0011I | 0.00078 | 0.00056 |
| $0.3918 i$ | 0.00578 | 0.0055 | r．04890 | $0.00 \mathrm{E}^{1} 4$ | 0.00688 | 0.00537 | 0．0045\％ | 0.00323 | 0.00 k 26 | 0.00183 | 0.00130 | 0.00093 |
| C．45000 | 0.01880 | C．0125c | 0．017c7 | $0.016 \pm 6$ | C． 01360 | 0.01072 | 0.00907 | 0.00654 | 0.00159 | 0.00072 | 0，00263 | 0.00189 |
| 0.56619 | 0.09170 | r． 29.47 | C．0956 | 9． 675 | 0.04303 | 0.0190 | 0.01624 | 0.01183 | 0.00833 | 0.00678 | 0.00478 | 0.00043 |
| 0.63385 | 0．Ruics | 5.104517 | －． 73909 | 2．cJesc | r．c3105 | 0.05572 | $0.0 \times 208$ | 0.01618 | 0.01145 | 0.00932 | 0.00657 | 0，00，70 |
| 0．7500， | Cb： | ．${ }^{\circ}$ | ． 6977 | ＝．colon | 1．0．028 | 0.04132 | 0.03580 | 7．06670 | 0.01909 | 0.01556 | 0.01057 | 0.00783 |
| 0.26655 | CuFs－ | ． $\mathrm{F}^{-}$ | －180\％ | Trusit | 1．17236 | 0.06358 | 0.05584 | 0.00252 | 0.03081 | 0.04520 | 0,01778 | 0.01269 |
| $0.931 \times 1$ | r $\quad 53$ | 3．159－： | $\because(5)$ | ${ }^{5}$－峏 | 1．07367 | 0.06043 | 0.07115 | 0.054 .6 | 0.04 cre 2 | 0.0330 | 0.02334 | 0.01663 |
| I． 0500 n | ${ }^{5}$ | 1．3nc ${ }^{\text {a }}$ |  | C． Cisse | c．13156 | 0.116 .11 | 0.105181 | 1.08345 | 0.06245 | 0.05170 | 0.03672 | 0.06614 |
| 1．166is | 9．こごっと | 1，06sec |  | －utirs | 0.77560 | 0.16204 | 0.14939 | 0.12294 | 0.09471 | 0.07933 | 0.0576 | 0.04060 |
| 1．2338： | 0.16000 | －．Stace | 「．čisfs | O．cecocy | 0．coud7 | 0，19\％6i | 0.18008 | 0.15193 | 0.11917 | 0.10081 | 0.07312 | 0.05218 |
| I． 35000 | 0.1 ＇re | －e cric： | f．estie |  | 0.45497 | 0.24900 | 0.23924 | 0.21072 | 0.17281 | $0.1460{ }^{\text {a }}$ | 0.11059 | 0.07966 |
| 1.468 .9 | 0.17545 | Cuctsk | C． 44025 | 6.06779 | 0.4301 | 0.30369 | 0.30113 | 0.27970 | 0.24081 | 0.2152 C | 0.16363 | 0.12000 |
| 1.53381 | 0.17167 | 2．40533 | 0250cy | 0.47388 | 0.30916 | 0.33101 | 0.33451 | 0．32145 | 0．2856 | 0.25717 | 0.20274 | 0.15107 |
| 1.65000 | 0.14755 | 0.18778 | 0.23550 | $0 .<6587$ | 0.31752 | 0.36103 | 0.37820 | 0.38781 | 0.36725 | 0.34233 | 0.28503 | 0.22010 |
| 1.76619 | 0.1144 C | 0.15045 | 0.20143 | 0.63474 | 0.29773 | 0.36135 | 0.39350 | 0.43358 | 0.46141 | 4．42es0 | 0.7798 | 0.31002 |
| 1.83381 | C．05．65 | 0.12880 | C． 17514 | 0.20816 | 0.27167 | 0． 74528 | 0.38659 | 0.44458 | 0.47341 | 0.47225 | 0.43721 | 0.37002 |
| 1.95000 | 0.06114 | 3． 18768 | 0．1264k | 0.15495 | 0.21739 | 0.29467 | 0.34440 | 0.42900 | 0．49549 | 0.52063 | 0.52420 | 0.47 em |
| 2.06619 | 0.00585 | 0.05365 | 0.08084 | 0.10074 | 0.15358 | 0.22383 | 0.27159 | 0.36960 | 0．46959 | 0.51989 | 0.57403 | 0.57410 |
| 2.13381 | 0.06517 | 0.03831 | 0，05941 | 0.07668 | 0.11869 | 0.18080 | 0.22628 | 0，32249 | 0，43064 | 0.49213 | 0.57544 | 0.61112 |
| 2.25000 | 0.01286 | 0.02005 | 0.01212 | $0.0 \times 25$ | 0.06962 | 0.11252 | 0.14758 | 0．22802 | 0.33525 | 0.40839 | 0.52868 | 0.62302 |
| 2.36619 | 0.00524 | 0.00982 | 0.01603 | 0.0155 | 0.01657 | 0.06254 | 0.08096 | ）．14191 | 0.22511 | 0.29986 | 0，42391 | 0.56318 |
| 2.43381 | 0.00 mos | 0.00636 | 0.01002 | 6.01410 | 0.04419 | 0.04220 | 0．15858 | 0.10140 | 0.17105 | 0.22891 | 0．34992 | 0．4869 |
| 2.55000 | 0.00188 | 0.00296 | 0.00484 | 0.00656 | 0.01136 | 0.02014 | 0．0．860 | 0.05214 | 0.09399 | $0.130 \% 8$ | 0.22327 | $0.355<8$ |
| 2.66619 | 0.00065 | 0.00534 | $0.00<20$ | 0.00 kg | 0,00516 | 0.00522 | 0.01311 | 0．02449 | 0.04623 | 0，05684 | 0.12332 | 0．61754 |
| 2.73381 | 0.00053 | 0.00084 | 0.00197 | 0.00186 | 0.003 se | 0.00676 | 0.00918 | 0.01534 | 0.04934 | 0.00298 | a．cesji | 0.15307 |
| $<.85000$ | 0.00022 | 0.00036 | 0.00059 | 0.00080 | 0.00140 | $0.00 \times 51$ | 0.00358 | 0.00671 | 0.01292 | 0.01913 | 0．03797 | $0.075 \times$ |
| 2.96619 | 0.00009 | 0.00015 | 0.00024 | 0.00033 | 0.00069 | 0.00106 | 0.00154 | 0.00186 | 0.00552 | 0.00818 | 0.01642 | 0.0335 |
| 3.03381 | 0.00005 | 0.00009 | 0.00014 | 0.00010 | 0.00035 | 0.00063 | 0.00090 | 0.00171 | 0.00332 | 0.00693 | 0.00991 | 0.02034 |
| 3.15000 | 0.00002 | 0.00003 | 0.00006 | 0.00008 | 0.00014 | 0.00065 | 0.00036 | 0.00069 | 0.00135 | 0．0020 | 0.00408 | 0.00540 |
| 3.26619 | 0.00001 | 0.00001 | 0.00008 | 0.00003 | 0.00005 | 0.00009 | 0.00014 | 0.00027 | 0.00063 | 0.00079 | 0.00162 | 0.00338 |
| 3.33381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00190 | 0.00000 | 0.00000 | 0.00015 | 0.00030 | 0．000．4 | 0.00093 | 0.00195 |

Table 7 （continued）

| $\times 1$ | 2.43381 | 2.55000 | 2.65619 | 2.73381 | 2.85000 | 2.96619 | 3.03381 | 3.15000 | 3.26619 | 3.33381 | 3.45000 | 3.56615 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.33381 | 0.00077 | 0.00055 | 0.00039 | 0.00031 | 0.00022 | 0.00015 | 0.00012 | 0.00008 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 0.45000 | 0.00156 | 0.00112 | 0.00079 | 0.00064 | 0.00044 | 0.00030 | 0.00624 | 0.00016 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 0.56619 | 0.00283 | 0.00203 | 0.00144 | 0.00157 | 0.00081 | 0.00056 | 0.00045 | 0.00030 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 0.63381 | 0.00389 | 0.00880 | 0.00198 | 0.00161 | 0.00112 | 0.00077 | 0.00062 | 0.00042 | 0.00088 | 0.00022 | 0.00015 | 0.00000 |
| c．${ }^{75000}$ | 0.00648 | 0.00467 | 0.00333 | 0.0087 I | c． 00190 | 0.00131 | 0.00106 | 0.00072 | 0.00049 | 0.00039 | 0.00026 | 0.00000 |
| 0.86619 | 0.01048 | 0.00757 | 0.00542 | 0.0044 | 0.00312 | 0.00217 | 0.00175 | 0.00520 | 0.00082 | 0.00065 | 0.00043 | 0.00000 |
| 0.93381 | 0.01373 | 0.00592 | 0.00713 | 0.00585 | 0.00412 | 0.00887 | 0.00832 | 0.00160 | 0.00109 | 0.00087 | 0.00058 | 0.00038 |
| 1.05000 | 0.02158 | 0.01559 | 0.01226 | c． 00927 | 0.00657 | 0.00461 | 0.00373 | 0.00259 | 0.00178 | 0．00142 | 0.00096 | 0.00064 |
| 1.16619 | 0.03345 | 0.02418 | 0.01753 | 0.01449 | 0.01034 | 0.00730 | 0.00593 | 0.00414 | 0.00286 | 0.00230 | 0.0 首56 | 0.00105 |
| I． 2338 I | 0.04298 | 0.03105 | 0.02255 | 0.01868 | 0.01339 | 0.00949 | 0.00774 | 0.00541 | 0.00776 | 0.0036 | 0.00807 | 0.00140 |
| I． 35000 | 0.06555 | 0.04735 | c． 03445 | 0.02863 | 6.02069 | 0.01477 | 0.01209 | 0.00850 | 0.00595 | 0.0048 BI | 0.00331 | 3．0cerz6 |
| 1.46619 | 0.09917 | 0.67154 | 0.05211 | 0.04337 | 0.03157 | 0.02273 | 0.01868 | 0.01325 | 0.00932 | 0.00757 | 0.00525 | 3.00361 |
| 1.53381 | 0.12541 | 0.08060 | 0.06594 | 0.05496 | 0.04015 | 0.02907 | 0.02395 | 0.01707 | C．01く05 | 0.00981 | 0.00685 | 0.00473 |
| 1.65000 | C． 18512 | 0.13487 | 0.05814 | 0.08190 | 0.06012 | 0.04392 | 0.03639 | 0.02613 | 0.01863 | 0.01522 | 0.01071 | 0.00746 |
| 1.76619 | 0.26638 | 0.19813 | 0.14472 | 0.12078 | 0.08896 | 0.06550 | 0.05461 | 0.09960 | 0.04845 | 0.00338 | 0.01656 | 0.01166 |
| I． 83381 | 0.32435 | 0.24568 | 0.18061 | 0.15066 | 0.11118 | 0.08215 | 0.06872 | 0.05054 | 0.03619 | 0.02985 | 0．0eI26 | 0.01503 |
| I． 95000 | 0.43492 | 0.34696 | 0.26131 | 0.21875 | 0.16154 | 0.12000 | 0.10086 | 0.07440 | 0.05428 | 0.04497 | b． 03238 | 0.02308 |
| 2.06619 | 0.54730 | 0.46658 | 0.36809 | 0.31214 | 0.421215 | 0.17688 | 0.14596 | 0.10872 | 0.08027 | 0.06693 | 0.04864 | 0.03504 |
| 2.13381 | 0.60195 | 0.53905 | 0.44119 | 0.37914 | 0.28497 | 0.21239 | 0.17972 | 0.13460 | 0.10008 | 0.08 .378 | 0.06124 | 0.04442 |
| 2.25000 | 0.65396 | 0.64736 | 0.57344 | 0.51154 | 0.39849 | 0.30036 | 0.25420 | 0.19180 | 0.14419 | 0.12165 | 0.09001 | 0.06597 |
| 2.36619 | $0.6150^{2}$ | 0.70073 | 0.68943 | 0.64711 | 0.53696 | 0.41721 | 0.35507 | 0.26858 | 0.20418 | 0.17347 | 0.13012 | 0.09650 |
| 2.43381 | 0.58013 | 0.69218 | 0.73145 | 0.71236 | 0.62178 | 0.49890 | 0.42785 | $0.3<516$ | 0.24784 | 0.21146 | 0.15987 | 0.11951 |
| 2.55000 | 0.44615 | 0.60823 | 0.73146 | 0.76761 | 0.74882 | 0.64872 | 0.57408 | 0.44512 | 0.34111 | 0.29264 | 0.22415 | 0.77005 |
| 2.66619 | 0.29397 | 0.45609 | 0.63280 | 0.71071 | 0.80506 | 0.78164 | 0.72509 | 0.55448 | 0.46244 | 0.19794 | 0.30791 | 0.23700 |
| 2.73361 | 0.21422 | 0.35812 | 0.53179 | 0.64546 | 0.78712 | 0.88813 | 0.79901 | 0.68571 | 0.54785 | 0.47238 | 0.36698 | 0.28468 |
| 2.85000 | 0.11073 | 0.20689 | 0.35674 | 0.46613 | 0.66446 | 0.81683 | 0.85620 | 0.81603 | 0.70590 | 0.62357 | 0.48517 | 0.38324 |
| 2.96619 | 0.05096 | 0.10280 | 0.19865 | $0.281<8$ | 0.46849 | 0.68008 | 0.78603 | 0.8838 | 0.84951 | $0.78 \times 53$ | 0.64022 | 0.50563 |
| 3.03381 | 0.03117 | 0.06487 | 0.13142 | 0.19353 | $0.35<0$ | 0.56053 | 0.68768 | 0.85445 | 0.89915 | 0.86164 | 0.73333 | 0．589Ce |
| 3.15000 | 0.01292 | 0.02745 | 0.05879 | 0.09063 | 0.18436 | 0.34392 | 0.46624 | 0.59832 | 0.87507 | 0.92011 | 0.87993 | $0.74 \mathrm{EI7}$ |
| 3.26619 | 0.00521 | 0.01113 | 0.02419 | 0.03830 | 0.06334 | 0.17486 | 0.25953 | 0.46289 | 0.70609 | $0.8<898$ | 0.53855 | 0.85515 |
| 3.33381 | 0.00303 | 0.00650 | 0.01417 | $0.0<248$ | 0.05010 | 0.10962 | 0.16926 | 0.33124 | 0.56418 | 0.70940 | r． 50105 | 0.54651 |
| 3.45000 | 0.00115 | 0.00851 | 0.00552 | 0.00880 | 0.01980 | 0.04519 | 0.07259 | $0.15 \% 61$ | 0.32185 | 0.45408 | 0.71317 | C． 91362 |
| 3.56619 | 0.00042 | 0.00093 | 0.00008 | 0.00334 | 0.00758 | 0.01744 | 0.02850 | 0.06633 | 0.15005 | 0.23311 | 0.44656 | 0.71472 |
| 3.63385 | 0.00003 | 0.00051 | 0.00115 | 0.00186 | $0.004<7$ | 0.00989 | 0.01620 | 0.73829 | c． 08960 | 0.14455 | 0.30550 | $0.554 \times 7$ |
| 3.75000 | 0.00008 | 0.00018 | 0.0004 I | 0.00066 | 0.00154 | 0.00363 | 0.00599 | 0.0 I 426 | 0.03440 | 0.05731 | 0.13535 | 0.25450 |
| 3.86619 | 0.00003 | 0：00006 | 0.00014 | 0.00023 | 0.00054 | 0.00128 | 0.00213 | 0.00516 | c． $01<54$ | 0.08114 | 0.05215 | 0.12643 |
| 3.93381 | 0.00000 | 0.00000 | 0.00000 | 0.00012 | 0.00028 | 0.00068 | 0.00115 | 0.00280 | 0.00688 | 0.01164 | 0.02501 | $0.07<20$ |
| 4.05000 | －＂－ | －－－ | －＂－ | 0.00004 | 0.00009 | 0.00023 | 0.00038 | 0.00095 | 0.00238 | 0.00406 | 0.01023 | 0.04601 |
| 4.16619 | －－ | －－ | －＂－ | 0.00001 | 0.00003 | 0.00007 | 0.00012 | 0.00031 | 0.00079 | 0.00136 | 0.00349 | 0.00858 |
| 4.23381 |  | －＂ | －＊－ | 0.00000 | 0.00000 | 0.00000 | c．00000 | 0.00016 | 0.00041 | 0.00070 | 0.00183 | 0.00477 |


| $x_{0}$ | 3.63381 | 3.75000 | 3.86619 | 3.53381 | 4.05000 | 4.16619 | 4.23381 | 4.35000 | 4.46619 | 4.53381 | 4.65000 | $4.760 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.23381 | c．cc：： | 0.00073 | c．00049 | 0.00037 | 0.00023 | 0.00015 | 0.00011 | 0.00000 | 0．00000 | 0.00000 | 0.00000 | 0.00000 |
| 1.35000 | 0．00179 | C．00120 | 0.00080 | J． 00063 | 0.00040 | 0.00026 | 0.00019 | 0.00000 | 0.00000 | c．00000 | C． 00000 | 0.00000 |
| 1．466IS | 0.025 | T．00105 | 0，00129 | 0.00104 | 0.00067 | 0.00042 | C．00cth | 0.00000 | 0.00000 | 0.00000 | 6．00000 | 6.00060 |
| i．53381 | 0.005 c | 0.00058 | 0.00172 | c． 00135 | 0.00091 | 0.00057 | 0.00046 | $0.00 \% 28$ | 0.00018 | 0.00013 | 0.00000 | c． $00 \times \mathrm{F}$ |
| 1.65000 | $0.056 x$ | 0． 215 | 0,01279 | 0.0022 I | 0.00149 | 0.00057 | 0.64 cos | 0.10004 | 0.00002 | 0.00023 | 0.030. | 0.0006 |
| I． 76619 | C．OCC， | C． $2 \times .54$ | 0.00448 | 0.00357 | 0.00239 | 0，0016I | 0.00125 | 0．coues | $0.0000:$ | 9．00041 | 0.00000 | 0.30000 |
| 1.23381 | O．Cicr 4 | 0.00851 | 0.00586 | 0.00470 | 0.00317 | 0.00214 | 0.00168 | 0.00118 | 0.00071 | 0.00057 | 6．00034 | 0.10002 |
| 1． 95000 | r．0iges | 2．04328 | 0.00924 | 0.00745 | 0.00509 | 0.00342 | 0.00274 | 0.00180 | 0.00520 | $0.000 \% 2$ | $\therefore .00060$ | 2.00039 |
| 2.06615 | －．cesfa | C． 00048 | 0.01439 | 0.01167 | 0.00807 | 0.00551 | 0.100438 | $0.00<67$ | 0.00159 | $\therefore .00055$ | c．00102 | 0.06063 |
| C． 333 EI | 「．6360m | ． 0.0620 | 0.01853 | 0.01508 | C． 01050 | 0.00721 | 0.00576 | 0.0035 | 0． 06060 | c．00k ${ }^{\text {cos }}$ | c．00134 | $0 . c 505$ |
| 4.25000 | C．${ }_{\text {cuser }}$ | 0.03956 | 6．ac83\％ | 6．02320 | c． 01632 | 0.01137 | 0.00915 | 0.00630 | $0.004<5$ | 0．00334 | 0.00224 | $0 . \mathrm{COI} 48$ |
| 2.30019 | C．6e＋5 | 0.05900 | 0.04265 | 0.03520 | 0．02505 | 0.01766 | C． 01433 | 0.00950 | 0.00681 | 0.00543 | 0.00367 | $0.06<41$ |
| 2.4381 | r．icose | 0．07391 | 0.05384 | 0.04458 | c．03198 | 0，02267 | 0.01846 | 0.01287 | 0.00893 | c．00714 | 0.00486 | 0.00323 |
| 亿．55000 | c． 24405 | 0.10733 | 0.07921 | 0.06608 | 0.04796 | 0.03448 | 0.08827 | 0.01597 | 0.01392 | 0.01528 | 0.00772 | 0.00527 |
| C．Ete．！ | C．ice 9 | 0.15311 | 0.11453 | 0.09626 | 0.07080 | 0.05154 | 0.04261 | 0.03048 | 0.02155 | 0.01751 | 0.01221 | 0.00835 |
| 2．7）$=$ | C． 64456 | c． 18661 | 0.14068 | 0.11885 | 0.08816 | 0.06468 | 0.05372 | 0.03876 | 0.02760 | 0.02252 | 0.01572 | 0.01092 |
| － 50 | 0．33．19 | 0.25750 | 0.19738 | 0.16803 | 0.12650 | 0.09414 | 0.07890 | 0.05760 | 0.04162 | 0.03428 | $0.0<426$ | 0.01709 |
| C．C．${ }^{\text {I }}$ S | 0.44006 | 0.34731 | 0.27050 | 0.15275 | 0.17788 | 0.13436 | 0.11351 | 0.08419 | 0.06177 | 0.05129 | 0.03686 | 0.02619 |
| 3．035E： | 0.55500 | 0.40872 | 0.32173 | 0.27830 | 0.21468 | c． 16372 | 0.13918 | 0.10414 | 0.07695 | 0.06428 | C． 04656 | 0.03338 |
| 3.15000 | C．n645 | 0.53075 | 0.42452 | 0.37 T 03 | 0.29144 | C． 22588 | 0.19375 | 0.14735 | 0.11080 | 0.09318 | 4.06878 | 0.05000 |
| 3.66619 | －．82＜： 5 | 0.67737 | 0.54596 | 0.48203 | 0.38574 | 0.30460 | 0.26376 | 0.20409 | 0.15592 | 0.13258 | 0.05917 | 0.07340 |
| 3.33381 | c．socic | 0.76801 | U．00643 | 0.55488 | 0.44865 | 0.35798 | 0.31225 | 0.24388 | 0.18829 | 0.16100 | 0.12168 | 0.09089 |
| $\therefore .45000$ | 0.50531 | 0.91391 | ＇． 7647 | 0.69665 | $0.565<9$ | 0.46332 | 0.40849 | 0.32524 | 0.25555 | 0.22083 | 0.16991 | 0.12898 |
| $3.56 E \cdot 5$ | 0.85 .445 | 0.07195 | 0.92249 | 0.84738 | 0.70753 | 0.58298 | 0.52008 | 0.42243 | 0.33847 | 0.29522 | 0.23146 | 0.17905 |
| $3.63 \times 1$ | 0.71470 | 0.96783 | 0.67368 | 0.92643 | $0.792<5$ | 0.65852 | 0.59060 | 0.48555 | 0.39345 | 0.34571 | 0.27401 | 0.21417 |
| 3.75000 | $0.43 \times 40$ | 0.71385 | 0.93361 | 0.98331 | 0.03142 | 0.80111 | 0.72273 | 0.60309 | 0.49886 | 0.44371 | 0.35848 | 0.28565 |
| 3．ごIC | C． 20525 | 0． 22229 | 0.71087 | 0.86065 | 0.98750 | 0.93448 | 0.86097 | 0.72952 | 0.61472 | 0.55346 | 0.45663 | 0.37100 |
| 3.93 cI | 0.12139 | $0 .<7647$ | 0.53500 | 0.70848 | 0.93858 | 0.98416 | 0.93542 | 0.80923 | 0.68504 | 0.62111 | 0.51864 | 0.42698 |
| 4.05000 | n． 04480 | 0.1130 | 0.26492 | 0.40507 | 0.70341 | 0.53928 | 0.98996 | 0.93570 | 0.81309 | 0.74069 | 0.63126 | 0.53055 |
| ． 16619 | 0.01561 | 0． 04074 | 0.10505 | 0.17798 | 0.39360 | 0.65728 | 0.85740 | 0.98917 | 0.93442 | 0.86546 | 0.74644 | 0.64056 |
| 4．c33EI | 0.00832 | O．C＜IE5 | 0.05756 | 0.10060 | 0.24670 | 0.50989 | 0.69328 | 0.93722 | 0.98157 | 0.93306 | 0．8I7II | 0.70529 |
| 4.35000 | 0.00874 | $\therefore .00730$ | 0.01951 | 0.03488 | 0.09329 | 0.23534 | 0.37495 | 0.68578 | 0.93424 | 0.98496 | 0.92967 | 0.81840 |
| $+46 \mathrm{nIS}$ | $0 . c o n e s$ | $\bigcirc .00635$ | 0.00639 | C．01145 | 0.03150 | 0.08639 | 0.15259 | 0.36302 | 0.67764 | 0.84606 | 0.98037 | 0.92519 |
| ＋． 53381 | C． $\mathrm{cocm}_{4}$ | 3．COII9 | $0.003<7$ | 0.00591 | 0.01633 | 0.04554 | 0.08256 | 0.21785 | 0.48158 | 0.67265 | 0.92707 | 0.96869 |
| ． 5.5000 | 0.00013 | 0.00036 | 0.00100 | 0.00183 | 0.00517 | 0.01458 | 0.02684 | 0.07632 | 0.20715 | 0.34408 | 0.66371 | $0.96 \pm 39$ |
| 4.76619 | 0.00004 | －． 00010 | 0.00029 | C．00054 | 0.00157 | 0.00451 | 0.00835 | 0.02423 | 0.07648 | 0.12964 | 0.33224 | 0．65－4C |
| 4.83381 | c．00000 | . .00000 | 0.00014 | 0.00026 | 0.00077 | 0.00223 | 0．00417 | 0.01216 | 0.03580 | 0.06726 | 0.19079 | C． 5200 |
| ＋． 55000 | －－－ | －－ | 0.00004 | 0.00007 | 0.00022 | 0.00064 | 0.00122 | 0.00363 | 0.01084 | 0.02057 | 0.06203 | $0.10 \times 1$ |
| 5.6019 | －＊－ |  | 0.00001 | 0.0000 | 0.00006 | 0.00018 | 0.00034 | 0.00104 | 0.00316 | 0.00605 | 0.01854 | $0.057{ }^{7} 7$ |
| 5.13381 | －＊ | － | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00016 | 0.00049 | 0.00151 | 0.00292 | 0.00901 | $0.06 F C$ |
|  |  |  |  |  |  |  | 0.00004 | 0.00013 | 0.00041 | 0.00060 | 0.00854 | $0.000^{-1}$ |
|  |  |  |  |  |  |  | 0.00001 | 0.00003 | 0.0001 I | 0.00021 | c．00068 | $0.002<0$ |

Table 7a Table of the function $f_{0}\left(x, x_{0}\right)$ for beryllium，$T=300^{\circ} \mathrm{K}$ ．

|  | 0.03 JPI | 0． 5.5000 | 0.26619 | 0.33381 | 0.45000 | n． 57619 | 0.6141 | 0.15000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.00000000 | 0.0000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0．00000000 | 0．00000000 | 0．00000n90 |
| 0.3 | 1．23511979 | 1.22859749 | 1．21515622 | $0.000<7784$ | 0.00032778 | 0．00019136 | 0.00041990 | $0.0 \mathrm{COOSO}_{6} 004$ |
| 0.6 | 1．25834184 | I． 234.37272 | I． 191905482 | I． 20754219 | 1．1838F901 | 1． 15390408 | 0.00436151 | 1， $0 \times 487030$ |
| 0.9 | 1．3762．586 | 1． 26229464 | I． 236554 L | I． 2 c＜ 72079 | 1．197く8905 | I． 16687293 | I． 14109945 | 1．10965363 |
| 1.2 | 1.62975016 | 1．32165586 | I． 27294252 | 1．253794＜7 | 1．24400099 | $1.19 \ll 6888$ | 1．17656479 | 1．156く5847 |
| 1.5 | 1.00046874 | I． 38551657 | 1． 31212301 | I． 28710150 | ${ }^{\top} .45<97703$ | I．$<1004538$ | I．$<0066<41$ | I． $16,6 \times 4$ ） 66 |
| 1.8 | C．04946249 | 1．42009912 | I． 33355905 | I． 30579764 | ［．2csc6342 | ！．${ }^{3} 1616868$ | 1．61728431 | 1．16415316 |
| 2.1 | 2.09015428 | 1．42971893 | 1.33959182 | I． 31105479 | I．$<7400606$ | 1． 24099519 | f．ccく37458 | I． 19067184 |
| $<.4$ | 2.09753087 | 1．43146478 | I． 34068942 | I． 31201351 | 1． 27487624 | 1．24188936 | 1.2233244 I | 1．19179464 |
| $<.7$ | C．09863826 | ［．43172688 | I． 34085429 | 1． 31215755 | 1． 27500704 | 1．24く02376 | I． 22346718 | 1． 19196450 |
| 3.0 | 2．09876331 | 1.43175656 | I． 34087304 | 1．31217400 | I．$\angle 7502208$ | I．24203936 | 1．22348384 | I． 19198443 |
| 3.3 | 2.09876 .331 | 1．43175656 | － | －＂－ | －＂－ | －＂ | －＂－ | －－－ |
| $x_{0}$ | 0．86619 | 0.03381 | 1.05000 | I． 16619 | I． 23381 | 1． 35000 | 1.46619 | I． 53.81 |
| $r .0$ | r．monemico | 1．0mocono | O．00000000 | 0，00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| $r .3$ | r．0060517 | 0．00064548 | 0.00071058 | 0.00075127 | 0.00075988 | 0.00074304 | 0.00068608 | 0.00063358 |
| 0.6 | 0.0084371 | 0.00576696 | 0.006 .7776 | 0.00663008 | 0.00672285 | 0.00663503 | $0.006<0<49$ | 0.00580491 |
| 0.0 | 1．06840613 | 0．0．161394 | 0． $1 \times 34359^{\circ}$ | 0.02491934 | 0．02548104 | 0.02566595 | 0.02464818 | $0.0<347034$ |
| I． 2 | 1．0．0714674 | ！． $1730 \times 13$ | I．03030673 | 0.98518989 | 9．06416029 | 0.06692048 | 0.06708389 | 0.06568961 |
| 1.8 | 1． 13054844 | 1.1006077 | ＋0015 910 | 1.03376896 | 91117＜06 | 0.97048939 | 0.98674702 | 0.13742070 |
| 1.8 | 1． $1522<103$ | $1.133 c^{\circ}+0$ | 1．101988＜2 | I．07I628I2 | 1．054685II | 1． 05677479 | 0.99579044 | 0.97700235 |
| 4.1 | I．15954879 | 1.141703 .0 | 1．11314128 | 1.08721647 | I． 97367507 | I． 05.544518 | t．03392423 | I．© 356936 |
| 2.4 | I． 16007511 | 1．1．34／880 | 1.11566486 | I． 09063276 | I． 07800841 | I． 05514 CS74 | I． 04449380 | 1.03743625 |
| C． 7 | 1.16118941 | ＋．14．373210 | 1.11601757 | 1．09114958 | I． $0786 \mathrm{h785}$ | I． $061 \times 0647$ | F． 04619112 | I． 03973420 |
| 1.0 | 1．IGI2I500 | $1.143760^{56}$ | I．I1606058 | 1．09121316 | 1．07874946 | 1． 06030592 | 1． 04640435 | I． 04000395 |
| 3.3 | －＂－ | －－－ | － | 1.09121913 | I．07875720 | 1． 06040842 | I． 04642535 | İ．04005c83 |
| 3.6 | －＊－ | －＂－ |  | － | －＂－ | －＊－ | －${ }^{\text {² }}$ | ＂ |
|  | 1.65000 | 1.76619 | L． 83381 | 1.95000 | 2.06619 | 2.13381 | 2.25000 | c． 36619 |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.3 | 0.00052552 | 0.00040775 | 0.00034159 | $0.000 \times 4343$ | 0．00016977 | 0.00013779 | 0.00009753 | 0.00007006 |
| 0.6 | 0.00489768 | 0．00187237 | 0.0032886 | 0.00237109 | 0.00166408 | 0.00135175 | 0.00095497 | 0.00068468 |
| 0.0 | 1． 20053687 | $0.0168<301$ | 0.014541366 | 0.01082399 | 0.00773085 | 0.00630425 | 0.00444669 | 0.00157873 |
| 2.2 | C．06059460 | 0.05254046 | 0.04695077 | 0.0367754 I | 0.02750175 | 0.02255859 | 0.01603916 | 0.01543352 |
| i． 5 | 0.13581920 | 0.12712041 | 0.11894986 | 0.10084017 | 0.0402039 | ＇．06357052 | 0.050514 .26 | 0.03640671 |
| ${ }^{1} .8$ | 0.94051677 | 0.69652612 | 0.43104489 | $0 .<1546179$ | $0.186 \times 7386$ | ว．17136I39 | 0.13707047 | 0.10420654 |
| ＜．I | 1．0514582 | 0.98324256 | 0．96728C50 | 0.93077156 | 0.98134688 | 0． $3<345575$ | $0 . c 91<3380$ | $0 .<467<0<1$ |
| 2.4 | I． 12734696 | I． 01847336 | I． 01289484 | 0.99988874 | $0.98<94786$ | 0．66811129 | 1．94996829 | 0.878187 .0 |
| 2.7 | 1．0．70760 | I． 02545828 | 1． $02668 \times 99$ | 1． 0173156 | T．Of 3587＜6 | I．OL 105532 | 0.99917381 | 0.9842975 |
| 3.0 |  | 1．00636112 | 1．02396801 | 1．01974＜59 | ז． $018 \times 1474$ | I． 0168690 | I． 01446399 | 1．009tir 7 |
| 3.3 |  | I． 26645480 | 1．02410280 | 「．01999944 | 1．01971567 | I．017615＜0 | I．OL 196864 | 1．0149759 |
| 1．t | －「－ | － | －－ | 1．00006078 | ．．01875，944 | I． 01767996 | 1．01410．59 | $1.01 x^{t}+{ }^{\text {c }}$ |
| 3.9 | － | －＊ | －＂－ | －＂－ | 1． 111875844 | I． 01767996 | －＂－ | 1．01 367505 |

Table 7a（continued）

| $x_{0}$ | 2．43361 | ＜．55000 | ＜．66619 | 2.73381 | ． 450008 | 2.96619 | 3.0334 | 3．1500 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.6000000 | 0．encmiono | 0.00000010 | 0.00000000 | 1，00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| r．1 | ．facs787 | $0.001040 \%$ | $11.000 \mathrm{C}^{2096}$ | 0.00004338 | 0．00701608 | 0．00001095 | 0．CMOOMNO | 0． 0000000 |
| 10.6 | 0.00056546 | 0.60400 （ 45 | $0.00 \times 23598$ | 0.00043185 | 0．00116C24 | 0.00010992 | 0.6 moneco | 0.00005351 |
| $\because$－ | ＂eturint | 0．00：85：29 | 0．noisuryo | 0.100104800 | 3． 0 mme594 | 0．0005＜964 | ก． 404047 ca | $0.00028{ }^{\text {a }}$ |
| ：． |  | （．）N04，＜4） |  | ¢．00400943 | 7． 06884726 | 0.00195180 | c． 60160300 | 0.00110825 |
| ：．＇ | Corters＇ | ． 2167506 | 0.045754 | 0.01 mlai | r．cos 35： 22 | ก．00664569 | 0.06541603 | 0.00379703 |
| ：.$^{2}$ | O．R13：70 |  | ¢．04615679， | 0.7185 HL 0 | 0．Xevic69 | 0．02038276 | 0.02651546 | 0.012 ucue |
| $\cdots$ | ．ct＂ci4 | r．．643518 | $0.1<6 c^{\circ} \times 1$ | －． 06671115 | 1． $12887 / 05$ | 0.05763545 | 0.04815435 | 0.03516105 |
| ．4 | －．－＊ 006 | c． 5 －6imite | $0 .<6 \omega_{\text {come }} 71$ |  | 1.1000088 | 0.15014944 | $0.12661<98$ | 0.09433230 |
| 3. | 0．¢ Mextc． | c． 93461787 | $0.81{ }^{\circ} \times 15$ | 0.48007764 | 1．41865196 | 0.14335744 | 0． 29923701 | 0.23031911 |
| 1．6 | ：．notises | 1．$x$ 00I 300 | O．5cholci4 | $0.0746556{ }^{\circ}$ | $0.4404914^{\circ}$ | $0.8 民 266840$ | 0.54548286 | 0.47125188 |
| 1． 5 | 1． 0 ¢ 1estes |  |  | 1．00009948 | 1． 00120059 | $0.989607 / 5$ | $0.979<1610$ | $0.94785{ }^{4} 4$ |
| 9．0 | 1．n123＜914 | 1．015sel5 | 1．10， | I． 06342360 | 1．0nec4825 | 1．00642139 | I．005 77406 | I． 01046542 |
| ： | 1．08236099 | 1．Of：03047 | 1．00067074 | 1．009 686 L |  | 1． 00783617 | 1．00770067 | 1．00778687 |
| 4.6 | －－－ | － | －＂－ | $\therefore .00570 \pm 4$ | ． $010 \times 9314$ | 1.007529 .1 | ${ }^{\prime} .00785735$ | I． $00817<81$ |
| $x x_{0}$ | 3.66619 | 3．31381 | 3.45000 | 3．56619 | 1.63581 | 3.75000 | 3.86619 | $3.9338=$ |
| ${ }^{\text {r }} .0$ | r．moconoo | 0.00000000 | 0.00000000 | 0.0000000 | n． 00000000 | C． 00000000 | 0.00000000 | 0.00000000 |
| ： | n．mer．．．w | 0．Cernomen | 1.00000000 | －．00000600 | 万．matomun | 0.00000000 | 0.00000000 | 0．000ncoon |
| 0.6 | ＂．nounumo | 0.0000000 | 0.00000000 | c．00000010 | ก．0960yon | 0.00000 ma | 0.00000000 | 0.00000000 |
| c．${ }^{\circ}$ | 2．000i5663 | 0.00012412 | 0.00008203 | 0.00000000 | 0．покксопо | 0． $6 \times 1000000$ | 0．00000600 | 0.00000000 |
| －． 2 | 0.00072326 | 0.00057775 | 0.00038919 | 0.00060488 | 0.00016053 | 0.00010005 | 0.00006855 | 0.00000000 |
| i． 5 | 0.01660543 | 0．7世210208 | 0.001440 C3 | 0．0005＜316 | 0．000 1274 | C．00048891 | 0.00034409 | 0.00080109 |
| 2.9 | r．00846351 | c． 00689684 | 0.00481941 | 0.00128887 | 0． 0 ¢663940 | 0.00179894 | 0.00161344 | 0.00090590 |
| ． | ᄃ． ¢ $^{4} 40627$ | 0.02095845 | 0.01496175 | 0.0105331 j | 0.00658003 | 0.00598565 | ． 00413324 | 0．00326234 |
| $\therefore 4$ | r．06958585 | 0.05861700 | 0.04291079 | 0.03107206 | $0.0256 \% 203$ | 0．01880019 | $0.1130: 136$ | 0.01054581 |
| ． | c． 17465663 | 0．14841896 | 0.11177856 | 0.01345470 | 0.07011068 | $\because .05158910$ | 0.03760178 | 0.03109392 |
| \％．0 | 0.36542283 | 0． $336: 3738$ | 0.16043419 | 0． 20041543 | 0． $\mathrm{r} 715 \mathrm{IN6}$ | 0.13045591 | 0.08818658 | $0.06 \times 79779$ |
| ${ }^{-3}$ | 0.85006530 | $0.560,0418$ | C．51758199 |  | 0.3715 mls | 0.49168988 | 0．22709605 | 0.19563019 |
| 3.6 | $0.0 \times 149736$ | C．9833／436 | $0.954 / 0237$ | C． $5 \times 85 \times 145$ | $0.645 \times 4948$ | 6．5854104 | 0.45056894 | 0.40537170 |
| 3.9 | 1．00559607 | 1．004 21386 | 1．00255306 | 0.99452480 | 0.58700076 | 0.96115937 | 0.00761547 | 0.68540066 |
| 4.2 | 1．006＇5als | 1．00644896 | I． $0066 \times 5$ J9 | 1．04475785 | 1.00459083 | 1．00866319 | r． 58647643 | 0.590034 .4 |
| 4.5 | 1．0960\％ 7 | 1．00654c34 | 1．006a7096 | 1．00540159 | 1．00552124 | 1． 00565864 | 1． $0 \times 420714$ | I． 10401472 |
| $x^{x_{0}}$ | 4.05000 | 4．if6is | 4．c． 118 I | 4.35000 | 4.46619 | 4.53381 | 4.65000 | 4.76619 |
| 0.0 | 0.0000000 | 0.00000000 | r．00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0．moreme | 0.00000000 |
| 0.3 | $3.00000 \times 10$ | 万．menoteon | 0.00000000 | 0.00000000 | 0.00000000 | 0.6 （1）00000 | 0.00000000 | 0.00000000 |
| \％， | 0.00006000 | 亿．anmoino | 0.00000000 | －． 00000000 | 0，00000000 | 0．00000000 | 0.00000000 | c． 10000000 |
| 1.5 | 0.0000 ran |  | 0.00000000 | o．menomo | 0.00000000 | ［1． $100000 \times 20$ | $0.000 \times 0 \times 10$ | $0.00 \times 0 \times 000$ |
| ！． 2 | $0.00 \times 6 \mathrm{mon}$ | $0.001 \times 0000$ | $0.000 \times 30 \mathrm{no}$ | n．mernmos | 0． 00000000 | 9．0000000 | 0．10000000 | 0.10000000 |
| 1.5 | 0．0nciatie | 0． 0008220 | 0.00006301 | 0.00000000 | 1．00000070 | 0．1 X 0 OLOCO | 0．00000000 | 0.00000000 |
| 1.8 | 0.00060150 | n． 010153539 | 0.00030481 | 0．00015757 | 0.00010048 | 0．00507605 | 0.00001000 | 0.00000000 |
| 2.1 | 9．000＜is69 | 0． 00148682 | 0.00117504 | 0.00073610 | 0．00048546 | 0．M017524 | 0.00019378 | 0.00012253 |
| 2.4 | 0.00135780 | n． 00507562 | 0.00406972 | 0.00273074 | 0.00183654 | 0.00144666 | 0.00091010 | 0.00059445 |
| $<.7$ | 0.02631763 | 0.01585168 | 0.01292921 | 0.00900566 | 0.00623212 | 0.00500555 | 0.00316600 | 0.00226148 |
| 3.0 | 0.06134886 | 0.04499738 | 0.03738473 | 0．06693213 | $0.0192<599$ | $0.0157<786$ | 0.10988667 | 0.00763193 |
| 3.3 | 0.15044327 | 0.11414147 | 0.09679652 | 0.07226434 | 0.05340961 | 0.14455763 | 0.03629559 | 0.02319698 |
| 3.6 | 0.32249632 | 0.25433084 | 0．2＜062245 | 0.17115513 | 0．131379＜8 | $0.12100^{0} 0$ | 0.08477864 | 0.00248905 |
| 3.9 | 0.59499806 | 0.49389601 | 0.43794982 | $0.3528<294$ | 0.28190798 | 0.44611342 | 0.15106209 | 0.14974049 |
| 4.2 | 0.96710634 | 0.91736540 | 0.71934610 | 0.62745014 | 0．525＜7504 | 0.45875250 | 0.38265303 | 0.30944224 |
| 4.5 | 1.00972776 | 0.99843292 | 0.99295096 | $0.9725 \% 285$ | 0.92571947 | 0.74834088 | 0.65639964 | 0.55443541 |
| 4.8 | 1．00490815 | I． 00454783 | I． 00010532 | 1．00468147 | $0.99934 \cos$ | 0.99464497 | 0.91675105 | 0.93339343 |
| 5.1 | 1． 00500570 | 1.00483487 | 1． 00464157 | I． 00426631 | 1．00403161 | 1．00349728 | 1．02466581 | 0.99994728 |
| 5.4 5.7 | －＂－ | －－－ | I． 00066324 | $\text { I. } 0013<743$ |  | 1.00386537 | 1.00361165 | 1．00353212 |
| 3.7 | －＊ | －＂－ | $-$ |  | $-{ }^{2}$ | \％пожя7к96 | I．00364974 | I．00369\％ |

Table 8 Table of the function $\mathrm{g}_{1 \mathrm{is}}\left(\mathrm{x}_{\mathrm{o}}-\mathrm{x}\right)$ for beryllium, $\mathrm{T}=300^{\circ} \mathrm{K}$.

| $x x_{0}$ | 0.03381 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.63381 | 0.75000 | 0.86619 | 0.93381 | . 05000 | I. 16619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.00000 | 0. 10000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 0.15000 | -0.00014 | -0.00014 | -0.00014 | $-\mathrm{n} .00014$ | -0.00014 | -0.05015 | -0.00015 | -0.00015 | -0.00015 | -0.00015 | -0.00015 | -0.00014 |
| 0.26619 | -0.00074 | -0.00074 | -0.00076 | -5.00077 | -0.00078 | -0.00080 | -0.00082 | -0.00084 | -0.00085 | -0.00084 | 3.00088 | -0.00078 |
| 0.33381 | -0.00141 | -0.00142 | -0.00145 | -n.00147 | -0.00152 | -0.00156 | -0.00159 | -0.00163 | -0.00165 | -0.00165 | . 0016 | -0.00154 |
| 0.45000 | -0.00323 | -5.00327 | -0.00329 | -0.00339 | -0.00350 | -0.00363 | -0.00370 | -0.00388 | -C.00391 | -v.00392 | - 0.00989 | -0.00374 |
| 0.56619 | -0.00887 | -0.00593 | -0.00601 | -0.00617 | -0.00642 | -0.0067I | -0.00688 | -0.00717 | -c.00739 | -0.00749 | -0.00752 | $-0.00714$ |
| 0.63381 | -0.00767 | -0.00775 | -11.00798 | -0.00613 | -0.00846 | -0.00390 | -0.00916 | -0.0096I | - 5.00999 | -0.01015 | -0.01029 | -0.C.OI4 |
| 0.75000 | -0.01101 | -11.01116 | -0.01148 | -0.01175 | -0.01235 | -0.01308 | -0.01 155 | -0.01440 | -0.01520 | -0.01560 | -0.01608 | -0.01617 |
| 0.86619 | -0.01410 | -0.01432 | -0.01480 | -0.01520 | -0.016II | -0.01722 | -0.01800 | -0.0194I | -0.0005 | -0.0.163 | -0.0.<78 | -0.20341 |
| 0.93381 | -0.01553 | -0.01579 | -0.01637 | -0.01686 | -0.01795 | -0.01936 | -0.00029 | -0.0210 | -0.02400 | -C.Cusil | -0.00675 | -0.04791 |
| I. 05000 | -0.01698 | -0.01730 | -0.01804 | -0.01866 | -0.0.007 | -0.02193 | -0.06322 | -0.00571 | -0.08853 | -c.03020 | -0.03308 | -0.03550 |
| 1. 16619 | -0.01647 | -0.01723 | -0.01807 | -1.01879 | -0.02044 | -0.02267 | -0.02423 | -0.02738 | -0.03105 | -0.03337 | -0.03759 | -0.04161 |
| 1.43381 | -0.01609 | -0.01646 | -0.01732 | -0.01807 | -0.01979 | -c.azzI3 | -0.0c381 | -0.02723 | -0,03136 | -0.03401 | -2.03883 | -0.04355 |
| I. 35000 | -0.01375 | -0.0.3410 | -0.01464 | -5.01567 | -0.01737 | -C. 01974 | $\cdots$ | -0.01509 | --.02963 | -0.03<70 | -0.03063 | -0.04507 |
| 1.46619 | -0.02071 | -n.01\% | -0.0172 | -9.01234 | -0.91386 | -0.01601 | -0.01760 | -0.0.104 | -0,005s5 | -0. 2.2864 | -0.03499 | -0.04<46 |
| 1.53381 | -0.0088 | - 0.000 le | -0.00976 | -v.01032 | -0.01167 | -0.01356 | -0.01501 | -0.01818 | -0.02238 | -ก. 22539 | -0.0116 | -0.03924 |
| 1.65000 | -0.00-56 | -\%.0616 | -0.00663 | -0.00704 | -0.00804 | -0.00552 | -0.01064 | -0.01313 | -0.01658 | -0.01913 | -0.08463 | -0.03176 |
| I.760:9 | -0.09373 | -0.00386 | $-9.00417$ | -0.00445 | -0.00513 | -0.00613 | -0.00691 | -0.00869 | -0.011<5 | -0.01315 | -6.01745 | -0.0.6334 |
| 1.83381 | -5.00077 | -0.03287 | -0.00311 | -3.00391 | -0.00383 | -0.00460 | -n.005co | -0.0066n | -11,00862 | -0.01019 | -0.01371 | -0.01868 |
| I. 59000 | - 0.00160 | -7.00166 | . 00180 | -n.notse | -0.00k23 | 2.0R669 | -0,00306 | . 007993 | -0.005IS | --.006I8 | -0.00352 | -0.01'56 |
| c.one!s | - 0.0000 | -9.00093 | -0.00101 | -r.00108 | -0.001<6 | -1.00152 | -0.00173 | -0.00x 20 | -0.00697 | -0.00357 | -1.014.47 | - 5.0710 |
| 2.1390! | -n.00054 | -0.00066 | -0.00072 | -1). 00077 | -0.000e9 | -0.00108 | -0.001<3 | -r.00158 | -0.00<II | -0.00254 | -6.00155 | - $0^{\text {cosel }}$ |
| 2.esmo | - $-1.000{ }^{2} 4$ | -f.00035 | -9.00038 | -n.00041 | -0.00048 | -0.00058 | - .0 .00006 | -0.00046 | -1.001:5 | -0.mise | -0.00195 | -(i.0ycs |
| 2.36619 | -0.00074 | -n. 0 nol 8 | -n.moko | -0.06001 | -9.00xe5 | -0.000s0 | -0.00035 | -0.00045 | -9.00060 | -0.nowl | -6.00104 | -0.0015: |
| c.453.41 | -0.00012 | -9.00012 | -1).00013 | -n.coul 4 | -0.00017 | -0.000<0 | -0.00ces | -0.00030 | -0.0n041 | --.2049 | -n.00070 | -rioni ${ }^{\text {a }}$ |
| C.5906 | -n.cuix | -0.000\% | $-\therefore .00306$ | $-6.000 \times 7$ | -0.0000 | -0.00010 | -0.0001i | -. 0.00015 | -n.neres) | -0.000<4 | -c. 60035 | - 0.000 c |
| 2.066ig | -0.00rc3 | -0.0000 | -n.00003 | -0.00003 | -0.00004 | -0.00004 | -r.0005 | - -1.00006 | -0.00068 | -0.0001I | -n.00010 | -n. ner |
| 2.73301 | -r.00002 | -n.0000 | -0.00na | -0.006xe | -0.0000 | -0.00003 | -i.0000 | -0.00004 | -n.0nom | -0.10007 | -0.00010 | -0.te016 |
| 2.85000 | - 5 ctume | -1.00001 | -c.00001 | -n.00x.01 | -0.00001 | -11.00001 | -r.coor! | -6.1600 | - -1.0000 | - 2.00003 | -1.00605 | -3.coral |
| <. 96619 | c. $00 n 000$ | 's.omari | 0.meos | 0.00000 | 0.00000 | 0.00000 | 3.00060. | -0.06001 | -r. 00 mi | -r.ckionl | -0.000\% | . 0 mor |


|  | 1.2338! | 1. 55000 | 1.466 IS | 1.5136.1 | 1.65000 | :. 7619 | : 833 E ! | 1.55000 | c.0ibi9 | c.i304i | . 6516 | c.ton:9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c.03 381 | 0.00000 | 0.06000 | C.mano | 1).40000 | ".ancox | c. 00000 | 3. corco | C.00000 | 0.0yroc | 0.160 m | 0.1400 | 1.0crere |
| 0.15000 | -c.0003 | -n.000L2 | -n.acolo | -n. ckatis | -c.menti | -r.amen | -n. 0 ncris | - -90003 | -c.icra | - core | -i.ricone | - . mori |
| 0.260 .19 | -0.crm7 | -0.00066 | -9.0n056 | -0.mote | -c.00039 | -0.000 ${ }^{\text {co }}$ | -1.1x.fe6 | - 0.00 ctg | -0.vars. | -itcomic | -0.0000. | -6.00067 |
| 0.33391 | -n. $\mathrm{COL}_{47} 7$ | -0. 00132 | -0. ©ntiz | -0.COIOO | -0.00079 | -0.00061 | - concor | - 1.4009 | - 1. coker | -0.00025 | -0.00019 | -.00014 |
| 0.450000 | -1. 100359 | -0.001e5 | -0.0088I | -n. 0055 | -0. $0 \times 001$ | -.00157 | -1.00', ${ }^{\text {a }}$ | -6.0010 | -0.10976 | -0.00065 | -0.0004 | -0.crose |
| 0.56615 | -0.m071: | - 5.0054 | -0.00574 | -0.cobeo | -0.004. 5 | -r.003\% | - $\therefore$ cxicu | -0.0.0. 14 | -r.mente | -r.mer | -r.010\% | -c.orntil |
| 0.63381 | -.00990 | -6.00519 | -0. Cocic | --.00745 | -0.c06I4 | -0.004+4 | -0.3mis | -0.00315 | -1.00k. | -rime | $-\Gamma . \wedge \lambda!$ | -r.miru |
| 0.75000 | - .01557 | -6.01517 | -0. 11377 | -0.01473 | -0.01069 | -0.cotse | -0. $\mathrm{CM}^{-14}$ | -r.ma;70 | -0.009694 | -omini | - S. 10 k | -n.00<co |
| 0.86619 | $-0.0 \times 34 \mathrm{E}$ | -0. 0 (eck 7 | - - <13: | -0.0.0nI | -0.01724 | -0.01419 | -0.0ia 38 | -r.a* ${ }^{\text {a }}$ | -n.cortir | -C.00634 | -r.sm | $\cdots 1.10178$ |
| 0.53 JPI | -n. 0885 | -0.067, | -0.00655 | -0.0.0518 | - 0.102007 | -0.0i340 | -C.0160 | -0. ${ }^{\text {l }}$ < 14 | -r.cast | -0.00844 | -0.0x.5 | -0.00507 |
| I. 05000 : | -0.09041 | -6.0.0734 | - 0.0366 | -i.0154I | -0.03208 | -0.0.756 | -n. 2467 | -0.01976 | -0.02cia | -0. CI 317 | -0.6ifl | -0.0055 3 |
| I.I6619 | -0.04365 | -0.04614 | -0.04706 | -0.04653 | -0.04380 | -0.03903 | -0.03560 | -6.00942 | -0.cestis | -1.00036 | -0.01509 | -0.ricos |
| 1.23381 | -0.04669 | -0.04984 | -C.C5<66 | -0.05287 | -0.05097 | -C.0465I | -0.04299 | -0.03610 | - $-\times 4967$ | -0.02556 | - notuo | -0.05547 |
| 1.35000 | -0.04835 | -0.05531 | -0.06019 | -0.06192 | -7.06<64 | -C.05984 | -ก.06672 | -f.04951 | -n.04130 | -0.09670 | -0.06942 | -5. $2 \times 350$ |
| I.46619 | -0.04719 | -0.05559 | -0.06344 | -0.06724 | -0.07145 | -0.07188 | -0.07018 | -C.06420 | -0.05561 | -0.c501 | -0.04133 | -0.0335 |
| 1.53381 | -0.04428 | -0.05345 | -0.06284 | -0.06772 | -0.07437 | -0.17728 | -0.07684 | -0.07<51 | -0.06453 | -0.05898 | -0.0494I | -0.04048 |
| I. 65000 | -0.03671 | -0.04650 | -0.05746 | -0.06396 | -0.07431 | -0.00193 | -0.08427 | -0.08437 | -0.079<I | -0.07436 | -0.0644 ${ }^{2}$ | -0.05445 |
| 1.76619 | -0.0476 | -0.03663 | -0.04764 | -0.05480 | -0.06757 | -0.07935 | -0.08488 | -0.09047 | -0.05037 | -0.08766 | -0.07960 | -0.06951 |
| I.83381 | -0.02240 | -0.03047 | -0.04082 | -0.04782 | -0.06098 | -0.07935 | -n.08148 | -0.09050 | -0.09394 | -0.09306 | -0.08732 | -0.07816 |
| I. 95000 | -0.01458 | -0.02060 | -0.0<892 | -0.03495 | -0.04729 | -0.07448 | -0.07010 | -0.08360 | -0.09326 | -0.09616 | -0.09619 | -0.0008I |
| 2.06619 | -0.00882 | -0.01<82 | -0.01869 | -0.02321 | -0.03152 | -0.06150 | -0.05429 | -0.06958 | -0.08363 | -0.08995 | -0.09682 | -0.09736 |
| 2.13381 | -0.00638 | -0.00945 | -0.01399 | -0.01759 | -0.04578 | -0.04583 | -0.04459 | -0.05948 | -0.07458 | -0.08266 | -0.19283 | -0.09719 |
| 2.25000 | -0.00355 | -0.00533 | -0.00811 | -0.01038 | -0.01574 | -0.03486 | -0.04948 | -0.04191 | -0.05655 | -0.06540 | -0.079<4 | -0.c8s 35 |
| 2.36619 | -0.00191 | -0.00890 | -0.00448 | -0.00578 | -0.00905 | -0.62358 | -0.01795 | -0.C2692 | -0.03868 | -0.C4658 | -0.06078 | -0.07374 |
| 2.43381 | -0.00131 | -0.00200 | -0.003II | -0.00404 | -0.00640 | -0.01401 | -0,01307 | -0.08009 | -0.02979 | -0.03662 | -0.04969 | -0.06<65 |
| 2.55000 | -0.00066 | -0.0010 | -0.00161 | -0.008I2 | -0.0034I | -0.01008 | -0.00710 | -0.01159 | -0.01799 | -0.0<28I | -0.03285 | -0.0442! |
| 2.66619 | -0.00032 | -0.00050 | - 0.00080 | -0.00106 | -0.00174 | -0.00552 | -0.00387 | -0.00638 | -0.01088 | -0.013J9 | - 0.0000 | -0.02882 |
| 2.73381 | -0.00020 | -0.00032 | -0.10052 | -0.00069 | -0.00115 | -0.00288 | -0.0026 | -0.00439 | -0.00725 | -0.00559 | -0.01499 | -0.02205 |
| 2.85000 | -0.00009 | -0.00014 | -0.000<4 | -0.00032 | -0.00054 | -0.00193 | -0.00[27 | -0.0022I | -0.00384 | -0.00517 | -0.00850 | -0.01329 |
| 2.96619 | -0.00004 | -0.00006 | -0.00010 | -0.00014 | -0.00024 | -0.00093 | -0.00059 | -0.00105 | -0.00196 | - -00660 | -0.00452 | -0.00753 |
| 3.03381 | -0.0000 | -0.00004 | -0.00006 | -0.00008 | -0.00015 | -0.00042 | -0.00036 | -0.00066 | -0.00131 | -0.00169 | -0.00301 | -0.005 2 |
| 3.15000 | -0.0000I | -0.00001 | -0.00003 | -0.00003 | -0.00006 | -0.00026 | -0.00015 | -0.00028 | -0.00053 | -0.00076 | -0.00142 | -0.00660 |
| 3.26619 | 0.00000 | -0.00001 | -0.00001 | -0.0000I | -0.00002 | -0.0001I | -0.00006 | -0.00012 | -0.00nk2 | -0.00032 | -ก.00062 | -0.00119 |
| 3.33381 |  | 0.00000 | 0.00000 | 0.00000 | 0.00000 | -0.00004 | -0.00004 | -0.00007 | -0.00013 | -0.00019 | -0.00038 | -0.00073 |
| 3.45000 |  | - - - | - - - | - - | -" - | -0.00003 | -0.0000I | -0.00003 | -0.00005 | -0,00008 | -0.00015 | -0.00030 |
| 3.56619 |  | - - - | -" - | -" - | - - | -0.0000I | 0.00000 | -0.00001 | -0.00002 | -0.00003 | -0.00006 | -0.000[4 |
| 3.63381 | -" - | - - | -" - | -" - | - " - | 0.00000 | -" | 0.00000 | 0.00000 | 0.00000 | -0.00003 | -0.00007 |
|  |  |  |  |  |  |  | - - - | 0.00000 | 0.00000 | 0.00000 | -0.00001 | -0.0000 |
|  |  |  |  |  |  |  | -" - | - " | - ${ }^{-}$ | - * | 0.00000 | -0.0000I |
|  |  |  |  |  |  |  | * | - * - | -' | -* | - " | 0.00000 |

Table 8 (contınued)

| $x^{x}$ | c.43 38 I | 2.55000 | <.6ヶ6619 | c. ${ }^{\prime}$ | 4.25000 | C. $6 \cdot{ }^{\text {c }}$ 9 | 3.03381 | 3.15000 | 3. 0.6619 | 3.333e1 | 3.4500C |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| r.0392: | c.mmm | 0.0 | 0 | $0.0 \mathrm{~cm}^{\text {a }}$ | 00 |  |  | 0.00000 | '.00000 | 0.00000 | 000 | 0.10000 |
| n.trene | -n mror | -n.0.00! | -9.mpor | n.000: | c. $0 \times 000$ | 0.000 m | 1.monor | 0 | 0.00008 | 0.00010 | 0.00000 | . $6 \times 100$ |
| 1.ese | - 0.0006 | - - rrmat | OOS | rom | -. 00006 | -13.000 or | -n.oxmi | 0 mo | -0.00001 | 0.00000 | 0.00000 | 0.00000 |
| '.93981 | $-0 . \mathrm{MOO}_{2} \mathrm{~L}$ | 00nom | nory | $0000{ }^{\text {r }}$ | , 18004 | -0.000 03 | -. 0 cooc | -n. ooncre | -0.0000 | -0.00001 | -0.00001 | 0.00000 |
| $0.450^{10}$ | -0.00032 | norc4 | Ont | (1)14 | .00010 | 0007 | -c ex 206 | -0.conn4 | -0.00003 | 0000 | 0.00006 | 0.00001 |
| $\bigcirc \cdot 64$ | noror | -3.000: 1 | 38 | - | -0.00023 | -0.000 6 | 13 | 0,0009 | ,000 | . 00005 | 0.00004 | -0.000ck |
| C.61041 | -r.00r\% | -0.00076 | .00156 | doa | -0.00034 | -0.00024 | n.cocul | -0.00014 | .00010 | .0000 | -0.0000 | 0.0089 |
| ?. 5000 | -n.me8 8 | n. 0074 | . $0^{+0}$ | - 0.00037 | 0063 | -0.00046 | - 5 . 00038 | .0nk7 | conis | . 0001 | -0.00010 | 0.0000 |
| r. of 9 | -c.nos. 1 | -0.00․46 | -0.00113 | -c.00154 | 0012 | -0.0008I | -1.000¢7 | -0.00042 | comej 4 | -0.0ms | -0.0c019 | -0.00013 |
| *.93381 | -0.004 36 | -r.cossa | -0 00649 | -0.00. 0 | . 00153 | .00111 | -n. 0000 | -n.(0066 | .0004 7 | -0.0003 | 0.00ce6 | -0.00018 |
| . 5 nco | -r.cotoc | -0.100440 | $-0.00498$ | -0.00145 | -0.00<55 | 87 | 7 | c | .00079 | -0.00065 | J.00045 | -0.00031 |
| ${ }^{\text {r }}$ ' 56.4 | $-7.0102$ | -n. noxso | -0.00650 | -0.00'r | -r.004ic | -0.0010, | -n.0a 53 | 4 | -0. MI 12 | -0.00108 | -0.00076 | -0.0005 |
| 1.c3is3 | $-1.01392$ | -0.01090 | -0.00840 | -0. 00715 | -r.00338 | -0.00398 | -0.00393 | O. 43 | -n. 0175 | -0.00144 | -0.00102 | -0.000\% 1 |
| $\bigcirc .35 \mathrm{cms}$ | -0.0406I | -0.0616 | -n.01c78 | -0.0iocs | -0.00334 | -0.00624 | -0.00rc5 | -0.00786 | -0.02 11 | -0.0023 | -0.00165 | -0.00117 |
| 1.46416 | -0.05950 | .06382 | -0.0its ${ }^{\text {d }}$ | -0.0164 | -.01265 | -0.00958 | O | . 0060 | -0.00442, | -0.0010? | -0.00264 | -c.onibe |
| 1.53181 | - 0.03597 | -0.015<4 | -1.Ce348 | -0.02048 | -0 01593 | I? | 9.01033 | 0973 | -0.00, 71 | $-0.004 \%$ | -0.60345 | -0.00<17 |
| I. 65000 | $-9.04887$ | $-0.04049$ | -0.03316 | .02987 | -0.0.361 | -0.01sce | 1) ${ }^{42}$ | .916 | ,006 73 | -0.00733 | -0.008.37 | -0.cose |
| 1.70619 | O651 | -0.05400 | -n.045c7 | -0.04053 | 1.03. 5 | -C.0.604 | 2 | . 07 | 0.31 | -0.C.10 | -0.006ce | -0.00601 |
| ${ }^{\text {T. }} .833 \mathrm{HT}$ | -r.0.4/37 | -C.06268 | -0.0533, | . 04816 | -03555 | -0.03186 | -f.x 774 | -0.0159 | . 016 | -0.0 398 | -0.01044 | -0.00710 |
| I. ${ }^{\text {er coo }}$ | -r.06614 | -0.07714 | --. 76809 | -0.06<56 | 0.05723 | . 043 j | 03879 | -r.03075 | -. 02388 | ${ }^{4} \mathrm{Ca}$ | -0.01553 | -0.0.16! |
| 2. $0661^{\circ}$ | -c.09533 | -0.04030 | -0.08182 | -0.07150 | -0.06907 | ¢15 | 0575 | -n.04ct 7 | . 03386 | c | -0, 0 , 64 | -1. |
| C. 1338 t | -0.09714 | -0.09389 | . 08836 | - 0.0846 | -0. 29695 | 6747 | . 06144 | - 5087 | -0.04096 | . 035 | -0.0 018 l | -0.06138 |
| <. 25000 | - -0.09286 | -0.09525 | . 09440 | -0.0n3 | -n. 289 I 8 | -0.064 11 | 0773 | C.00666 | -7) | -0.0400 | -0 03506 | -0.03057 |
| -. 36619 | -n. 07965 | -0.081/n | -0.00118 | 0.093 | 0.0 .490 | -0.053/ | -0.cosir | . 08306 | -nimis7 | - 0.76484 | -0.0.215 | -c.04c54 |
| 4.43381 | -0.06955 | -0.07880 | 08537 | 0. 08749 | . 6 $^{4} 965$ | 0.0965 | 636 | . 917 | -0.mir | -0.07490 | -0.16259 | -0.050e5 |
| $<$. | - 0.05079 | -0.06032 | . 06905 | -0.77357 | -0.08834 | -0.09216 | 3.09702 | too | -r.097ad | -0.0,186 | -0.0801: | -0.06.5 |
| $2.66511^{\circ}$ | -n.03431 | -0.04305 | 05030 | -0.05401 | -0.062 27 | -0.07474 | . 08371 | -C.00794 | ¢ 90476 | -0.1045 | -0.60710 | -0.02) 1 |
| 2. | -0.02631 | -0.03432 | 41 | -0 | 04933 | -0.06064 | . 06978 | -0.0eh | -0. 0338 | M27 | -0.10, 21 |  |
| 2.85000 | -0.01668 | -0.02475 | 759 | -0. | -0.03056 | -0.0345i | . 04079 | -0.06047 | -1.04596 | -0.0067) | -0. 100 |  |
| $2.9661^{\circ}$ | $\sim 0.00987$ | -0.01460 | -0.01500 | -0.020 | -0.01580 | -0.01649 | -0.01615 | . 20528 | -0.05033 | -0.06594 | -0.09473 | 号 |
| 3.03381 | -0.00702 | 96 | -0.01517 | 1690 | 1668 | -0.0155 | -0.0078 | -0.00801 | < 552 | -n. $\mathrm{Cl}_{4} 12$ | -0.08077 | 5 |
| 3.15000 | -0.00365 | -0. | -0.00969 | -0.01173 | -0.01350 | -0.00984 | -0.00437 | -0.0075 | $\rightarrow 0.0106$ | ת.0014 | . 0.0304 | . $07 \%$ |
| 3.26619 | -9.00172 | -0.00317 | -0.005 | -0.00723 | 01015 | -0.01036 | -0.00737 | +0.00543 | -0.02351 | $\rightarrow 0.06986$ | -0.0144 | -0.celtr |
| 3.33381 | -0.00107 | -0.00404 | -0. | -0.00510 | -0.00793 | -0.00071 | -0.00867 | + + . M0053 | +0.00032 | +0.03495 | -0.04089 | +0.0141 |
| 3.45 | -0.00 | -0.00 | -0.00174 | -9.00252 | -0.00449 | -0.00697 | -0.00799 | 99 | +0.00668 | 0.006 | +0.0453 | +0.0rniz |
| 3.5 | -0.00018 | . 0 | -0.00075 | -n.colic | -0.00218 | -0.00394 | -0.0052a | 83 |  | -0.m7 | +C.K976 | - 0 crese |
| 3.6 | -0.00 | -0.000 | -0.00044 | -0.00067 | -0.00135 | -0.00660 | -0.00364 | -0.00564 | -0.0056 | -0.00234 | 0.0155 | +0.05175 |
| ${ }^{3} .7$ | -0.00004 | -0.00008 | -0.00017 | -0.00027 | -0.00056 | -0.001 15 | 1 | -0.00317 | 491 | -0.00\%24 | -0.00040 | +0.02055 |
| 3. | -0.0000I | -0 | -0.00006 | -0.000 | -n.000 | -0.000 | -6. | -0.00146 | 275 | -0.00368 | -0.00438 | +0.001<7 |
| 3. | 0.00000 | -0 | -0.000 | -0.0000 | -0.000 | -0.008 | -0. | -0.00088 | 77 | -0.0025 | -0.00390 | -0.00678 |
| 4. |  | -0.00 | -0.000 | -0.000 | -0.000 | -0.00 | - - | -0.00035 | -0.00075 | -0.00114 | -0.00218 | -0.00334 |
| 4.16619 |  | 0.00000 | 0.00000 | -0.00001 | -9.00001 | -0.00003 | .00005 | -0.00013 | -0.00029 | 0045 | 087 | -0.00187 |
| 4.23381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | -0.00001 | -0.00002 | -0.00003 | 07 | -0.00016 | 6 | -0.coc57 | 18 |
| 4.35000 |  |  |  |  | 0.000 | -0.0000I | 0.00011 | O12 | 05 | 99 | I | 8 |
| 4.46619 |  |  |  |  |  | 0.0 | nowo | .0000 | .000 | -0.00003 | -0.00007 | C.00017 |
| $x^{x_{0}}$ | 3.03381 | 3.7500 | 3.8661 | 3.933 | . 0500 | 4.15 I | 4.2 |  | 4.46619 | 4. | $\pm 6$ | +. 16619 |
| 0.63381 | -0.00003 | -0.0006R | -0.0000I | 0.00000 | 0.00000 | 0.00000 | 0.00000 | vax | 0.000, | .00000 | 0.6 Kk | 0.0013 |
| 0.75 | -6.0\%007 | . 0 | -0.00002 | 0.0 | 000 | 0.00000 | 0.00000 | U. 06000 | $0.000 x$ | 9.0000 | 0.0 nowo | , |
| c. 8 | -0.00010 | -0. | -0 | 0.00 | 0.0 | 0.0 | 0000 | -0.0ccor | 0.0098 | -0.4I | .0000 | o ravo |
| 0.9 | -0 wools | -0.00011 | -0.00 | -0.0 | -0.000 | 0.000 | . 00000 | - 77 | 0.00000 | -0.v046 | -0.00001 | .mb 6 |
| 1.05 | -0.00025 | -0.00017 | -0.00013 | -0.00 | -0.000 | 0.00000 | 0.0000 | -6.60020 | 0.0000 | $0.00 \times 60$ | +0.00094 | cra ${ }^{\text {ar }}$ |
| 1.16619 | 0.00043 | -0.00029 | -0.00023 | -0.000 | -0.0000 | 0.00000 | c. 00000 | +0.00087 | 0.00000 | +0.00069 | -0.0cili | + n. $005^{-}$ |
| 1.23381 | . -0.00058 | -0.00040 | -0.00827 | -0.00C24 | -0.00013 | 0.00000 | 0.00000 | -0.cocref | 0.00000 | -0.00072 | -0.00120 | - $n$ or ${ }^{\text {rob }}$ |
| 1.35000 | -0.00095 | -0.00066 | -0.00045 | -0.00036 | -0.000 | -0.00010 | 0.00090 | 10.006. | 0. Mmith | +0.00074 | +0.00129 | +0.00809 |
| 1.46619 | -0.00153 | -0.00107 | -0.00074 | -0.00059 | -0.00 | -0.00026 | -0.00013 | +0.00012 | 0.00000 | +0.00070 | +0.00130 | +0.00220 |
| 1.53381 | -0.00\%? | -0.00142 | -0.00099 | -0.00079 | -0.0005 | -0.00039 | -0.00024 | +0200003 | -0.00010 | +0.00063 | +0.00127 | +0.0022I |
| I. 65000 | -0.0030 0 | -0.00227 | -0.00159 | -0.00129 | -0.00069 | -0.00060 | -0.0005I | -0.00020 | -0.00017 | -0.00013 | -0.001 12 | +0.00812 |
| 1.76619 | -0.00498 | -0.00357 | -0.00253 | -0.00206 | -0.001 | -0.00098 | -0.00079 | -0.00051 | -0.00032 | -0.00023 | -0.00019 | +0.00188 |
| 1.8338 | -0.00641 | -0.00463 | -0.00330 | -0.00669 | -0.00189 | -0,00130 | -0.00104 | -0.00069 | -0.00044 | -0.00033 | -0.00026 | +0.00167 |
| 1.95000 | -0.00974 | -0.00712 | -0.00514 | -0.040 | -0.00302 | -0.00208 | -0.00168 | -0.001 13 | -0.00075 | -0.00058 | -0.00042 | -0.00028 |
| 2.0661 | -0.01454 | -0.01078 | -0.07788 | -0.00653 | -0.00453 | -0.00340 | -0.00300 | -0.00186 | -0.00124 | -0.00098 | -0.00069 | -0.00046 |
| 2.133 | -0.01819 | -0.01361 | -0.01003 | -0.00835 | -0.00603 | -0.00424 | -0.00366 | -0.003II | -0.00165 | -0.00131 | -0.00092 | -0.0006 |
| 2.25000 | -0.0.627 | -0.01999 | -0.01496 | -0.01257 | -0.00919 | -0.00663 | -0.00532 | -0.00414 | -0.00368 | -0.00014 | -0.00149 | -0.00101 |
| 2.36619 | -0.0370 | -0.08872 | -0.œ189 | -0.01854 | -0.01378 | -0.01010 | -0.00836 | -0.00589 | -0.00470 | -0.00441 | -0.00439 | -0.00164 |
| 2.43381 | -0.04462 | -0.03505 | -0.02709 | -0.02304 | -0.01730 | -0.01279 | -0.01065 | -0.00769 | -0.00564 | -0.00508 | -0.00113 | -0.00216 |
| 2.55000 | -0.05995 | -0.04830 | -0.03805 | -0.03284 | -0.0<510 | -0.01889 | -0.01587 | -0.01165 | -0.00811 | -0.00692 | -0.0049I | -0.00344 |
| 2.66619 | -0.07757 | -0.66439 | -0.052II | -0.04554 | -0.0356I | -0.02730 | -0.0232 | -0.01732 | -0.01272 | -0.01056 | -0.00759 | -0.00538 |
| 2.73381 | -0.08825 | -0.07479 | -0.06158 | -0.05434 | -0.04307 | -0.03343 | -0.02863 | -0.02160 | -0.01603 | -0.0[377 | -0.00970 | -0.0069 |
| 2.85000 | -0.10519 | -0,09332 | -0.07960 | -0.07157 | -0.05830 | -0.0464I | -0.04CPI | -0.03100 | -0.02342 | -0.01980 | -0.01458 | -0.0105 1 |
| 2.96619 | -0.11583 | -0.10994 | -0.09839 | -0.09038 | -0.0762I | -0.06236 | -0.05491 | -0.04331 | -0.03347 | -0.02857 | -0.02143 | -0.01584 |
| 3.03381 | -0.11569 | -0.1167 | -0.1083 | -0.10129 | -0.08733 | -0.07290 | -0.06481 | -0.05190 | -0.04544 | -0.03496 | -0.02655 | -0.01985 |
| 3.15000 | -0.09791 | -0.11798 | -0.12047 | -0.11696 | -0.10607 | -0.09222 | -0.08360 | -0.06904 | -0.05555 | -0.04845 | -0.03762 | -0.02967 |
| 3.26619 | -0.0520I | -0.09670 | -0.11974 | -0.12383 | -0.12101 | -0.11074 | -0.10308 | -0.08831 | -0.07335 | -0.06452 | -0.05178 | -0.04042 |
| 3.33381 | -0.01464 | -0.07019 | -0.10898 | -0.12052 | -0.12562 | -0.11979 | -0.11342 | -0.09980 | -0.08461 | -0.07584 | -0.06148 | -0.04870 |
| 3.45000 | +0.04892 | -0.00273 | -0.06537 | -0.09366 | -0.12113 | -0.12834 | -0.12677 | -0.11792 | -0.10450 | -0.09571 | -0.08019 | -0.06540 |
| 3.56619 | +0.07959 | +0.06784 | +0.00930 | -0.03262 | -0.09096 | -0.12124 | -0.12857 | -0.12999 | -0.12219 | -0.11504 | -0.10040 | -0.00464 |
| 3.63381 | +0.05515 | +0.09294 | +0.0572I | +0.01633 | -0.05695 | -0.10581 | -0.121® | -0.13174 | -0.12962 | -0.12458 | -0 11185 | -0.09657 |
| 3.75000 | +0.0413I | +0.09128 | +0.11312 | +0.09779 | -0.08840 | -0.05103 | -0.08542 | -0.12014 | -0.13331 | -0.13434 | -0.12848 | -0. $116<8$ |
| 3.86619 | +0.01206 | +0.05117 | +0.10563 | +0.12950 | +0.11645 | +0.04044 | -0.01557 | -0.08110 | -0.11869 | -0.14990 | -0.13658 | -0.13213 |
| 3.93381 | $+0.00814$ | +0.02750 | +0.08050 | +0.11587 | +0.14472 | +0.09906 | -0.04741 | -0.04077 | -0.09816 | -0.11760 | -0.13479 | -0.13734 |
| 4.05000 | -0.00322 | +0.00345 | +0.03124 | +0.06246 | +0.13076 | +0.16417 | -0.14520 | -0.059<9 | -0.03374 | -0.07308 | -0.11527 | -0.13514 |
| 4.16619 | -0.0025 | -0.00059 | +0.00455 | +0.01792 | +0.06880 | +0.14487 | -0.17638 | -0.16282 | +0.0710 | +0.01099 | -0.06730 | -0.11240 |
| 4.23381 | -0.00171 | -0.00258 | -0.00077 | +0.00610 | +0.03618 | +0.10489 | +0.15280 | +0.19387 | +0.13879 | +0.07777 | -0.6179 | -0.08658 |
| 4.35000 | -0.00074 | -0.90145 | -0.00216 | -0.00175 | +0.00591 | +0.09874 | +0.07756 | +0.16599 | +0.21185 | +0.18992 | +0.08924 | -0.01376 |
| 4.46619 | -0.00628 | -0.00063 | -0.00123 | -0.00164 | -0.00131 | +0.06657 | -0.02158 | +0.08232 | +0.18847 | +0. 21985 | -0.2056I | +0.10050 |
| 4.53181 | -0.00016 | -0.00036 | -0.00077 | -0.00112 | -0.00161 | +0.00058 | +0.00688 | +0.04201 | +n.12514 | +0. 18539 | +0.23888 | +0.17545 |
| 4.65000 | -0.00005 | -0.00013 | -0.00030 | -0.00048 | -0.00094 | -0.00131 | -0.00072 | +0.0073 | + 1.0444 | -0.08866 | +0.19671 | +0.25499 |
|  |  |  |  |  |  |  | -0.00103 | -0.00041 | +0.00766 | +0.02348 | +0.09195 | +0.2072 |

Table 9 Table of the function $f_{1}\left(x, x_{0}\right)$ for beryllium, $T=300^{\circ} \mathrm{K}$.

| $\mathrm{x}_{0}$ | 0.03181 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.63381 | 0.75000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.000 mma | 0.00600\% 0 | 0.00000000 | 0.00000000 |
| 0.3 | 0.00102598 | 0.00198035 | 0.00626613 | -0.00008280 | -0.0000e422 | -0.000cre ${ }^{7}$ | -0.00008872 | 0.0000\% 0 |
| 0.6 | -0.00101125 | 0,00093218 | 0.00520663 | 0.00661910 | 0.01669719 | 0. VuJfi87 | -0.00128716 | -0.00133131 |
| 0.9 | -0.00429352 | -0.00239475 | 0.00177655 | 0.00510818 | 0.01300295 | $0.14<44 \times 31$ | 0.02862803 | 0.04045512 |
| ${ }^{\text {¢ }}$. 2 | -0.00925692 | -0.00745284 | -0.00349791 | -0.00035088 | ก.00712670 | 9.01601558 | 0.01818327 | 0.0327 .741 |
| 1.5 | -0.01332235 | -0.01162309 | -0.00791004 | -0.04497317 | 0.04200646 | 0.01020552 | 0.01551116 | 0.02535000 |
| 1.4 | -0.01516609 | -0.013526m6 | -0.00995490 | -n. 00714.80 | -0.00046527 | 0.00720577 | 0.01226585 | 0.0<I 5 f054 |
| 2.1 | -0.01568813 | -0.09406434 | -0.01053791 | -0.00776505 | -0.001ler | 0.00642661 | 0.01127972 | 0.000i0il2 |
| 2.4 | -0.0197304 ${ }^{0}$ | -0.01418i8 | -0.01066539 | -n.0079nt 52 | -0.0013.3ich | 0.00623398 | 0.01506020 | 55 |
| 2.7 | -0.01581759 | -0.01420176 | -0.01068708 | -0.0079 480 | -0.001372!7 | 0.00620055 | 0.01102183 | 0.01976716 |
| 3.0 | -0.01581998 | -0.014,0405 | -0.01068900 | -0.0079 ${ }^{\prime} 773$ | -0.00t37562 | 0.00619628 | 0.01101689 | c. 01576081 |
| 3.3 | -" - | - - - | - - | - - | - "- | - - |  |  |
| 3.6 |  | - - | -- - | - - | - - | -" - |  |  |
| $\mid x_{0}$ | 0,86619 | 0.93361 | 1.05000 | 1.16619 | 1.2339! | I. 15000 | 1.46619 | I.5338I |
|  | 0.00000000 | 0.00000000 | 0,00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 19.00000000 | c.onowner |
| 0.0 | -0.0000019 | -0.00009093 | -0.00008865 | -0.00008375 | -0.00007969 | -0.0000707? | -9.00066005 | -n. Mrxse343 |
| r. 6 | -0.00136\%22 | -0.00137367 | -0.0013678I | -0.00132135 | -0.00127385 | -0.00'5t 15 | -9.00100607 | -0.000407e7 |
| 0.9 | 0.05285363 | 0.00510488 | -0.00626740 | -0.00627306 | -0.00518453 | -n.melsizi | -0.00529691 |  |
| :. 2 | 0.04446182 | 0.05163579 | 0.06411988 | 0.07686638 | -0.01703201 | -r.nI70036 | -0.01631631 | -r.n.555073 |
| 1.5 | 0.03577194 | 0.04205497 | T.05281761 | 0.06365659 | 0.06986284 | ?. 01055572 | 0.09153845 | -0.0i385577 |
| 1.8 | 0.03075860 | 0.00629255 | 0.04544374 | 0.05420736 | 0.0589766c | 0.06688945 | $0.17467 \times 4$ | 0.m9279c5 |
| 2.1 | 0.08910114 | 0.03432124 | 0.04275119 | 0.05046474 | 0.0544173 | 0.06053515 | , 06epric | 0.16870118 |
| $<.4$ | 0.02872167 | 0.00386444 | 0.04210803 | 0.04953446 | 0.05326567 | 0.05879535 | r.0.303415 | 0.76536978 |
| . 9 | 0.02865344 | 0.09378150 | 0.0.198900 | 0.04935838 | 0.05304280 | 9.0584509I | 0.06265318 | 0.06466208 |
| 1.0 | 0.02864437 | 0.03377036 | 0.04197265 | 0.04933357 | 0.05301070 | 0.05839975 | 0.06261007 | 0.06455081 |
| 3.3 | -* - | 0.03376923 | 0.04197083 | 0.04931097 | 0.05300730 | 0.058394<0 | 0.06260074 | 0.06453744 |
| 3.6 |  | - - - | -" - | - " | - - | - - | -" - | -" - |
| 3.9 |  |  |  |  |  |  |  |  |
| $x_{0}$ | I. 65000 | 1.76619 | I. 833 BI | 1.95000 | 2.06619 | 2.13381 | 2.25000 | 2.36619 |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.90000000 |
| 0.3 | -0.000042II | -0.00003214 | -0.00002724 | -0.00002036 | -0.00001536 | -0.00001310 | -0.00000999 | -0.00000756 |
| 0.6 | -0.00073246 | -0,00056810 | -0.00048424 | -0.00036501 | -0.00027600 | -0.00063578 | -0.00018046 | -0.00013730 |
| 0.9 | -0.00410614 | -0.00329795 | -0.00285662 | -0.0019012 | -0.00166950 | -0.0014<924 | -0. 00105966 | -0.00064563 |
| 1.2 | -0.01367198 | -0.01175755 | -0.01046279 | -n.c0833959 | -0.00650568 | -0.00561195 | -0.00436416 | -0.00339679 |
| 1.5 | -0.03242802 | -0.02960152 | -0.00745550 | -0.0<329996 | -0.01908536 | -0.01685987 | -0.01341429 | -0.01065626 |
| 1.8 | c.08761909 | 0.09671566 | -0.05210866 | -0.04813096 | -0.04255546 | -0.038554C7 | -0.03275490 | -0.0870433 |
| 2.1 | 0.07347093 | 0.07149078 | 0.cel 7 T3e! | 0.04R3823I | 0.09591438 | -0.05702617 | -0.0609<528 | -0.05J81858 |
| 2.4 | 0.08847061 | 0.07150948 | 0.0726 .51 | 0.07549400 | c.0789355 | $0.0813<032$ | 0.08618106 | 0.01194340 |
| 2.7 | 0.C-33720 | 0.06589308 | 0.0004 .75 | C.07174267 | 0.07319768 | 0.07411176 | م. 7596871 | 0.07832591 |
| :0 | 6.15 14934 | C.9689733e | 0.168615 .1 | 0.01099519 | 0.07191749 | 0.9240700 | 0.07321002 | 0.07408787 |
| 3.) | 0.5671270i | 0.06893355 | r. (0-54c9 | 0.07037255 | 0.01771905 | 0.07415774 | O. $0^{(2)}<71791$ | $0.0732074{ }^{2}$ |
| $\leq .6$ | - ${ }^{\text {- - }}$ | 0.06092992 | 1.0.974976 | 1. 77080250 | 1.07169974 | 0.07610922 | 0.07666178 | 0.07302654 |
| 3.2 |  | - - - | - - - | .-. | - - - | - " - | 9.07c65745 | C.C7 10.707 |
| 42 |  | - - |  |  |  |  | - ${ }^{+}$ | -" |

Table 9 （continued）

| ，o | $2.433+1$ | rexo | 2．6661＇ | －．7331 | 4.85000 | 2.96619 | $3.0335^{+}$ | 1． 540 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.000005 | c． 0000000 | 0．00000000 | $0.00000 \times 10$ | 0.01000000 | 0.00000000 | 0．00maro | C．0000000 |
| 0.3 | －0．00000638 | －0． 10000075 | －c．00000343 | －0．0ncocrem | －0．0060cear | －0．00000545 | －0．（nour + co | －9．croorow |
| 0.6 | －0．00011638 | －0．muarsi | －0．00006334 | －0．00mser 7 | －0．0000， 787 | －0．000027m | －． $00000 \times 15$ | －0．Mmols57 |
| 0.9 | －0．00072179 | －0．000，4 41 | －0．00040247 | －0． $0 \times 13 \times 597$ | － 0.90024433 | －0．000＇7612 | －C．conl4488 | －0．00010271 |
| 1． 2 | －0．10293100 | －0．0024496 | －0．00169620 | $-0.60144^{-60}$ | －0． 00105519 | －5，00077083 | －0．mentere 5 | $-0.00045944$ |
| 1.5 | －0．00910098 | －0．00732294 | $-0.00567841$ | －？． $0 \times 4 \times 505$ | －r．n0166894 | －0．00＜73744 | －0．0．0．36II， | －r．00167794 |
| 1.8 | －0．004licka | －0．01965879 | －0．01584864 | －0．C：384492 | －0．c＇022795 | －0．00831968 | －r．0M15440 |  |
| 2.1 | －0．0445siza | －0．04260945 | －0．03617034 | $-1.03<5 \times 475$ | －r．r2607750 | －0．02196374 | －r．0icssen | －0．014 $6^{\circ}$ |
| 2.4 | －0．07670361 | －0．07039948 | －0．06371094 | －0．059e6674 | －0．05316838 | －0． $14644 \times 735$ | $-\mathrm{C} .04<4<^{150}$ |  |
| 2.7 | 0.01992382 | 0.06299267 | $0.086 \%$ ce？ | －0．08140865 | －0．07716113 | －0．07\％＇16so | － 1.0738446 | －n．064＇a 570 |
| 1.0 | 0.07468492 | 0.07588131 | 0.07742065 | ก．07＊4＜29 | 0.07051463 | 0.07530 | －0．0899644， | －0．00．102b86 |
| 3.3 | 0.07347051 | 0.07387452 | 0．0744038： | r． 07482794 | 0.07547504 | 0.071 ariokl | 0.07638780 | $0.07645 \times 54$ |
| 3.6 | 0.07330610 | 0.07355448 | 0．cenoti | ． 77 J57489 | 0.7740774 |  | r．074164 17 | 0.6751960 |
| 3.9 | 0.0739150 | 0.07352360 | 大．0797ヶ4 | n．0738712I | 0.0778 .1268 | 0．minlice | $0.07351 / 15$ | 0.074 .15114 |
| 4.0 | －－－ | 0.07352160 | 0．6799， 6 | L． 07386571 | 0.07381573 | $0.015673{ }^{\text {a }} 3$ | 0．0751511 | 0.0735 CO 1 |
| 4.5 |  | － | －＊－ | －＂ | 9． $754: 477$ | － 7367051 | C．07304c5 | 0.07398168 |
| to | 3.26619 | 3.33381 | 1．4＊mery | 3.56619 | 1． 3 ck | 3.750 | 3.66 .19 | 1．93161 |
| 0.0 | 0．00000000 | $0.00000 \%$ y | f． $\mathrm{m} 4 \mathrm{~mm} \times 000$ | 0.00400000 | c．onameo | $0.0000 \times 00$ | 0.00000000 | r．curnecoo |
| 0.3 | －0．00000088 | 0.0000 cro | 0．10，00000 | $0.06 \cos 000$ | c．memmen | 万．antimeoo | c． 00000000 | C．OOCOMecto |
| 0.6 | －0．00001081 | －0．000006． 4 | －0．00000565 | －0．wanose 4 | n．owrume | －raver momer | ． 00000000 | 0．0cemxen |
| 0.9 | －0．00007201 | － 0 ．mensent 1 | －0，00003092 | －r．000cers | － 0 －mosics | －n．corcizis | －-00000662 | r．cencoon |
| 1.2 | －0，0005265 | －Cocorateo | －0．00018596 | －0．00CI2（\％） | －r．$\alpha \times$ ！＇ze | －C．rancras 5 | －0．00004756 | $-\mathrm{n} . \mathrm{corccs}^{5} 4$ |
| 1.5 | －0．00121476 | －．．00001． | －0．00071172 | －0．600m0ige | －1．now033e | －0． $\mathrm{CrMg}^{\text {c－}} \mathrm{l} 6$ | －0．00019419 | －rimentich |
| 1.8 | －0．00394678 | －． $001<5834$ | －0．0643995 | －v．url7e5cs | －0．0014！346 | －0．000 9854 | －0．00065737 | －0． 20054514 |
| 2.1 | －0．01132377 | －f．rx 63623 | －0．0072．706 | $-1.7554769$ | －1．00445723 | －0．cose321I | －0．006314c2 |  |
| 2.4 | －0．028rosel | －r． 0455886 | －n．0191． 6 64 | －-01475000 | －0．0i，S60 3 | －0．0034．486 | － 0.00656536 | －9．00574y6 |
| 2.7 | －0．05661714 | －． 15175660 | －0．（4）．E4j） |  | －C．03073563 | －0．＜4：5ILO | －0．01863707 | －c．nisemmi3 |
| 3.0 | －0．000604 11） | －i）：07964077 | －C．M46\％） | －0．x7：911： | －0．0．176741 | －0．c515880 | $-5.04<58 \times 0$ | －0． 0174756 |
| 3.3 | 3.07384 .07 | －r．0006sict 4 | －r．044el6t | －0．$x$＜$<4<16$ | －0．03879680 | －0．0） 550.41 | －． 7704520 |  |
| 3.6 | 0． 17548 Fb ． | 0.57567178 |  | －．rev91670 |  | －0．0060．173 | －． $13467 \ll 9$ | －c．00，700103 |
| 3.9 | $0.07431<2$ | 0．774671． C | 1．0748\％ 546 | 0.1717569 | 0．m70964 | 0．072i4994 | ．．0． $339<20$ | －n．©／，8S．42 |
| 4.4 | c．0．0474， | 0． 7 Tucrics | ก． $0^{\prime 2} 41 c^{4} 6$ | $1.844 \times 464$ | 0．c7431458 | 0.07478364 |  | C．C7421354 |
| 4.5 |  | O． $0_{1}+\mathrm{C}^{15+4}$ | C．6T．Cu812 | 0.01406633 | 0.07477376 | C． 774382035 | C．$r_{4.2820}$ |  |
| 4.8 | 0．0．Ci | $0 . \mathrm{Cr}_{4} 0 \mathrm{O}^{3 / 4}$ | C． CH 4 OH 310 | 0.07405376 | 0.09405257 | C． $774<192$ | $r .17407546$ | 0.140683 |
| 5.1 | n．O． | － | c． | － | －－ | ． $774<\mathrm{FC} \times 0$ | ¢． 17406830 | 0． 7408442 |
|  | 4.05000 | 4．16619 | 4.2381 | 4.35000 | 4．46619 | 4.5334 | 4.65000 | 4.76619 |
| 0.0 | c．00000000 | c．00000000 | 1.00000060 | $0.0600 \times 000$ | c．mancmo | n．00rmom | 7.70000000 | 0.00000000 |
| 0.3 | 0.00000000 | 0.00000000 | 3．00000000 | 0.6000 enmo | 0.0000000 | $0.00 \times 00000$ | 0.1000000 | 0.00000000 |
| 0.6 | 0.01000000 | 0.10000000 | 0.00000000 | 0.00000000 | 0.00605000 | 0.0006 mbog | 0． 30000000 | ก．n0000000 |
| 0.9 | 0.00000000 | n．0000n0no | 0.00000000 | －0．00000：36 | C．00001000 | 0.07001 Bl | －n．coroocos | 0.00000000 |
| 1.2 | －0．00000864 | 4.10000000 | 0.00000000 | 0.00006511 | C． 10 rnemo | $0.00011{ }^{14}$ | C．OOCit 5 | 3．000 4265 |
| 1.5 | －0．00008803 | －0．00003439 | －3．00000367 | $0.000116 x^{2}$ | $1.00 n 00000$ | $0.0004-253$ | 0.00159639 | 0.0036116 |
| 1.8 | －0，00037182 | －0．00022826 | －0．00015779 | $0.000 \mathrm{O}^{0.0}$ | $\cdots$ mosioo | ． $\mathrm{COOH}_{4}+4<8$ | ก．007836！2 | 0．001 18451 |
| 2.1 | －0．00130916 | －0．00089764 | －0．00071957 | －0．0003＇cis | －macinc | r．murins | n．00770065 | 0.00144867 |
| 2.4 | －0．00418473 | －0．00RS7708 | －0．00243049 | －C．0C ， 455 | －．＊Teris | $-7.0 n 05060$ | $0.00 m_{2} 2635$ | 0.00112506 |
| 2.7 | －0．01193953 | －0．00383566 | －0．00736756 | －c．006＜ $5<54$ |  | －n．$x_{2} 16883$ | －0．001 3－0． | 7.00003910 |
| 3.0 | －0．02965227 | －0．02300670 | －0．01968988 | －0．01479472 | －0．cril17639 | －1．06：63） | －0．005857？ | －0．003 6 EL 9 |
| 3.3 | －0．06115674 | －0．05060880 | －0，04488804 | －c．03568405 | －．Crickis | －0．0＜364655 | －0．0174＜2．77 | －0．1619397 |
| 3.6 | －0．09535486 | 0.08780339 | －0．08189623 | －0．07055561 | －S．csis1570 | －c．05c3143d | －0．04I54474 | ＋9．03194CL |
| 3.9 | －0．06660976 | 0.10005573 | －0．10433475 | －0．104i17 | －C．0．779319 | －C．09143180 | －r．m94181 | －0．çfrecel |
| 4.2 | 0.07068672 | 0，05986196 | －0．06632626 | －0．006 360． | $\cdots$－ 945434 | －n． 11005984 | －n． 1 ［1fc918 | －0．11534046 |
| 4.5 | 0.07438112 | 0.07431526 | 0.07376919 | $0.069 e^{\text {ras }}$ | cotw ast | －0．05993789 | －0．0 044 ¢＜fi4 | －C．10601532 |
| 4.8 | 0.07408780 | 0.0712226 | 0.07416182 | 0.07432304 |  | 0.07708009 | 0．019：343 | ． 57005 |
| 5.1 | 0.07405700 | 0.67405144 | 0.07405361 | 0.074146097 | 0.0735 | U． 67457851 | 0．650545 | ． $0_{\text {ctug }}$ |
| 5.4 | ．－ | 0.07404781 | 0.0740463 | 0．07414777 |  | $8.07+5127$ | 0．074－55／5 | － 20 Cl7 |
| 5.7 |  | －－－ |  | - |  |  | 0.07494478 | i．Phimid |

Table 10 Table of the function $g_{\text {ois }}\left(x_{0} \rightarrow x\right)$ for graphite, $T=300^{\circ} \mathrm{K}$.

|  | 0.03381 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.63381 | 0.75000 | 0.86619 | 0.93381 | I. 05000 | 1.16619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.00001 | 0.00001 | 0.00008 | 0.00002 | 0.00003 | 0.00004 | 0.00004 | 0.00004 | 0.00004 | 0.00004 | 0.00004 | -0.00004 |
| 0.15000 | 0.00099 | 0.00044 | 0.00050 | 0.00056 | 0.00066 | 0.00074 | 0.00078 | 0.00083 | 0.00085 | 0.00085 | 0.00084 | 0.00038 |
| 0.26619 | 0.00678 | 0.00266 | 0.00245 | 0.01245 | 0.00256 | 0.00270 | 0.00282 | 0,00490 | 0.00692 | 0.00290 | 0.0028I | 0.00267 |
| 0.33381 | 0.02038 | 0.00564 | 0.00464 | 0.100480 | 0.00476 | 0.00485 | 0.00487 | 0.00493 | 0.00490 | 0.00483 | 0.00466 | 0.00440 |
| 0.45000 | 0.05784 | 0.01487 | 0.01083 | 0.01065 | 0.01561 | 0.01106 | 0.01085 | 0.01059 | 0.01023 | 0.00999 | 0.00947 | 0.00883 |
| 0.56619 | 0.11996 | 0.02954 | 0.0®\%3 | 0.01921 | 0.01957 | 0.62259 | $0 . @ 172$ | 0. 2037 | 0.01923 | 0.01842 | 0.01719 | 0.01583 |
| 0.63381 | 0.16545 | 0.04050 | 0.02732 | 0.02491 | 0.02484 | 0.68810 | 0.03131 | 0. 2890 | 0.12685 | 0.02564 | 0.02361 | 0.02155 |
| 0.75000 | 0.95101 | 0.06043 | 0.03965 | 0.00564 | 0.03420 | 0.03717 | 0.04078 | 0.05066 | 0.04593 | 0.04317 | 0.03919 | 0.03530 |
| 0.86619 | -0. 33215 | 0.07939 | 0.05093 | 0.04517 | 0.04217 | 0.04480 | 0.04837 | 0.05864 | 0.0760 I | 0.07111 | 0.06332 | 0.05605 |
| 0.9338 I | 0.37038 | 0.08815 | 0.05610 | 0.04947 | 0.04569 | 0.04762 | 0.05123 | 0.06114 | 0.07888 | 0.05344 | 0.08265 | 0.77668 |
| 1.05000 | 0.41215 | 0.09758 | 0.06151 | 0.05379 | 0.04889 | 0.05017 | 0.05326 | 0.06266 | 0.07931 | 0.09331 | 0.12845 | 0.1106 |
| I. 16619 | 0.41915 | . 0.09889 | 0.06187 | 0.05379 | 0.04830 | 0.04893 | 0.05149 | 0.05977 | 0.07434 | 0.08689 | 0.11677 | 0.16956 |
| 1.23381 | 0.4078 I | 0.09609 | 0.05989 | 0.05192 | 0.04636 | 0.04666 | 0.04891 | 0.05641 | 0.06967 | 0.08182 | 0.10555 | 0.15584 |
| 1. 35000 | 0.36686 | 0.08630 | 0.05351 | 0.04621 | 0.04093 | 0.04061 | 0.04253 | 0.04856 | 0.05935 | 0.06862 | 0.09198 | 0.12991 |
| 1. 46619 | 0.30855 | 0.07244 | 0.04476 | 0.03854 | 0.03389 | 0.03354 | 0.03478 | 0.03937 | 0.04771 | 0.05489 | 0.07297 | $0.10<14$ |
| I.5338I | 0.27069 | 0.06351 | 0.03917 | 0.03368 | 0.02956 | 0.02915 | 0.03012 | 0.03396 | 0.04097 | 0.04700 | 0.06222 | 0.08673 |
| I. 65000 | 0.20559 | 0.04818 | 0,02965 | 0.02545 | 0.ce230 | 0.02188 | 0.02254 | 0.02526 | 0.03023 | 0.03455 | 0.04542 | 0.06691 |
| I. 76619 | -0.14771 | 0.03458 | 0.08124 | 0.01820 | 0.01586 | 0.01550 | 0.01594 | 0.01782 | 0.02123 | 0.02418 | 0.03156 | 0.04347 |
| I. 83381 | 0.11884 | 0.08782 | 0.01707 | 0.01462 | 0.01271 | 0.01240 | 0.01274 | 0.01417 | 0.01688 | 0.0192 I | 0.02502 | 0.03430 |
| I. 55000 | 0.07850 | 0.01836 | 0.01125 | 0.00962 | 0.00835 | 0.00812 | 0.00833 | 0.00922 | 0.02093 | 0.01241 | 0.01611 | $0.02<08$ |
| 2.06era | 0.04929 | 0.01153 | 0.00706 | 0.00603 | 0.00522 | 0.00507 | 0.00519 | 0.00574 | 0.00677 | 0.00767 | 0.00993 | 0.01353 |
| 2.13161 | 0.03679 | 0.00860 | 0.00526 | 0.00450 | 0.00389 | 0.00377 | 0.00386 | 0.00426 | 0.00502 | 0.00568 | 0.00734 | 0.00998 |
|  | 0.02146 | 0.00501 | 0.00307 | 0.00262 | 0.00226 | 0.06019 | 0.00224 | 0.00246 | 0.00290 | 0.00327 | 0.00422 | 0.00573 |
| 2.36019 | 0.01197 | 0.00280 | 0.00171 | 0.00146 | 0.00126 | 0.00122 | 0.00124 | 0.00136 | 0.00160 | 0.00181 | 0.00433 | 0.00315 |
| 2.43381 | 0.00834 | 0.00195 | 0.00119 | 0.00102 | 0.00088 | 0.00085 | 0.00086 | 0.00095 | 0.00111 | 0.00126 | 0.00162 | $0.00<18$ |
| 2.55000 | 0.00434 | 0.00101 | 0.00062 | 0.00053 | 0.00046 | 0.00044 | 0.00045 | 0.00049 | 0.00058 | 0.00065 | 0.00084 | 0.00113 |
| 2.66619 | 0.00217 | 0.00051 | 0.00031 | 0.00026 | 0.00023 | 0.00022 | 0.00022 | 0.00025 | 0.00029 | 0.00032 | 0.00041 | 0.00056 |
| 2.73381 | 0.00142 | 0.00033 | 0.00020 | 0.00017 | 0.00015 | 0.00014 | 0.00015 | 0.00016 | 0.00019 | 0.00021 | 0.00097 | 0.00037 |
| 2.85000 | 0.00067 | 0.00016 | 0.00010 | 0.00008 | 0.00007 | 0.00007 | 0.00007 | 0.00008 | 0.00009 | 0.00010 | 0.00013 | 0.00017 |
| 2.96619 | 0.00030 | 0.00007 | 0.00004 | 0.0000 | 0.00003 | 0.00009 | 0.00003 | 0.00003 | 0.00004 | 0.00004 | 0.00006 | 0.00008 |
| 3.03381 | 0.00019 | 0.00004 | 0.00003 | 0.00002 | 0.00002 | 0.00002 | 0.00008 | 0.00008 | 0.00002 | 0.00003 | 0.00000 | 0.00005 |
| 3.15000 | 0.00008 | 0.00002 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | 0.00001 | " | 0.00002 |
| 3.26619 | 0.00003 | 0.00001 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | -"- | 0.00001 |
| 3.33381 | 0.00000 | 0.00000 | -" - | - " | - " - | - " - | 0.00000 | 0.00000 | 0.00000 | 0.00000 | - " - | 0.00000 |


| $x_{0}$ | 1.23385 | I. 35000 | 1.46619 | 1.53381 | 1.65000 | 1.76619 | 1.83381 | 1. 95000 | 2.06619 | 2.13381 | 2.25000 | 2.36619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.00004 | 0.00004 | 0.00003 | 0,00003 | 0.00003 | 0.00008 | 0.00002 | 0.00002 | 0.00002 | 0.00001 | 0.00001 | 0.00001 |
| 0.15000 | 0.00077 | 0.00072 | 0.00065 | 0,00061 | 0.00054 | 0.00047 | 0.00043 | 0.00037 | 0.00031 | 0.00028 | 0.00003 | 0.00019 |
| 0.26619 | 0.00257 | 0.00236 | 0,00214 | 0.00400 | 0.00176 | 0.00153 | 0.00140 | 0.00119 | 0.00100 | 0.00090 | 0.00075 | 0.00061 |
| 0.33381 | 0.00422 | 0.00387 | 0.00049 | 0.00326 | 0.00287 | 0.00249 | 0.00228 | 0.00193 | 0.00163 | 0.00146 | 0.00121 | 0.00099 |
| 0.45000 | 0.00842 | 0.60766 | 0.00687 | 0.00641 | 0.00562 | 0.00485 | 0.00443 | 0.00376 | 0.00315 | 0.00283 | 0.00233 | 0.00191 |
| 0.56619 | 0.01500 | 0.01352 | 0.01203 | 0.01118 | 0.00976 | 0.00839 | 0.00765 | 0.00647 | 0.0054 I | 0.00485 | 0.00400 | $0.003<6$ |
| 0.63381 | 0.02033 | 0.01822 | 0.01614 | 0.01495 | 0.01301 | 0.01116 | 0.01016 | 0.00857 | 0.00716 | 0.00642 | 0.00528 | 0.00431 |
| 0.75000 | 0.03309 | 0.02935 | 0.00577 | 0.00378 | 0.02057 | 0.01760 | 0.01594 | 0.01340 | 0.01117 | 0.01000 | 0.00821 | 0.00669 |
| 0.866I9 | 0.05217 | 0.04581 | 0.03987 | 0.03663 | 0.03143 | 0.02676 | 0.02425 | 0.02028 | 0.01684 | 0.01506 | 0.01233 | 0.01003 |
| 0.93381 | 0.06730 | 0.05875 | 0.05089 | 0.04662 | 0.03985 | 0.03382 | 0.03062 | 0.02553 | 0.02516 | 0.01890 | 0.01546 | 0.01256 |
| 1.05000 | 0.10275 | 0.08891 | 0.07637 | 0.06967 | 0.05915 | 0.04984 | 0.04503 | 0.03743 | 0.03092 | 0.02757 | $0.0<250$ | 0.01884 |
| -.L6619 | 0.15478 | 0.13298 | 0.11321 | 0.10286 | 0.08675 | 0.07269 | 0.06538 | 0.05433 | 0.0446 | 0.03971 | C.01234 | 0.06616 |
| 1.23381 | 0.19617 | 0.16608 | 0.14168 | 0.12840 | 0.10797 | 0.09017 | 0.08097 | 0.06705 | 0.05500 | 0.04890 | 0.03976 | ${ }^{\circ} 0.032 \mathrm{~L}$ |
| 1.35000 | 0.16113 | 0.24620 | $0 .<0608$ | 0.18674 | 0.15636 | 0.12988 | 0.11627 | 0.09572 | 0.07849 | 0.069\%/4 | 0.05641 | 0.04550 |
| I. 46619 | 0.12695 | 0.19033 | 0.30114 | 0.27108 | 0.22474 | 0.18608 | 0.16608 | 0.13613 | 0.11108 | 0.0985 | 0.07560 | 0.06406 |
| I. 53381 | - 7754 | 0.16119 | 0.25331 | 0.33509 | 0.27750 | 0.22874 | 0.20395 | 0.16676 | 0.13574 | 0.14030 | 0.09731 | $0.078 \propto$ |
| I. 65000 | 0.07776 | 0.11607 | 0.18063 | 0.23864 | 0.39625 | 0.32512 | 0.28908 | 0.23567 | 0.19112 | 0.16889 | 0.13666 | 0.10916 |
| 1.76619 | 3.05355 | 0.07951 | 0.12330 | 0.16221 | 0.26812 | 0.46020 | 0.40937 | 0.33161 | 0.26883 | 0.23655 | 0.19010 | $0.15 c^{45}$ |
| I. 8338 I | 0.04220 | 0.06245 | 0.09660 | 0.12692 | 0.20918 | 0.3592 I | 0.49833 | 0.40405 | 0.32600 | 0.28743 | 0.23062 | 0.18465 |
| 1.95000 | 0.02707 | 0.03983 | 0.06133 | 0.08039 | 0.13210 | 0.22541 | 0.31300 | 0.56476 | 0.45385 | 0.40043 | 0.32065 | 0.65589 |
| 2.06619 | 0.01657 | 0.02436 | 0.03732 | 0.04881 | 0.07992 | 0.13602 | 0.18840 | 0.33858 | 0.63150 | 0.54836 | 0.44408 | 0.35352 |
| 2.13381 | 0.01221 | 0.01795 | 0.02746 | 0.03587 | 0.05856 | 0.09945 | 0.13772 | 0.24768 | 0.45465 | 0.67014 | C.5359\% | 0.42664 |
| 2.25000 | 0.00699 | 0.01083 | 0.01563 | 0.02044 | 0.03328 | 0.05631 | 0.07785 | 0.13972 | 0.25939 | ก. 37755 | 0.73552 | 0.58606 |
| 2.36619 | 0.00384 | 0.00561 | 0.00855 | 0.01115 | 0.01814 | 0.03072 | 0.04240 | 0.07585 | 0.14062 | 0.20445 | 0.39867 | 0.79897 |
| 2.43381 | 0.00266 | 0.00388 | 0.00592 | $0.0077 \cdot$ | 0.01252 | 0.00121 | 0.02925 | $0.052<6$ | 0.09678 | 0.14068 | 0.27409 | 0.54440 |
| 2.55000 | 0.00137 | 0:00200 | 0.00304 | 0.00396 | 0.00643 | 0.01085 | 0.01497 | 0.02682 | 0.04949 | 0.07190 | 0.14004 | 0.28100 |
| 2.66619 | 0.00068 | 0.00099 | 0.00151 | 0.00196 | 0.00318 | 0.00536 | 0.00739 | 0.01321 | 0.00448 | 0.03552 | 0.06903 | 0.13855 |
| 2.73381 | 0.00045 | 0.00065 | 0.00098 | 0.00128 | 0.00207 | 0.00350 | 0.00482 | 0.00861 | 0.01592 | 0.06318 | 0.04507 | 0.00034 |
| 2.85000 | 0.00021 | 0.00030 | 0.00046 | 0.00060 | 0.00097 | 0.00163 | 0.00225 | 0.00401 | 0.00742 | 0.01078 | 0.02100 | 0.04223 |
| 2.96619 | 0.00009 | 0.00014 | 0.00061 | 0.00027 | 0.00044 | 0.00073 | 0.00101 | 0.00181 | 0.00334 | 0.00485 | 0.00946 | 0.01902 |
| 3.03381 | 0.00006 | 0.00008 | 0.00013 | 0.00017 | 0.00087 | 0.00045 | 0.00062 | 0.001 I 2 | 0.00807 | 0.00300 | 0.00585 | 0.01177 |
| 3.15000 | 0.00002 | 0.00004 | 0.00005 | 0.00007 | 0.0001 I | 0.00019 | 0.00027 | 0.00048 | 0.00088 | 0.00128 | 0.00 c50 | 0.00503 |
| 3.26619 | 0.00001 | 0.00001 | 0.00012 | 0.00003 | 0.00005 | 0.00008 | 0.00011 | 0.00020 | 0.00036 | 0.00053 | 0.00103 | $2.04 k 07$ |
| 3.33381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00081 | 0.00031 | ก.00060 | 6.00\%:\% |

Table 10 (continued)

|  | 2.43381 | 2.55000 | c.teris | 2.73381 | 2.85000 | 2.96619 | 3.03381 | 3.55000 | 3.46619 | 3.33381 | 3.45000 | 3.56619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.00001 | 0.00001 | 0.00001 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00090 | 0.00000 | 0.00000 | 0.60000 |
| 0.15000 | 0.00017 | 0.00013 | 0.00011 | 0.00009 | 0.00007 | 0.00006 | 0.00005 | 0.00004 | 0.00003 | 0.00000 | 0.00000 | 0.00000 |
| 0.26619 | 0.00054 | 0.00044 | 0.00033 | 0.00031 | 0.00024 | 0.00019 | 0.00017 | 0.00013 | 0.00010 | 0.00000 | 0.00000 | 0.00000 |
| 0.33381 | 0.00888 | 0.00071 | 0.00057 | 0.00050 | 0.00039 | 0.00031 | 0.0007 | 0.00021 | 0.00016 | 0.00000 | 0.00000 | 0.00000 |
| 0.45000 | O. 00369 | 0.00136 | 0.00109 | 0.00096 | 0.00076 | 0.00059 | 0.00052 | 0.00040 | 0.00031 | 0.00000 | 0.00000 | 0.00000 |
| $0.56 \% 19$ | c.0689 | 0.0023 | 0.00186 | 0.00163 | 0.00129 | 0.00101 | 0.00088 | 0.00068 | 0.00053 | 0.10000 | $0.000 \times 0$ | 0.00000 |
| 0.63381 | 0.00362 | n. 00307 | C.00646 | c.00415 | 0.00170 | 0.0139 | 0.00116 | 0.00050 | U.c0070 | 0. 100060 | 0.00046 | 0.90035 |
| 0.75000 | $0 . \operatorname{cosec} 2$ | 0.00476 | 0.00380 | 0.00333 | 0.00263 | 0.00807 | c.00179 | 0.00139 | D.00103 | 0.00093 | 0.00071 | 0.00054 |
| c.f6GIS | 0.00886 | 0.00713 | 0.00569 | 0.00497 | 0.00393 | 0.00108 | 0.00667 | 0.00008 | 0.00161 | 0.00138 | 0.00106 | 0.00081 |
| 0.13 er | 0.01109 | 0.00691 | n.0071I | 0.00621 | 0.00491 | 0.00385 | 0.00334 | 0.00260 | 0.0401 | 0.00173 | 0.00193 | 0.00101 |
| 1.05000 | 0.01609 | n.nteg | 0.01049 | 0.00kg9 | 0.00710 | 0.00557 | 0.1048 | 0.00375 | 0.0041 | c.0as0 | 0.0019\% | 0.0146 |
| 1. 16619 | 0.02305 | 0.01246 | 0.01471 | 0.01284 | 0.01013 | 0.00795 | ก.006k9 | 0.00536 | 0.00415 | 0.00357 | 0.00874 | 0.0409 |
| 1. We! | 0.0480 | 0.6265 | 0.01803 | 0.01574 | 0.01242 | 0.00974 | 0.00643 | 0.00656 | 0.00504 | ¢.004.77 | 0.cni3) | $0.00 \times 57$ |
| : 15600 | C.040\% | ก.03:99 | ก. $<2544$ | 0.0.cal | 0.01750 | 0.01373 | 0.01189 | ก.009\%5 | 0.00716 | 4.00616 | 0.00473 | 0.0016 |
| 1.4bric | 0.7563\% | ก. 04494 | 0.03570 | 0.03114 | 0.02456 | 0.01925 | 0.01867 | 0.014.97 | 0.01005 | 0.00864 | 0.00665 | 0.00509 |
| L.ts, ${ }^{\text {a }}$ ! | 0.06855 | 0.05469 | 0. 04340 | $0.037 \mathrm{H6}$ | ก. 20984 | 0.00399 |  | 0.01577 | 0.0icer | $0.0 \div 051$ | 0.00204 | C.mero |
| 1.65con | 0.00582 | 0.07634 | 0. 66052 | 0.05<78 | 0.04158 | 0.6361 | 0.0ヶ4e4 | 0.02198 | 0.01704 | 0.01466 | 0.01128 | 0.00665 |
| 1. 76814 | $0.133{ }^{4}$ | 0.10622 | 0.08418 | 0.07316 | 0.05777 | 0.04531 | 0.03926 | 0.03057 | c.08371 | 0.20040 | 0.01571 | D.0.col |
| 1.89381 | 0.16194 | C. 12456 | 0.1014 L | 0.08877 | 0.06947 | 0.05480 | 2.04749 | 0.03699 | 0.80870 | 0.00472 | 0.01904 | 6.197461 |
| 1.55000 | 0.28416 | 0.17847 | 0.14053 | $0.12<79$ | 0.05666 | 0.07568 | 0.0657e | 0.05126 | 11.03979 | 0.03429 | 0.126644 | 0.02032 |
| 2.04619 | 0. 30967 | 0.24568 | 0.19493 | 0.16842 | 0.13339 | 0.10463 | 0.nome | 0.07078 | 0.05506 | $0.04 / 745$ | 0.03665 | 0.68818 |
| 2.13381 | 0.37320 | 0.45590 | 0.23446 | 0.20450 | 0.16061 | 0.12607 | 0.10930 | 0.085 34 | 0.08640 | 0.05789 | $0.044<8$ | 0.04410 |
| C. 25000 | 0.51224 | 0.40603 | 0.32102 | 0.c8012 | 0.22036 | 0.17108 | 0.15019 | 0.11735 | 0.09142 | 0.07854 | 0.06112 | 0.04715 |
| 2.16619 | 0.69810 | 0.55422 | 0.43826 | 0. 18192 | 0.30149 | 0.25669 | 0.20551 | 0.16087 | 0.12547 | 0.10843 | 0.08416 | 0.06505 |
| 2.43381 | c.83559 | 0.66119 | $0.5<408$ | 0.4567, | 0.36012 | 0.28386 | 0.64616 | 0.19285 | 0.15059 | 0.13ck | 0.10119 | 0.07497 |
| 2.55000 | 0.42619 | 0.89365 | 0.70681 | 0.61779 | 0.48784 | 0.18432 | 0.33480 | 0.26236 | 0.20531 | 0.17784 | 0.13345 | 0.10745 |
| 2.66619 | 0.21063 | 0.44070 | 0.94899 | 0.82394 | 0.65601 | 0.51802 | 0.45100 | 0.35545 | $0 .<7845$ | 0.24149 | 0.18854 | 0.14675 |
| 2.73381 | 0.13735 | 0.28820 | 0.61652 | 0.97938 | 0.7754 I | 0.61422 | 0.53511 | 0.42160 | 0.33148 | 0.28776 | 0. $2<5516$ | 0.17551 |
| 2.85000 | 0.06413 | 0.15478 | 0.29069 | 0.45920 | 1.088I8 | 0.61415 | 0.71114 | 0.56369 | 0.44515 | 0.38740 | 0.30366 | 0.43759 |
| 2.96619 | 0.68899 | 0. 16090 | 0.13165 | 0.20863 | 0.46696 | 1.07249 | 0.94021 | 0.74643 | 0.59099 | 0.51533 | 0.47709 | 0.35540 |
| 3.03981 | 0.01793 | 0.03783 | 0.00174 | 0.12961 | 0.49168 | 0.67048 | 1.05614 | 0.87315 | 0.69436 | 0.60636 | 0.48063 | 0.37793 |
| 3.15000 | 0.00767 | 0.01618 | 0.03515 | 0.05572 | 0.1258I | 0.29046 | 0.47645 | I.1307 | 0.90588 | 0.79477 | 0.63178 | 0.50155 |
| 3.26619 | 0.00317 | 0.00670 | 0.01457 | 0.0318 | 0.05255 | 0.12165 | 0.20042 | 0.47918 | I. 16531 | 1.02648 | $0.8 \lll 52$ | 0.65594 |
| 3.33381 | 0.00186 | 0.00395 | 0.00860 | 0.01369 | 0.03113 | 0.07219 | 0.11911 | 0.28612 | 0.69859 | 1.18195 | 0.95167 | 0.76313 |
| 3.45000 | 0.00073 | 0.00155 | 0.00338 | 0.00540 | $0.01<189$ | 0.02873 | 0.04753 | 0.11460 | 0.28206 | 0.47952 | 1.20696 | 0.57685 |
| 3.56619 | 0.00028 | 0.00059 | 0.00129 | 0.00006 | 0.00470 | 0.01102 | 0.01828 | 0.04447 | 0.10994 | 0.18795 | 0.47747 | 1.č2761 |
| 3.63381 | 0.00000 | 0.00033 | 0.00072 | 0.00116 | 0.00665 | 0.00622 | 0.01031 | 0.04521 | 0.06256 | 0.10719 | 0.67392 | 0.70868 |
| 3.75000 | -" - | 0.00012 | 0.00026 | 0.00042 | 0.00096 | 0.00226 | 0.00377 | 0.00924 | 0.02315 | 0.03984 | 0.10243 | 0.66787 |
| 3.86619 |  | 0.00004 | 0.00009 | 0.00015 | 0.00034 | 0.00080 | 0.00133 | 0.00328 | 0.00825 | 0.01425 | 0.03707 | 0.09762 |
| 3.93381 |  | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00043 | 0.00072 | 0.00177 | 0.00446 | 0.00772 | 0.02013 | 0.65338 |
| 4.05000 |  | -" | $\cdots$ | - - - | -" - | 0.00014 | 0.00024 | 0.00059 | 0.00151 | 0.00462 | 0.00688 | 0.0184 I |
| 4.16619 |  | - " - | -"- | - " - | - "- | 0.00005 | 0.00008 | 0.00019 | 0.00049 | 0.00086 | $0.0725^{\prime}$ | 0.00613 |
| 4.23381 | - " - | -"- |  | - " | -" - | 0.00000 | 0.00000 | 0.00000 | 0.00025 | 0.00044 | 0.00117 | 0.00318 |


|  | 3.63381 | 3.75000 | 3.86619 | 3.93381 | 4.05000 | 4.16519 | 4.2338I | 4.35000 | 4.46619 | 4.53381 | 4.65000 | 4.76619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\therefore 3301$ | $0.00<19$ | 0.00166 | 0.00125 | C.col06 | 0.00079 | 0.00069 | 0.00049 | 0.00060 | 0.00000 | 0.00000 | 4, 00000 | 0.00000 |
| 1.35000 | 0.00308 | 0.1234 | 0.00177 | 0.00150 | 0.00112 | 0.00084 | 0.00070 | 0.00000 | 0.00000 | 0.00000 | 0.0000 | 0.00000 |
| 1.46619 | $0 . \mathrm{CO4} 34$ | 0.00330 | 0.00249 | $0.006 I I$ | 0.00158 | 0.00118 | 0.00099 | 0.00000 | 0.00000 | 0.00000 | 0.00010 | 0.00000 |
| I.5338I | $0.005 c^{\circ}$ | 0.00412 | 0.00104 | 0.00858 | 0.00193 | 0.00144 | 0.00121 | 0.00090 | 0.00066 | 0.00055 | 0.00040 | 0.00000 |
| 1.65. , | 0.00739 | 0.00562 | 0.00426 | 0.00061 | 0.00271 | 0.00203 | 0.00171 | 0.00127 | 0.00093 | 0.00078 | 0.00057 | 0.00000 |
| 1.76619 | 0.01031 | 0.00785 | 0.00595 | 0.00506 | 0.00380 | 0.00285 | 0.00440 | 0.00178 | 0.00132 | 0.00110 | 0.0008I | 0.00000 |
| I. 83381 | 0.01251 | 0.00953 | 0.00723 | 0.00615 | 0.00463 | 0.00347 | 0.00292 | 0.00618 | 0.00161 | 0.00135 | 0.00099 | 0.00072 |
| I. 95000 | 0.01739 | 0.01328 | 0.01009 | 0.00858 | 0.00648 | 0.00486 | 0.004 II | 0.00306 | 0.00227 | 0.00190 | 0. X)I40 | 0.00108 |
| 2.06619 | 0.02415 | 0.01846 | 0.01406 | 0.01197 | 0.00905 | 0.00681 | 0.00575 | 0.00430 | 0.00319 | 0.00268 | 0.00198 | 0.00145 |
| 2.13381 | 0.02921 | 0.02236 | 0.01704 | $0.0145{ }^{2}$ | 0.01098 | 0.00827 | 0.00700 | 0.00523 | 0.00389 | 0.00327 | 0.0024 I | 9.00177 |
| 2.25000 | 0.04047 | 0.03101 | 0.02367 | 0.02000 | 0.01532 | 0.01156 | 0.00980 | 0.00734 | 0.00547 | 0.00460 | 0.00341 | $0.00<51$ |
| 2.36619 | 0.05591 | 0.04295 | 0.03283 | 0.02804 | 0.02132 | 0.01613 | 0.01369 | 0.01028 | 0.00769 | 0.00647 | 0.00480 | C.00354 |
| 2.43381 | 0.06736 | 0.05181 | 0.03968 | 0.03392 | 0.04582 | 0.01957 | 0.01662 | 0.01250 | 0.00936 | 0.00789 | 0.00586 | 0.00433 |
| 2.55000 | 0.09259 | 0.07139 | 0.05484 | 0.04692 | 0.03582 | 0.06722 | 0.02315 | 0.01747 | 0.01312 | 0.01108 | 0.00825 | 0.00612 |
| 2.66619 | 0.12663 | $0.098 ¢$ | 0.07551 | 0.06474 | 0.04953 | 0.03775 | 0.03218 | 0. 04436 | 0.01834 | 0.01553 | 0.01160 | 0.00863 |
| 2.73381 | 0.15162 | 0.11757 | 0.09076 | 0.07794 | 0.05977 | 0.04561 | 0.03891 | 0.02952 | 0.00228 | 0.01887 | 0.01414 | 0.01053 |
| 2.89000 | 0.20567 | 0.16001 | 0.12409 | 0.10682 | 0.08214 | 0.06294 | 0.05380 | 0.04094 | 0.03103 | 0.04634 | 0.01979 | 0.01481 |
| 2.966I9 | $0 .<7719$ | 0.21655 | 0.16857 | 0.14544 | 0.11242 | 0.08651 | 0.074 II | 0.05660 | 0.0430 | 0.03663 | 0.04765 | 0.00076 |
| 3.03381 | 0.32850 | 0.25745 | 0.20086 | 0.17357 | 0.13461 | 0.10384 | 0.08908 | 0.06819 | 0.05199 | 0.04431 | 0.03352 | 0.045 ča |
| 3.15000 | 0.43736 | $0.34 \sim \sim 8$ | 0.26993 | 0.23384 | 0.18423 | 0.14140 | 0.12162 | 0.09359 | 0.07164 | 0.06120 | 0.04652 | 0.03517 |
| 3.26619 | 0.57404 | 0.45591 | 0.35929 | 0.31246 | 0.24481 | 0.19098 | 0.16493 | 0.12758 | 0.09822 | 0.00409 | 0.06421 | 0.04880 |
| 3.33381 | 0.66940 | 0.53384 | 0.42227 | 0. 36811 | 0.28950 | 0.2<664 | 0.19611 | 0.15237 | 0.11755 | 0.10096 | 0.07728 | 0.05890 |
| 3.45000 | 0.86194 | 0.69159 | 0.55332 | 0.48340 | 0. 34.309 | 0.30189 | 0.26822 | 0.10493 | 0.15933 | 0.13728 | C. 10576 | 0.0809 |
| 3.56619 | 1.09000 | 0.88405 | 0.71227 | 0.62658 | 0.50064 | 0.39785 | 0.34714 | 0.27325 | 0. 21397 | 0.18501 | 0.14355 | 0.11068 |
| 3.63381 | 1.23772 | 1.01093 | 0.8201 I | 0.72376 | 0.58257 | 0.46434 | 0.40638 | 0.32139 | 5.25479 | 0.61524 | 0.17074 | $0.13<18$ |
| 3.75000 | 0.47113 | 1.25196 | I.02896 | 0.91475 | 0.74245 | 0.60006 | 0.52695 | 0.42071 | 0.33363 | 0.69065 | $0.2 c t i 4$ | 0.17851 |
| 3.86619 | 0.17287 | 0.46541 | I. 26250 | I. 13274 | 0.93142 | 0.75983 | 0.67395 | 0.54280 | 0.43481 | 0.38097 | $0.301 \% 3$ | 0.63740 |
| 3.93381 | 0.09484 | 0.25720 | 0.70414 | I. 26704 | 1.05230 | 0.86538 | 0.76947 | 0.62610 | 0.50376 | 0.44277 | 0.35277 | 0.67919 |
| 4.05000 | $0.03<94$ | 0.09009 | 0.24988 | 0.45415 | I. 27631 | 工. 06386 | 0.95388 | 0.78467 | 0.64152 | 0.56669 | 0.45653 | 0.3648 I |
| 4.16619 | 0.01100 | 0.0305 I | 0.08542 | 0.15650 | 0.44580 | I. 27465 | I. 15466 | 0.96566 | 0.79880 | 0.71370 | 0.58103 | 0.46986 |
| 4.23381 | 0.00572 | 0.01593 | 0.04506 | 0.08476 | 0.23771 | 0.68667 | 1.27477 | 1. 07764 | 0.89983 | 0.80640 | 0.66424 | 0.54015 |
| 4.35000 | 0.00181 | 0.00579 | 0.01452 | 0.02694 | 0.07823 | 0.22975 | 0.43153 | I. 27305 | I. 08374 | 0.980 | 0.81849 | 0.67753 |
| 4.46619 | 0.0 K055 | 0.00157 | 0.00452 | 0.00842 | 0.02485 | 0.07385 | 0.13988 | 0.42 III | I. 26914 | I. 15s:cd | 0.58815 | ก.8<937 |
| 4.53381 | 0.00027 | 0.00078 | $0.00<25$ | 0.00421 | 0.01250 | 0.03756 | 0.07136 | 0.21692 | 0.65984 | 1.c6596 | I. 08957 | 0.9242 I |
| 4.65000 | 0.00008 | 0.00023 | 0.00066 | 0.00125 | 0.00374 | 0.01135 | $0.0<181$ | 0.06719 | 0.20875 | 0.40440 | 1.45910 | 1.09109 |
| 4.76619 | 0.00002 | 0.00006 | 0.00019 | 0.00036 | 0.00108 | 0.00331 | 0.00640 | 0.02006 | 0.06318 | 0.12369 | 0.39343 | 1.25070 |
| 4.83381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00051 | 0.00159 | 0.00308 | 0.00972 | 0.03101 | $0.0609 \%$ | 0.19588 | $0.6<927$ |
| 4.95000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00014 | 0.00044 | 0.09085 | $0.00 \mathrm{k73}$ | 0.00888 | 0.01751 | 0.05717 | 0.18784 |
| 5.06619 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 3.00004 | 0.00012 | 0.00023 | 0.00074 | 0.00241 | 0.00488 | 0.01602 | 0.05358 |
| 5.13381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00034 | 0.001 II | 0.00224 | 0.00750 | 0.02539 |

Table 11 Table of the function $f_{o}\left(x, x_{o}\right)$ for graphite, $T=300^{\circ} \mathrm{K}$.


Table 11 (continued)


Table 12 Table of the function $g_{1 \text { is }}\left(x_{o}-\mathrm{x}\right)$ for graphite， $\mathrm{T}=300^{\circ} \mathrm{K}$ ．

|  | 0.03381 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.63381 | 0.75000 | 0.86619 | 0.93381 | 1． 05000 | 1． 16619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 |
| 0.15000 | －0．00014 | －0．00015 | －0．00014 | －0．00014 | －0．00013 | －0．00012 | －0．00011 | －0．00010 | －0．00009 | －0．00009 | －0．00007 | －0．00006 |
| 0.26619 | －0．00073 | －0．00075 | －0．00081 | －0．00079 | －0．00074 | －0．00068 | －0，00066 | －0．00059 | －0．0005 | －0．00050 | －0．00043 | －0．00037 |
| 0.33381 | －0．00135 | －0．00140 | －0．00149 | －0．00158 | －0．00149 | －0．00138 | －0．00［30 | －0．00119 | －0．00106 | －0．00098 | －0．00085 | －0．00074 |
| 0.45000 | －0．00285 | －0．00294 | －0．00312 | －0．00934 | －0．00379 | －0．00353 | －0．00334 | －0．00302 | －0．00869 | －0．00650 | －0．00218 | －0．00187 |
| 0.56619 | －0．00468 | －0．00479 | －0．00510 | －0．00547 | －0．006 ${ }^{5}$ | －0．00736 | －0．00700 | －0．00632 | －0．00563 | －0．00522 | －0．00455 | －0．0039 |
| 0.63381 | －0．00575 | －0．00593 | －0．00636 | －0．0066 ${ }^{+}$ | －0．00765 | －0．00905 | －0．01012 | －0．00914 | －0．00816 | －0．00758 | －0．00660 | －0．00568 |
| 0.75000 | －0．00714 | －0．00155 | －0．00808 | －0．00859 | －0．00976 | －0．01553 | －0．01／96 | －0．01618 | －0．01442 | －0．01313 | －0．01165 | －0．01003 |
| 0.86619 | －0．00833 | －0．00859 | －0．0092． | －0．00974 | －0．01109 | －0．01313 | －0．01470 | －0．0184I | －0．00388 | －0．0ce＜5 | －0．01938 | －0．01663 |
| 0.03381 | －0．00859 | －0．00885 | －0，00948 | －0．01005 | －0．01544 | －0．01350 | －0．01516 | －0．01888 | －0．c2469 | －0．02910 | －0．0654） | －0．02185 |
| 1.05000 | －0．00844 | －0．00870 | －0．00c32 | －0．00988 | －0．011／4 | －0．0Ljc8 | －0．01490 | －0．01863 | －11．0．427 | －0．024\％1 | －0．03926 | －9．03je6 |
| I．16619 | －0．00769 | －0．00／9く | －0．00644 | －0．00899 | －0．01024 | －0．01210 | － 0.01357 | －0．01699 | －0．0206 | －0．06612 | －n．esses | －0．05\％1 |
| 1.2318 I | －0．00705 | －0．00727 | －0．00778 | －0．00825 | －0．009 19 | －0．01110 | －0．01＜44 | －0．05559 | －0． $20 \times 4$ | －n．＜＜305 | －0．03277 | －0．14640 |
| 1.35000 | － 0.00578 | －0．00596 | －0．00630 | －0．00676 | －0．00769 | －0．00909 | －0．01019 | －0．01278 | －0．01059 | －r．01964 | －0．06695 | －1． 3415 |
| 1.46619 | －0．00447 | －0．00466 | －0．00494 | －0．005kc | －0．00595 | －0．00703 | －0．00788 | －0．00987 | －0．01／8I | －0．01517 | －0．0cobs | －1．0005 |
| 1.53585 | －0．00 175 | －0．00387 | －c．00415 | －0．00439 | －0．00500 | $-0.00590$ | －0．00t61 | －0．008\％ 8 | －0．01176 | － 11.01273 | －0．017485 | －n．1040： |
| $\therefore .05000$ | －0．00＜66 | －0．00＜74 | －0．0065 | －0．00312 | －0．00355 | －0．104 0 | －0，00470 | －0．00599 | －0．00764 | －9．00905 | －18．0ict ${ }^{2}$ | －0．0．56） |
| 1．16619 | －0．00180 | －0．00186 | －0．00199 | －0．00¢ II | －0．00＜40 | －0．00k84 | －9．003IC | －0．0095 | －0．00， 18 | －0．00613 | －0．00k ${ }^{\text {d }}$ | －0．11． 114 |
| 1.83181 | －0．00141 | －0．00145 | －0．00150 | －0．00165 | －0．001 67 | $-0.00 \mathrm{kll}$ | －0．00248 | －0．00310 | －0．00405 | －0．00479 | －0．00657 | －0．00ra ${ }^{\text {c }}$ |
| 1.95000 | －0．00069 | －0．00092 | －0．00098 | －0． COLO | －0．00118 | －0．00140 | －0．00156 | －0．00196 | －0．0055 | －0．0010 | －0．00415 | －0．0050 |
| 2.06619 | $-0.00054$ | －0．00055 | －0．00059 | －0．00063 | 0.00071 | －0．000t4 | －0．0005 5 | －0．milo | －0．00154 | －0．00183 | －0．006： | －． 00 法 |
| 6.13981 | $-0.00139$ | －0．0004 I | －0．0004 3 | －0． 00046 | －0．0005 | －0．000）x | － 0.00069 | －1．0nots | － 0.000 L | －0．00134 | －0．00．14 | －．0reta |
| C．45000 | －0．000k | －0．00023 | －0．00065 | －n．000＜6 | －0．00030 | －0．00035 | －0．00039 | － 1.00000 | －n． 000004 | －0．00076 | －r．00： | －0．00145 |
| C． 36619 | －0．00cIL | － 5.00013 | －0．00014 | －0．000：4 | －0．00nI6 | －c．000： | －．，0002\％ | －0．00067 | －9．00035 | －0．0004 | －0．00以 | $-6.000 \times 5$ |
| c．4338I | －0．00008 | －riocous | －0．00009 | －0．00010 | －0．00011 | －C．000］ | －n．0005 | －r．000： | －18．10024 | －0．00ces | $-0.0000$ | －0．0006 7 |
| $<.55000$ | －0．00004 | －0．00005 | －0．00005 | －0．00005 | －0．00006 | －0．00607 | －0．0000s | － 0.00010 | －0．0001s | －0．000： 5 | －0．000 $\times 1$ | －0．00k6 |
| 4.66619 | －0．0000 | －0．000\％ | －0．00002 | －0．00003 | －0．00003 | －0．00003 | －0．00004 | －0．00005 | －0．00006 | －c．006\％ | －0．00020 | － 1.0 （k）15 |
| c．73381 | －0．00001 | －0，0000I | －0．6004 | －0．00062 | －0．00002 | －0．00062 | －0．00003 | －0．00063 | －0．00004 | －0．00005 | －0．00001 | －0．00010 |
| 4.85000 | －0．00001 | －0．0000I | －0．600rs | －0．00001 | －0．000NI | －r． 10000 | －n．00001 | －0．0000 | －0．00002 | －0．000 | －0．10030 | －0．ermoos |
| 2.96619 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | －0．00001 | －0．00001 | －0．00001 | －0．0000I | －0．mond | －0．000k |
|  |  |  |  |  |  |  | 9．00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.0000 |


| $x{ }^{20}$ | 1.23381 | 1.35000 | 1.46619 | I． 53381 | 1.65000 | 1.76619 | I．R338I | 1.95000 | 2．06619 | 2．1332： | $2 .<5000$ | 2.36619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．00000 | －0．000010 | －0．00600 | －2．00000 | －r．$r^{-r x}$ |
| 0.15000 | －0．00006 | －0．00005 | －0，00004 | －0．00004 | －0．00003 | －0．00000 | －0．000\％ | －0．0000 | － 100001 | －0．00001 | －＂，roi | －i mact |
| 0.26619 | －0．0003 | －0．00028 | －0．00024 | －0．00c2I | －0．00018 | －0．00014 | －0，00013 | －0．00010 | －0．00008 | －0．00007 | －6．．th | －0．nel3 |
| 0.33331 | －0．00067 | －0．00057 | －0．00047 | －0．00043 | －0．00035 | －0．00029 | －0．00066 | －0．00021 | －0．00017 | －0．60015 | －0．00014 | －0．04． |
| 0.45000 | －0．00170 | －0．00144 | －0．00120 | －0．00108 | －0．00090 | －0．00073 | －0．00065 | －0．0005 | －0．00043 | －0．00038 | －0．00031 | －0．6006： |
| 0.56619 | －0．00357 | －0．00301 | －0．00252 | －0．00226 | －0．00187 | －0．00153 | －0，00136 | －0．001 II | －0．00090 | －0．00080 | －0．00064 | －0．0005i |
| 0.63381 | －0．00517 | －0．00437 | －0，00365 | －0．00328 | －0．00871 | －0．00223 | －0．00198 | －0．00161 | －0．0013 | －0．001I6 | －0．0009 | －0．00075 |
| 0.75000 | －0．00914 | －0．00772 | －0．00646 | －0．00580 | －0．00480 | －0．00394 | －0．00350 | －0．00245 | －0．0023 | －0．00204 | －0．00165 | －0．00［ 33 |
| 0.86619 | －0．01515 | －0．01281 | －0．01071 | －0．00962 | －0．00795 | －0．00653 | －0．00582 | －0．00473 | －0．00363 | －0．00339 | －0．0027 | －0．00k＇I |
| 0.93381 | －0．01989 | －0．01681 | －0．01407 | －0．01263 | －0．01043 | －0．00858 | －0．00763 | －0，0062I | －C．00504 | －0．00445 | －0．00360 | －0．00890 |
| I． 05000 | －0．03073 | －0．02605 | －0．02179 | －0．01957 | －0．01617 | －0．01328 | －0．01183 | －0．00965 | －0．00781 | －0．0069I | －0．00559 | －0．00451 |
| I． 16619 | －0．04608 | －0．03910 | －0．03276 | －0．02942 | －0．02432 | －0．01997 | －0．01777 | －0．0145I | －0．01177 | －0．01041 | －0．00842 | －0．00680 |
| 1.23381 | －0．05786 | －0．04860 | －0．04100 | －0．03686 | －0．03048 | －0．02503 | －0．0く227 | －0．01819 | －0．01479 | －0．01306 | －0．01057 | －0．00854 |
| I． 35000 | －0．04715 | －0．07074 | －0．05903 | $-0.05348$ | －0．044II | －0．03628 | －0．03229 | －0．02635 | －0．02146 | －0．01901 | －0．01537 | －0．01243 |
| I． 46619 | －0．03674 | －0．0545I | －0．0840I | －0．07574 | －0．0625I | －0．05156 | －0．04592 | －0．0375I | －0．03054 | －0．02710 | －0．0＜199 | －0．01777 |
| 1.53381 | －0．03087 | －0．04616 | －0．07079 | －0．09175 | －0．07611 | －0．06271 | －0．05589 | －0．04569 | －0．037\％ | －0．03300 | －0．02685 | －0．0．172 |
| I． 65000 | －0．02195 | －0．03275 | －0．05025 | －0．06545 | －0．10474 | －0．08668 | －0．07698 | －0．06324 | －0．05163 | －0．04583 | －0．03728 | －0．03035 |
| I． 76619 | －0．01487 | －0．0222I | －0．03418 | －0．04448 | －0．07148 | －0．11696 | －0．10461 | －0．00588 | －0．07038 | －0．06257． | －0．05105 | －0．04166 |
| 5.83381 | －0．01161 | －0．01735 | －0．02671 | －0．03478 | －0．05570 | －0．09179 | －0．12353 | －0．10175 | －0．08354 | －0．07439 | －0．0608I | －0．04965 |
| 1.95000 | －0．00734 | －0．01096 | －0．01690 | －0，02203 | －0．03545 | －0．05837 | －0．07862 | －0．13361 | －0．11023 | －0．09846 | －0．08095 | －0．06640 |
| 2.06619 | －0．00445 | －0．00666 | －0．01026 | －0．01339 | －0．00159 | －0．03569 | －0．04828 | －0．08223 | －0．14182 | －0．12723 | －0．10534 | －0．08703 |
| 2.13381 | －0．00326 | －0．00489 | －0．00755 | －0．00384 | －0．01589 | －0．02631 | －0．03564 | －0．06000 | －0．10548 | －0．14560 | －0．12095 | －0．10069 |
| 2.25000 | －0．00186 | －0．00779 | －0．00432 | －0．00564 | －0．00911 | －0．01512 | －0．00053 | －0．03527 | －0．06153 | －0．00521 | －0．15018 | －0．12615 |
| 2.36619 | －0．00102 | －0．00153 | －0．00237 | －0．00310 | －0．00504 | －0．00839 | －0．01140 | －0．01968 | －0．03458 | －0．04825 | －0．08584 | －0．15213 |
| 2.43381 | －0．00071 | －0．00106 | －0．00165 | －0．00216 | －0．00350 | －0．00586 | －0．00798 | －0．01379 | －0．0243I | －0．03405 | －0．06095 | －0．10941 |
| 2.55000 | －0．00037 | －0．0005 | －C．00086 | －0．001 12 | －0．00183 | －0．00306 | －0．00419 | －0．00729 | －0．01291 | －0．01816 | －0．03295 | －0．05993 |
| 2.66619 | －0．00018 | －0．00028 | －0．00043 | －0．00057 | －0．00092 | －0．00155 | －0．00212 | －0．00370 | －0．00663 | －0．00935 | －0．01714 | －0．03165 |
| 2.73381 | －0．00012 | －0．00018 | －0，000＜8 | －0．00037 | －0．0006I | －0．00103 | －0．00141 | －0．00246 | －0．00442 | －0．00627 | －0．01152 | －0．W144 |
| 2.85000 | －0．00006 | －0．00009 | －0．00014 | －0．00018 | －0．00029 | －0．00049 | －0．00067 | －0．00119 | －0．00214 | －0．00304 | －0．00567 | －0．01067 |
| 2.96619 | －0．00003 | －0．00004 | －0．00006 | －0．00008 | －0．00013 | －0．000k3 | －0．0003I | －0．0005 | －0．00100 | －0．00143 | －0．00268 | －0．0051／ |
| 3.03381 | 0.00000 | －0．000\％ | －0．00004 | －0．00005 | －0．00008 | －0．00014 | －0，00020 | －0．00035 | －0．00063 | －0．00091 | －0．0017i | －0．00327 |
| 3.15000 | －＊－ | －0．0000I | －0．00002 | －0．00002 | －0．00004 | －0．00006 | －0．00009 | －0．00055 | －0．00028 | －0．00040 | －0．00076 | －0．00148 |
| 3．26619 |  | －0．00000 | －0．0000 | －0．0000I | －0．00002 | －0．00003 | －0，0000 | －0．00007 | －0．00052 | －0．00017 | －0．00033 | －0．00064 |
| 3.33381 | － | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | －0．00004 | －0．00007 | －0，00010 | －0．0060 | －0．00039 |

Table 12 (continued)

|  | 2.43301 | 6.55000 | c.e6CIS | C.13 | C.t500 | . 619 | 3.114 | $\cdots$ | rueto | 1.33* | - ${ }^{6}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| r.03 81 | -c.eonon | -C.00020 | -0.00000 | - 2.00 cm | -1. $31 \times$ | - o cno | -n.cren | - rir | - Mmmo | -1.mand | - arrer |  |
| r.15000 | -r.ement | -r.00not | -c.orne | -0.corsm | -. 4 | - and | -c.rori | -r.comor | - incono | - .mar |  |  |
| - rofir | - -10004 | -r.00003 | -0.coms | - .onere | -r. | $r^{2}$ | -r. 1000 | - .rens | - ? onorar | -riorme | - |  |
| r.j3sit | -c. 0000 | -1.090m | -c.onoce | -. mores | -C. (* | 1a | -n.nrmos | - .omar | - - mone | -n.ammer | (rher | - $1 \times$ |
| r.4.4mr | -r.omer | -2.00My | -0. $\mathrm{MO}^{4}$ | O. $0^{(x) \cdot}$ 's | -n. $n$ | - | 4 | - 0 mens | - .mond | -n.0mo x | - | mr |
|  | -n.mer | -0.000 77 | -0.mma | - miner | - 0 ar | - . ? | -n.mol4 | -0.000.5 | $-\cos$ | ก.9า\% | - . mm |  |
|  | - .once | -0.000s, | -.$- \mathrm{ran}_{4}$ | - rasto | -.rr | $\times 1$. | - rrar | -n en | -r. | -.i | - |  |
| c ang | - .in 7 | -r.muna | -1.0.9075 | - - crat |  | - *(mach | . rrif | -r.treer |  | . ${ }^{\prime}$ | $\bullet$ |  |
| $\cdots+c$ | -rior 1 | -n.mish | -r.mide | - . | -. 1 d | 47 | - | - . viar | -r $n$ an | -. ${ }^{\text {er }}$ | - |  |
| - ${ }^{\text {a }} 1$ | -3.0456 | -r.rueof | $-r$ E |  | - | $\cdots$ | - $\mathrm{cax}^{2}$ | -r.onves | rer | 1.3 | - . ${ }^{*}$ |  |
| 1.0501 | -0.00357 | -. - $^{\text {coser }}$ |  | -. $\mathrm{r}_{*}$ | -r |  | -.r $r^{\circ}$ | -r.error | .rro | - . v | - | - |
| . $+6 \mathrm{I}^{\circ}$ | -1.005cs | - -0.004. | $-1.83$ | 人; | - | $\cdots 7$ | $n \sim_{0} c_{0}$ | -r.orr | - . ${ }^{14}$ | - 1 | - ' | - ' |
| .63*I | -n.00753 | - 0.00 Om | -r.neram | -1 wor ${ }^{\text {r }}$ | $\ldots$ |  | mer | -n mior | -.mer | - r | - |  |
| .$^{3}(16)$ | -C.01097 | -0.006814 | - ¢. Mri | -.circ | (1) | 4 Cl | -r.00352 | -3.0nc |  |  |  |  |
| +.46. 9 | -n.01571 | -(.) 11 ce68 | -1.0) ck | -r. $\mathrm{max}^{\text {a }}$ |  | 20\% | -C. $05 x$ | -r.foracher | -r.ar | -r. $\sim$ |  |  |
| '.5395 | -n. $31 \times 1$ | -0.17553 | -0.0.0ra | -c. 1 ich |  | or a | -- noes | -r.oruce | -. Or 94 | - . |  |  |
| I.05000 | - 6.0 cex | -6).017s | -0.cr758 | -r.otss |  | nos | -r.onyes | -n.0rer | - . $C^{5}+$ r | 'r' | , |  |
| I. 7861 c | -. .0366 | - 3.0.999 | -0.104 92 | -0.0455 | - 6 | 4 k | -n.012 5 | - .onersor | d | - ${ }^{*}$ | - | - |
| .631el | - 0.0441 | -1.03500 | -0.0991 | -r. $r^{2}+7$ | - | - , | -. $0^{\text {r }}{ }^{\text {c }}$ | -r.012) | -0.) ${ }^{-1}$ | -. 6 (1044 | ir | - |
| 1.55000 | -0.06: ${ }^{\text {- }}$ | - -0.01450 | -0.03053 |  |  |  | - atiri | -2.r $e^{\text {c.t }}$ | -r.t | -. 011 | - 1 | - . ${ }^{\text {r }}$ |
| c.chila | $-1.4780$ | 064 no | -0.05c80 | $-1.9480$ | - | . 177 | - . x7Re |  | -r.017 | . ${ }^{\text {a }}$ | - |  |
| , 13391 | -0.600\% | -. 0.076 | - 0 C6174 | 155.4 | - . | -r 3716 | $-0^{-r+1)}$ | -0, $\alpha+87$ | -. $\mathrm{Cl}_{1}$ | -. 1. |  |  |
| 2.05000 | -C.11:0 | - -1.055 | -0. ${ }^{\text {c/ugs }}$ |  | -2.4 | -n 4. 4 | -3.04381 | -9.135\%4\% | - - ux | - . $\mathrm{Cr}^{\text {cra }}$ | - $r_{8}$ | f |
| t. 360.19 | -0.13c10 | -7.1900 | -r.10010 | -. $x$ x ${ }^{*}$ | -. $07{ }^{+} 4$ | - . 0314 | - ). U571. | $-0.0412 \mathrm{~cm}$ | -0.04 ${ }^{\text {cos }}$ | 34 t | - ${ }^{\text {c }}$ | -r.cke, |
| 6.418 HT | -0.15<00 | -r.17min |  | -C.IQs | -1.9687 | -. ${ }^{+1} 34$ | -n.0617 | -r. 5501 | -r.n | -. $\mathrm{r}_{4}$ ( k | 336 | - - . 2.70 x |
| -. $550 \mathrm{~m}(6)$ | -0.064~8 | -?. 4930 | -0.1360t | - - $\mathrm{s}_{\text {cosel }}$ | -01060 | - $0.0{ }^{1}(4)$ | -n never | $-0.07 x^{c}$ | -i.cose 1 |  | - CH | -. $0^{25}$ |
| $2.646^{\text {TG }}$ | -0.04518 | -0.08235 | - .1 .14 .396 | -0.13476 | -0.123. | - .1res | -0.100\% 9 | -0.046\% | 9.ctalf | $-3 \mathrm{mex}$ | -. 'f ${ }^{\text {c }}$ | O. $0_{2+}+$ ( |
| 2.73301 | -r.03061 | -0.05701 | -0.10006 | -0. ${ }^{\text {P }} 3954$ | -0.13r 4 | -0) 176 | -r.il019 | -1).0955s | -n.003) | -3.97670 | .664 | c+3c |
| 2.85000 | - 0.01547 | - 2.094 | -0.05456 | -v. $\% 7$ | -0.1.974 |  | -0. $124^{6} 4$ | -0.11182 | - ).1no 3 | -1.mes ${ }^{-105}$ | (tic | -u. ${ }^{\text {chest }}$ |
| c.96019 | -C.00749 | -0.0144 | -0. 0.765 | -0.04002 | -0.m7.47 | -0.1174 |  | -0.11996 | -0.1139 | -r.117,0 | -f. $956 c^{\circ}$ | - 211 |
| 3.03381 | -0.004882 | -0.00937 | -0.01823 | -0.2F69 | -0.04992 | -0.01848s | -0.92366 | -?.11744 | -0.116/3 | -r.tisj | -. 10442 | -C.0 if I |
| 3.15000 | -0.00219 | -0.00433 | -0.00860 | -n.cicec | -0.00496 | -0,04668 | -7.06409 | -r.09274 | -6.2088 | -n. 376 | -1. 133 | -n.106, |
| 3.66610 | -0.00096 | -0.0n10 | -0.00989 | -0.00\% 57 | - 0 Clise | -1.0 - $2 \times 8$ | -r.0,3ra | -0.05756 | -0.074 22 | -n.crnch | -r.achr | -. 12065 |
| $3.3338{ }^{\text {T }}$ | -0.00068 | -0.00117 | - -.00440 | -r.00165 | -0.00747 | -0.01903 | -1).0.céc | -11.04096 | -0.06171 | -0.06. 53 | -0.055 0 | -5. $0^{4} 40$ |
| 3.45000 | -0.0062 4 | -0.00049 | -0.00105 | -0.00155 | $-0.003<7$ | -0.00680 | -n.cro34 | -0.00055 | -0.05730 | -0.04791 | -0.04119 | -0.00417 |
| 3.56619 | -0.00010 | -0.00020 | -0.00641 | -0.00064 | -c.00136 | -0.0692 | -0.00453 | -0.00946 | -n.01E8 | -0.02695 | -0.04114 | -0.01943 |
| 3.63381 | -0.00005 | -1).0001 ${ }^{1}$ | -0.00024 | -000037 | -0.00080 | -0.00174 | -0.00272 | -n.00583 | - 0.01210 | -0.01793 | -5.03135 | -0.03.55 |
| 3.75000 | -0.0000 | -0.00004 | -0.00009 | -0.00014 | -0.00031 | -0.00069 | -2.00109 | -0.0re42 | -0.01588 | -0,00817 | -0.01634 | -0. 02759 |
| 3.86619 | -0.0.0001 | -0.00018 | -0.00003 | -0.00005 | -0.00012 | -0.00026 | -0.00042 | -0.00095 | -0.00216 | -0.00344 | -0.00742 | -r.01480 |
| ${ }^{3} .93381$ | +0.00000 | +0.00000 | +0.00000 | -0.00003 | -0.0000 | -0.00015 | -0.00024 | -0.00054 | -0.001<4 | -0.00<01 | -0.006:49 | -0.00049 |
| 4.05000 | - " - | - * | - | -0.0000r | -0.00002 | -0.00005 | -7.00008 | -0.00620 | -0.30046 | -0.00076 | -0.00178 | -0.00404 |
| 4.18 (19 |  | -*- |  | -0.00000 | -0.00001 | -0.00002 | -9.00003 | -0.00007 | -0.00017 | -0.00028 | -0.00067 | -0.0015k |
| 4.23381 | - * - | - ${ }^{\prime \prime}$ | - ${ }^{\text {- }}$ | +0.00000 | +0.00000 | +0.00000 | -0.00000 | -0.00004 | -0.00009 | -n.00015 | -0.90936 | $-0.0008$ |


|  | 3.6338 r | 3.75000 | 3.06615 | 3.93385 | 4.05000 | 4.16619 | 4.23181 | 4.35000 | 4.45615 | 4.53s | 4. 65000 | $4 / 6619$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.93381 | -0.cose3 | -n.0nyc | $-3 . \operatorname{con}^{14}$ | $-6 . \mathrm{CrOM}_{2}{ }^{\text {. }}$ | -0.00013 | 1.00005 | -0.00nO4 | -0.00010 | + 0.100000 | $-0.40000$ | +0. 13 | - -2 |
| $\underline{1.05000}$ | -n. 00036 | -n.00xer | -n. ©xicI | -n.00ric | -n.male | -0.0000 | -r.00007 | -n.00009 | + 620000 | -0.00000 | +0.00000 |  |
| 1.156I9 | -0.00055 | -n.0004" | -0.00032 | -r.0n029 | -0.MORE | -2.0015 | -0.00053 | -0.000\% | +0.0000\% | -0.0rro | +0.00000 | + 0.1 |
| ${ }^{\text {「. } 23381}$ | -n.00769 | -0.00053 | -0.0704: | -0.00035 | -0.00ne7 | -0.00079 | -0.00019 | -0.000\% 6 | +0.00003 | -. .60000 | +0.00018 | +2. 20.56 |
| 1.35000 | -0.00102 | -0.00079 | -0,0006I | -0.00050 | -0.00029 | -0.00029 | -0.0008 | -0.0003 | -1.00002 | -0.00000 | -0.00019 | -0.6006 |
| 1.46619 | -0.00145 | -0.00116 | -0.00090 | -0.00075 | -0.00058 | -0.00047 | -0.00041 | -0.00033 | -0.00006 | -0.00000 | -0.00ES | $+0.00390$ |
| $1.5338 t$ | -C. 00185 | -0.00144 | -0.001 12 | -0.00099 | -0.00073 | -0.00058 | -0.00050 | -0.00066 | -0.000I2 | -0.00003 | -0.00058 | $-1.0706$ |
| 1.65000 | -0.00265 | -0.00207 | -0,00159 | -0.00138 | -0.00105 | -0.00083 | -0.00072 | -0.00043 | -0. OnCia | -6.00013 | -0.00074 | -0.000 |
| 1.76619 | -0.00376 | -0.00295 | -0.00232 | -0.00197 | -0.00153 | -0.00119 | -0.00102 | -0.00666 | -0.000\% I | -0.00028 | -0.00088 | $\cdots$ |
| 1.83381 | -0.00460 | -0.00161 | -0.0028I | -0.00<42 | -0.00189 | -0.00146 | -0.00117 | -6.00024 | -?.0005 | -0.00041 | -0.0009e | -0.60.4 |
| 1.95000 | -0.00645 | -0.00508 | -0.01396 | -0.00343 | -0.00267 | -0.00201 | -0.00171 | -0.00126 | -0.000x | -0.00120 | -0.00118 | -0.00\%.9 |
| $\therefore .06619$ | -0.00895 | -0.00708 | -0.00555 | -0.00481 | -0.00373 | -0.00236 | -0.00244 | -C.n0183 | -0.00169 | -0.00156 | -0.00144 | -0.00149 |
| 2.13381 | -0.01080 | -0.00855 | -0.00674 | -0.00584 | -0.00454 | -0.0035C | -0.00304 | -0.00.02 | -1.0020I | -0.00182 | -0.00163 | -0.00164 |
| 2.25000 | -0.0148I | -0.01179 | -0.00932 | -0.008II | -0.00635 | -0.0048I | -0.00408 | -0.00340 | -0.0027I | -0.00242 | -0.00007 | -0.00195 |
| 2.36610 | -0.02010 | -0.01609 | -0.01281 | -0.014 | -0.00373 | -0.00687 | -0.00592 | -0.00458 | -0.10350 | -0,00298 | -0.002c4 | -0.0005 |
| 2.43381 | -0.02390 | -0.019.2 | -0.01534 | -0.01330 | -0.01058 | -0.00830 | -0.00718 | -n.005:5 | $-1.004<7$ | -0.00365 | -0.00275 | -0.0nIO1 |
| 2.55000 | -0.03187 | -0.02585 | -0.0.2077 | -0.01822 | -0.01418 | -0.01164 | -0.01020 | -0.mell | -3.00666 | -c.ecrse | -0.00404 | -0.00199 |
| 2.66619 | -0.04191 | -0.03428 | -0.02780 | -0.0.451 | -0.01962 | -0.01557 | -0.01356 | -1.01103 | -0.00836 | -0.007<2 | -h. 00560 | -4.0.40435 |
| 2.73381 | -0.04876 | -3.04015 | -0.03277 | -0.02899 | -0.00333 | -0.01864 | -0.01629 | -0.012c4 | -0.clons | -0.00870 | -0.00676 | -0.005<4 |
| 2.85000 | -0.06223 | -0.05203 | -0.04c98 | -0.03828 | -0.03115 | -0.0.0510 | -0.08156 | -0.0174 | 1.10377 | -0.01.195 | -0.00s32 | $-0.007 / 24$ |
| 2.96619 | -0.07744 | -0.06591 | -0.05532 | -0.04966 | -0.04089 | -0.03331 | -0.02942 | -0.0436 | ก.cle | -0.01517 | -6.01113 | -6.0970 |
| 3.03381 | -0.08650 | -0.07463 | -0.06336 | -0.05717 | -0.04755 | -0.03901 | -0.03459 | -0.0< b< | -0.cces5 | -0.01956 | -0.01380 | -0.00~5 |
| 3.15000 | -0.10LI8 | -0.0502\% | -0.0785I | -0.011/3 | -0.06057 | -0.05035 | -0.0.04493 | -C. 3645 | -0.02978 | -0.0664I | -0.cc088 | -0.0164 |
| 3.26619 | -0.11101 | -0.10394 | -0.09191 | -1.08757 | -0.07544 | -0.06405 | -0.05767 | 76 | -1.13846 | -0.03458 | -0.C270 | -0.0155 |
| 3.33381 | -0.11196 | -0.10951 | -0.102\% | -0.09584 | -0.03445 | -0.07273 | -1.0gfir | $-\mathrm{C} \mathrm{C}^{-1}$ | -0.2536 | -0.04022 | -0.03<71 | -0.00567 |
| 3.45000 | -0.00863 | -0.21030 | -0.11079 | -0.1(1781 | -0.09918 | -0.088447 |  | -r ${ }_{\text {ct }}$ | -7.0ER0 | -0.05<14 | $-\mathrm{Cos+250}$ | -0.034 k |
| 3.56619 | -0.0523I | -0.09105 | -0.10800 | -6.11138 | -0.10986 | -0.10439 | -n.erf5 | c | . 07306 | -7.06625 | $-\mathrm{n} . \mathrm{c}^{\text {er }} \mathrm{C}$ | - 0.14500 |
| 3.63381 | -0.00467 | -0.06478 | -0.09689 | -U.10641 | -0.11205 | -0.10671 | -1. $5+16$ | * 31 | -n. 2866 | -0.07511 | -0.06342 | -0.052<8 |
| 3.75000 | -0.03019 | +0.01962 | -0.05138 | -0.01745 | -0.10320 | -0.1te - | -0.11250 | - . ${ }^{\text {\% }}$ | -C.19746 | -0.09079 | -1.07938 | -0.0666f |
| 3.86619 | -0.00042 | -0.02324 | +0.04454 | -0.00tar | -0.06794 | -0.094 18 | -0.10465 | . '363 | -1.19\%87 | -0.10504 | -r.9434 | -0.0e301 |
| 3.93381 | -0.01304 | -0.62178 | -0.00510 | +C.059d5 | -0.0048 | -0.01967 | -0.00693 | - .II | -1.15405 | -0.1157 | -r.10.65 | $-8.0{ }^{+17}$ |
| 4.85000 | -0.0063/ | $0.01<52$ | -0.01823 | -0.01<44 | +0.08459 | -0.01379 | -0.05163 | -1.02 ${ }^{2} 33$ | -C.ISII4 | -0.11506 | -0.15+0I | 0.1015 |
| 4.16619 | -0.00258 | -0.00571 | -0.01117 | -0.0144I | -0,00578 | +0.11006 | $+0.04004$ | -0.0406 | - - 0 M 726 | 0.10879 | -0.1's+6 |  |
| 4. $23 \mathrm{J85}$ | -0.00147 | -0.00340 | -0.007<6 | -0.01042 | -0.01287 | +0.02435 | +0.12481 | $\rightarrow$ - $0^{+0 \mathrm{nat}}$ |  | $-\mathrm{C} .084 \mathrm{C}$ | -r. 10906 | -0.11 a |
| 4.35000 | -0.0005 3 | -0.00130 | -0.00304 | -0.00482 | -0.00920 | -0.00968 | +0.00434 | $\stackrel{\square}{ }$ | $+\mathrm{n} . \mathrm{ram}_{6} 67$ | -n. $\lll 4{ }^{\text {a }}$ | -0.07883 | -0.107/4 |
| $4.4661^{\circ}$ | -0.00018 | -0.00046 | -0.00114 | -0.00191 | -0.00431 | -0.00\%07 | -0.00912 | - 0.0104 | + 0.17155 | + $0.00 \mathrm{Cl}^{13}$ | 0 C1055 | -n.9nion |
| 4.53381 | -0.00009 | -0.000<4 | -0.0006 | -0.00106 | -0.00654 | -0.0054I | -0.00743 | -0.00497 | +0.05187 | -0.18157 | 0. | -0.014 \% |
| 4.65000 | -0.00003 | -0.00008 | -0.000<1 | -0.00036 | -0.00093 | -0.00<26 | $-0.00358$ | -1.00642 | -n.00.23 | + $\mathrm{C}=1010$ | +0.. I<cl | +0.06841 |
| 4.76619 | -0.00001 | -0.000k | -0.00007 | -0.09012 | -0.00031 | -0.00082 | -0 0nI 39 | -. $06 \times 17$ | C.00543 | $-\mathrm{Com} \mathrm{Maj}^{5}$ | +0. $k^{4} 67$ | + 0.23514 |
| 4.83381 | 0,00000 | -0.0000I | -0.00013 | -0.00006 | -C.00016 | -0.00043 | -n. $\mathrm{Com} / 6$ | -r.ontar | -0.00390 | $-\mathrm{CO} 0^{\circ} \mathrm{O}$ | + 0.00174 | $+\mathrm{n} .07 \mathrm{t}+6$ |
| 4.95000 | - " - | 0.00000 | -0.00001 | -0.0000 | -0.00005 | -0.00014 | $-9.00024$ | -n.00056 | - 1.00164 | -n.00te | -f 10415 | +1). 003 |
| 5.06619 | - ${ }^{-}$ | - " - | 0.00000 | 0.00000 | -0.00001 | -0.00004 | -0.00067 | -0.0006I | - 0.00058 | -0.0n100 | $-\mathrm{r} . \cos 23$ | -0.costa |
| 5.13381 | -* | - ${ }^{\text {r }}$ - | - " - | - " - | 0.00000 | -0.00002 | C. $\mathrm{COOOO}_{4}$ | -r. cmol 1 | -0.000ic | - 2.00053 | -r.co:34 | -0.00671 |
| 3.c-ucu | - " - | -*- |  |  | -* - | -0.00001 | -0.0000I | -0.00003 | -0.00009 | $-0.0007$ | -0.00046 | $-2.00 \mathrm{LI}$ |
| 5.36619 | -" - |  |  |  |  | 0.00000 | -0.00000 | -0.00001 | - 1.00008 | -0.00005 | -r. ${ }^{\text {rnis }}$ | -0. 01000 |

Table 13 Table of the function $f_{1}\left(x, x_{0}\right)$ for graphite, $T=300^{\circ} \mathrm{K}$.

| $x_{0}$ | 0.03381 | 0.15000 | 0.86519 | 0. ${ }^{1} 181$ | 0.45060 | 0.566 .19 | 0.63381 | 0.75000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.100000000 | 0.00000000 | 0.00 monem | 0.00006000 | 0.0000060 | (1.)00neme | 0.00000000 | 0.00000000 |
| 3.3 | $-11.00001768$ | 0.001134 | $0.00369^{2} 22$ | -0.00008433 | -0.006M7ap! | -11.0 chay/r-31 | -0.00007007 | -0.0000631I |
| 0.6 | -0.000*9970 | $0.0002 z^{3} 3$ | 0. CuT 3 10\% | 9.0047\%141 | 0.00918356 | 0.015937\% | -0.001<0748 | -0.00109176 |
| 0.9 | -0.001040,69 | -0.00196903 | O.19015472 | $9.002247 \% ?$ | 0.00532125 | O.0.1-7mi | 0. 11567658 | 0.02285350 |
| 1.2 | -0.00553117 | -0.00454763 | -0.mererses | -0. 01465653 | 0.00301573 | 0.00:141\%, | 0.01191674 | 0.01738100 |
| 1.5 | -0.007ca164 | -0.00633208 | -1. 1 rivegerid | -1.0x680nI | 0.00071216 |  | 0.0rfid6415 | 0.01355998 |
| 1.8 | -0,00807945 | -0.00717530 | -0.00506904 | 1. (W)363836 | -0.00017794 |  | 0.00 cielat | 0.01174759 |
| 2.1 | -0,00835959 | -0.00\%146920 | -0.60551004 | -0.00196816 | - 1.00075098 | O.torguario | 0.00631645 | 0,01112888 |
| 2.4 | -0.00843238 | -0,00753924 | -0.00559042 | -0.00405132 | -0.00084tigi | 0.0095 | 0.00619795 | 904096720 |
| 2.7 | -0.00044710 | -0.00755445 | -0.0056 1669 | -0.00406tist | -0.00063575, | 0.07056Fi: |  | 0.04003454 |
| 3.0 | -0.00844945 | $-\mathrm{O}, \mathrm{CO} / 55686$ | -0.00569920 | $-0.00467110$ | $-b_{4} 00080767$ | O4000es540 | O, D6si6775 | 0,01092931 |
| 3.3 | -"* | -* - | - " - | -" - | - * | - " - | $-$ |  |
| . 6 |  | **- | -" - | -"- | -*- | - - | ** | -* |
| $x_{0}$ | 0.86619 | 0.93381 | 1.15000 | 1.16619 | 1.exir | 1. 35000 | 1.46619 | istor |
| 0.0 | O. coomeron | 0.001001000 | 0.00000060 | 0.00000000 | 0.00000000 | 9. x (ftum0 | 0.07006000 | 0.00000000 |
| 0.3 | -0.00005642 | -0.00005231 | -0.00004555 | -7. 70003915 | -0.00063565 | - 5.500003 | -0.00000rie6 | -0.cocredso |
| 0.6 | -0.00097237 | -0.00090260 | -0.000786 34 | -0.000676.26 | -0.00061592 |  | $\cdots$ |  |
| 0.9 | 0.03131380 | -0.00516615 | -0.00450194 | -0.00387249 | -0.00352927 | . 0 年95i 4 | - 0. entagre 3 | -0,00te3eni |
| 1.2 | 0.12418223 | 0.02860513 | 0.09707648 | 0.04726342 | -0.0131250\% | -0.cilli 69 | -3.09yrut 76 | -0.0cesers |
| 1.5 | 0.01921437 | 0. 02872657 | 0.04901754 | 0.03544188 | 0.0406911 | O.exarseckio | O.fFirse 760 | $=0.3488681$ |
| 1.8 | 0.01686709 | 0.01994841 | 0.02520420 | 0.01042800 | 0.03343125 | 0.9.815659 | \%.144\% 4 [5 | Crimescos |
| 2.1 | 0.01606155 | 0.01809514 | 0.02389354 | 0.04656760 | 0.03111383 | ก.1352940 | 9.149770\% | 3,04167944 |
| 2.4 | 0.01585214 | 0.01874709 | 0.02355250 | 0.04808235 | 0.030318894 |  |  | 0.6894 cts |
| 6.7 | 0.01580963 | 0.01869672 | 0.0248312 | 0.0イ798846 | 0.00078536 | 1.9.', ites | 0.65767931 | 6.00927769 |
| 3.0 | 0.01580481 | 0.01863863 | 0.06347197 | 0.02796751 | 0.03005540 | 9.4,4*7*1) | 0.037638 nc | *2.03941010 |
| 3.3 | - " - | - - - | -"- | * | - | 0.11) ler | $0.55716 \times 5$ | 0.0394060 |
| 3.6 | - | - " - |  |  | - ${ }^{-}$ | ** | *** | - * |
| $x_{n}$ | 1.65000 | 1.76619 | 1.83381 | 1.95000 | 2.06619 | 2.13361 | 2,805000 | 20.306ij |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.50000000 | cosecotion |
| 0.3 | -0.00001873 | -0.00001534 | -0.00001365 | -0.00001112 | -0.00000901 | -0.00000797 | -0.00000643 | - 0.0 rarosit |
| 0.6 | -0.00032355 | -0,00026500 | -0.00023566 | -0.00019195 | -0.00015566 | -0.00013757 | -0,00011108 | -0.00008542 |
| 0.9 | -0.00185158 | -0.00152103 | -0.0013,150 | -0.00109984 | -0.00089220 | -0.0007E892 | -0.00063701 | -0.00051310 |
| 1.2 | -0.00690975 | -0.00567075 | -0.00504480 | -0.00411255 | -0.00333445 | -0.00294940 | -0.00238385 | -0.00192200 |
| 1.5 | -0.02053488 | -0.01689178 | -0.01503337 | -0.01226710 | -0.00997333 | -0,00883174 | -0.00714725 | -0.00577198 |
| 7. 8 | 0.05706397 | 0.06908479 | -0.03867251 | -0.0166380 | -0.02582370 | -0.02290679 | -0.01860097 | -0.01510000 |
| 2.1 | C. 04589619 | 0.45068797 | 0.05406906 | 0.06194774 | 0.07406926 | -0.05233518 | -0.04324856 | -0.03534362 |
| 6.4 | C.04293770 | 0.005780017 | 0.04741165 | 0.05052993 | 0.05419369 | 0. 05703829 | 0.05420493 | 0.07573630 |
| 6.7 | 0.04232458 | 0.00475458 | 0.04601143 | 0.04810060 | 0.04989344 | 0.05089961 | 0.05330519 | 0.05495070 |
| 3.0 | C.042\% 375 | 0.54 .458469 | 0.04577844 | 0.04769111 | 0.04915618 | 0.04995237 | 0.05136517 | 0.05235501 |
| 73 | 0.9428 .556 | $0.04+5682$ | 0.04574754 | 0.08763621 | 0.04905607 | 0.04980875 | 0.0010535 | 0.05163157 |
| '. ${ }^{\text {c }}$ | - - | - * - | . - - | 0.04763037 | 0.04904529 | c.04979314 | 0.06106351 | $0.05177<50$ |
| 3.9 | , ${ }^{\text {a }}$ | - | * ${ }^{\text {- }}$ | - | -* | -* | - - | C.USI7ETE8 |

Table 13 （continued）

| ${ }^{2} 01$ | $\therefore 3 \mathrm{x}=$ | 2．53006 | ＜．6．6．6） | 2.71 .57 | ＜ 285000 | 2.56619 | 3．0Esit | 3．250x |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | C．0000000 | 0.0000600 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | c． $00007 \times 10$ |
| U． 3 | －C．00000457 | －0．00ryc3es | －0．0000015 52 | －0．00000k56 | －1．0．0000000 | －0．00000161 | 0.00000000 | 0.00000000 |
| 0.6 | －0．00007876 | －0．90006315 | －0．00005 i1 | －0，00004427 | －0． 10003524 | －0．00002798 | －0．00002296 | －0．000018T0 |
| 0.9 | －0．000． $5 \times 103$ | － 1.20 .136878 | －0．00029053 | －0，00025485 | －0．00020305 | －0．00016132 | －0．00013931 | －0．00817007 |
| 1.2 | －C．06：5e 395 | －0．06736137 | －0．00109162 | －0．00055888 | －r．00076566 | －0．00060914 | －0．000531p3 | －0．00042023 |
| 1.5 | －0．0660\％ 71 | －0．00410＜39 | －0．00329725 | －0．00690769 | －r．00232264 | －0．00185410 | －0，00162229 | －0，00I＜ 6711 |
| 1． 8 | － 0.053350 .8 | －0．01079250 | －0．00871196 | － .0 .00768364 | －n．00\％I7eci | －0．00495554 | －0．00434985 | －0．00345882 |
| ＜． 6 | －0．091 ¢587 | －0．02559846 | －0．0rO6I564 | －0．0184 +3.19 | －． 0 ＇493996 | －0．01207239 | －0．01064710 | －0．00K5542 |
| 4.4 | －0．065704y | －0．05441524 | $-0.944^{+160}$ | － 0.04015 c （ ${ }^{\text {a }}$ | － 1.03300060 | －0．0670＜133 | －0．00400134 | －0．0105c499 |
| 4.7 | 0.0583551 I | 0.06478409 | $0.074951{ }^{14}$ | －0．0 $54.1 / 1$ | － 1.06463132 | －0．05433652 | －0．04895313 | －6． 2072538 |
| 3.0 | 0．0E3104く3 | 0.05492674 | $0.057 \% 105$ |  | 0． 76415128 | 0．02246550 | －0．06432156 | －r．075 2111 |
| 3. | 0.05233129 | 0.05340316 | 0．criclik | ）． $75+51246$ | $0.6567 \mathrm{E}^{\circ} \mathrm{C}$ | ก．077c3618 | 0.05889667 | ． 0 cer 400 |
| ． 6 | 0．05＜24285 | 0.05326873 |  | 0.0696800 | 0.05450662 | 0.05453077 | 0.05518595 | Cos54053I |
|  | $0.05<23493$ | $0.053<1<248$ |  | O．0591305 | （ 0 \％ 479859 | 0.05457595 | 0.0547789 | c． $0 \leq 55046$ |
| $\cdots$ | －＊－ | －－－ | －＊ |  | 0.0443715 | C．0．455．${ }^{30}$ | 0．054．74496 | $\therefore$ Cos50， 40 |
|  | －＂－ | －－ | －＂－ | － | －＊－ | －－－ | －－－ | 2．0550c－44 |
|  | 3.26619 | 3.31381 | 1．45000 | 3.56619 | 1.6338 I | 3.75000 | T．sinsic | 2．rır゙I |
| 0.0 | 0.00000 .00 | 0.00000000 | 0.00000000 | $0.00 \times 10000$ | 0．noomoco | n．Conkman | O．chronoco | O．©0atam0 |
| 0.3 | 0.00000000 | 0.00000000 | $0.00000 \cdot 00$ | －0．000000014 | －0．00100010 | 0.00000000 | C． 00000000 | 0.0000 ink |
| 0.6 | －0．00001463 | －0．0000L236 | －0．00000964 | －0．000107789 | －0．000na pa | －0．00000490 | －0．00000380 | O．0000nom |
| 0.6 | －0．00004659 | －0．00007517 | －0．00005876 | －0．000046\％ | －01．（10）01975 | －0，00003035 | －0．00000k 3 ］ | －r．encoibi I |
| 1.2 | －0．00031113 | －0．00028775 | $-0.0002<527$ | －0．00017596 | －0．00015， 40 | －1．00015， 0 | －0．00nopmaf | －0．040r 4.15 |
| 1.5 | －r．${ }^{\text {corolith2 }}$ | －0．00060587 | －0．00069567 | －0．00054411 | －0．0004／re7 |  | $-7.1000074$ | －0．000－6， 5 |
| 1.8 | －n．0イ275572 | $-0.00<40594$ | －0．00189816 | －0．00149100 | －0．00140It 7 | －0．0010\％ 71 | －xoyy yr or | －ach i4． |
| 2.1 | －0．00684587 | －0．00600200 | －0．00477014 | －0．0037714： | $-r^{-601<8580}$ | －0．00257．01 | －．oncerotai | －0．001． 412 |
| 2.4 | －0．01580765 | －0．01304011 | －0．01120614 | －0．00895132 | －n．090：076 | －0．00615 3 | －1）．（xuchls | － $0.10 \mathrm{~m}_{\text {cas }} \mathrm{O}_{6}$ |
| 4.7 | －0．03363927 | －0，03000156 | －0．02451761 | －0．0199001 ${ }^{7}$ | －0．07756436 | －0．01410 2 | －2．011．4rvi |  |
| 3.0 | －0．06341450 | －0．05772431 | －0．04873122 | －0．040668822 | －0．03637859 | 0． $0 \times 870864$ | $-0.74536$ |  |
| 3.3 | 0.06889785 | －0．08989297 | －0．081605\％ | －0．07＜04236 | $-1.066327 \times 4$ | －0．05678 3 | －C． 4 －${ }^{-3 / 464}$ |  |
| 3.6 | $0.057 \% 0840$ | $0.0583 \mathrm{BOL2}$ | 0.06132976 | $0.06466 \mathrm{cr}^{7}$ | －0．n03Itry | $-9.088<c^{\text {cos }} 7$ | －1）．040 5904 | － 0.774104 L ， |
| 7.9 | 0．055 1665 | 0.05550950 | 0.05592101 | 0.05691946 | 0.05748265 | $0.05 \mathrm{cr} 4,{ }^{7}$ | ？．cresj68 | －0．05454．76 |
| 4.2 | 0.05513715 | $0.055<1696$ | 0.05525371 | 0.05545867 | 0.05566108 | 0．055ct 45 | r．necseric | $0.0572730_{4}$ |
| 4.5 | 0.05512509 | 0.05519658 | 0.05520337 | 0.05533454 | 0.05545306 | 0． $0.248 \%$ c | 0．0554515 | 0.05560331 |
| 4.8 | －－－ | －＂－ | 0.05520066 | 0.05532745 | ก．055440 ${ }^{-0}$ | 0．055456 6 | 「． $75,50 \mathrm{KkR}$ | O． $0554568{ }^{\circ}$ |
| 5.1 | －－－ | －－ | －＂－ | －＂－ | ก． 05,44006 | r．rerurin | r 35540443 | OF5 $445 \times 1$ |
|  | 4.05000 | 4．166I9 | 4.23381 | 4.35000 | 4.46619 | 1.5334. | 4.65000 | 4.76619 |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0，00000000 | 0，00000000 | 0.00000000 | 0.00000000 |
| C． 3 | 0.00000000 | 0.00000000 | 0.0000000 | 0.00000000 | 0.0 croon000 | 0.00000000 | 0.00600000 | 0.00000000 |
| 0.6 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.9 | －0．00000960 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | $0.000 n 0 \mathrm{ma}$ |
| I． 2 | －0．00006663 | －0．00002043 | －0．00005739 | $-9.0000<855$ | 0.00000000 | 0.00000000 | 0.00000000 | 0.0001 ild 3 |
| 1.5 | －0．0001759y | －0．00011380 | －0．00014495 | －0．00010077 | －0．00000416 | 0． 00000000 | －0．00n0． 130 | －0．000\％ 4772 |
| 1.8 | －0．00050481 | －0．00037163 | －0．00036741 | －0．000k3508 | －0．00007992 | －0．00004189 | －0．0002＜090 | －0．0009140 |
| 6.1 | －0．00132868 | －0．00099960 | －0．000896I8 | －0．0006＜504 | －0．00038509 | －0．00036593 | －0．00057956 | －0．0013053 |
| 2.4 | －0．00328150 | －0．00250434 | －0．00k18721 | －0．00162835 | －0．001 60597 | －0．00108799 | －0．00117861 | －0．00174002 |
| 2.7 | －0．007／2991 | －0．00604528 | －0．00527485 | －0，00409968 | －0．00914555 | －0．00279020 | －0．00241243 | －0．002462／4 |
| 3.0 | －0．01723394 | －0．01372082 | －0．01195889 | －0．00946873 | －0．00738681 | －0．00637318 | －0．00514667 | －0．00450：74 |
| 3.3 | －0．03555817 | －0．09902371 | －0．02563822 | －0．02068032 | －－0．01645830 | －0．01437888 | －0．01138862 | －0．00935286 |
| 3.6 | －0．06497496 | －0．05541284 | －0．05003087 | －0．04166465 | －0．03408663 | －0．03020359 | －0．00437766 | －0．01985250 |
| 3.9 | －0．09373526 | －0．08772935 | －0．08276624 | －0．073＜4313 | －0．06312526 | －0．05732056 | －0．04811159 | －0．04001514 |
| 4.2 | 0．05853179 | 0.05627941 | －0．09431748 | －0．09826976 | －0．09471650 | －0．09050902 | －0．08150549 | $-0.07147169$ |
| 4.5 | 0.05587333 | 0.05634577 | 0.05685140 | 0.05724634 | 0.05253678 | －0．09＜91339 | 0.10180516 | 10．10154927 |
| 4.8 | 0.05551139 | 0.05552613 | 0.05563832 | 0.05571132 | 0.05610547 | 0.05645440 | 0.05615662 | 0.04878330 |
| 5.1 | 0.05549066 | 0.05546843 | 0.05553602 | 0.05545015 | 0.05551288 | 0.05561019 | 0.05555795 | 0.05540655 |
| 5.4 | －＂ | 0.05546597 | 0.05553142 | 0.05543666 | 0.05547396 | 0.05553953 | 0.05537227 | 0.05499020 |
| －7 | －＂－ | －＂－ | －－ | －＂－ | －＂－ | $\rightarrow *$ | 0.05536370 | 0.05496426 |

Table 14 Table of the function $\mathrm{g}_{\text {ois }}\left(\mathrm{x}_{\mathrm{o}} \rightarrow \mathrm{x}\right)$ for water， $\mathrm{T}=300^{\circ} \mathrm{K}$ ．

| ${ }^{\prime} 0$ | n． 07381 | 0.15000 | 0.26619 | 0.31381 | 0.45000 | 0.56019 | 0.63981 | 0.75000 | 0.86619 | 0.93181 | 1.05000 | 1.16619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi$ |  |  |  |  |  |  |  |  |  |  |  |  |
| అ．6．381 | $\infty$ | 0.08512 | 0.01405 | 0.00717 | 0.00308 | 0.00171 | 0.00131 | 0． 00092 | 0.00071 | 0.00063 | 0.00053 | 0.000046 |
| C． 15000 | 7．27609 | $\infty$ | 0.69999 | 0.24676 | 0.04077 | 0.01955 | 0.04923 | 0.0196 | 0.01478 | 0.01296 | 0.01080 | 0.0093 C |
| （．26SI9 | $6.33 c^{18}$ | 3．7473 | $\infty$ | 3.90596 | 0.51946 | 0.25445 | 0.12117 | 0.07354 | 0.05833 | 0.04478 | 0.03626 | 0.03075 |
| 0.3381 | 6.17674 | 2.45817 | 7.40420 | $\infty$ | 1.70 .55 | $0.42^{2} \times 10$ | 0.45178 | 0.13641 | 0.09100 | 0.060 .36 | 0.06083 | 0.05060 |
| r．45000 | 5.95705 | 1． $8<144$ | 2． 20013 | 3．80791 | $\bigcirc$ | 2.16653 | 0.93094 | 0.37273 | 0.21185 | 0.16795 | 0.12433 | n． $0^{\text {cosha }}$ |
| 0.56619 | 5.82750 | 4.57866 | $1.3827 \%$ | I． 66582 | 9．83474 | $\infty$ | 5.47571 | 1． 13829 | 0.49062 | 0.35254 | 0.23609 | 0.17847 |
| 0.63381 | 5.80270 | 1.50894 | I． 19431 | 1.28924 | ．．15189 | 7.08260 | $\infty$ | 2.57746 | 0.84085 | 0.55389 | 0.35940 | C． 24467 |
| 0.75000 | 5.74948 | 1.44905 | 1． 01150 | 0.98547 | 1． 20991 | c．017ed | 3.63638 | $\infty$ | $<.71500$ | 1． 37733 | 0.65699 | 0.41814 |
| 0.06619 | 5.67643 | 1.37458 | 0.91394 | 0.83964 | 0.97162 | 1.14508 | 1.51460 | 3.46634 | $\infty$ | 5.09826 | 1．49338 | 0.74535 |
| 1．93381 | 5.58017 | 1.33738 | 0.86769 | 0.78129 | 0.768 .33 | 0．511．0 | 1.10683 | I． 95001 | 5.65585 | $\infty$ | 2.70064 | 1．14735 |
| I． 05000 | 5.31093 | 1.25852 | 0.79326 | 0.69573 | 0.64213 | 0.68874 | 0.76570 | 1.05058 | $\mathrm{I}_{4} 87040$ | 3.05124 | $\infty$ | 4.56121 |
| 1．16619 | 4.89493 | 1.14977 | 0.71235 | 0.61489 | 0.54597 | 0.53153 | 0.58457 | 0.70845 | 0.98863 | 1． 34789 | 2.77595 | $\infty$ |
| I． 23381 | 4.58962 | 1.07451 | 0.66089 | 0.56677 | 0.45536 | 0.48898 | $0.5088^{\circ}$ | 0.58997 | 0.76562 | 0.95006 | 1.64354 | 4.28434 |
| 1． 35000 | 3.98606 | 0.92932 | 0.56528 | 0.48167 | 0.41264 | 0.39635 | 0.40381 | $0.445<7$ | 0.53400 | 0.61974 | 0.89756 | I． 50000 |
| I． 46619 | $3.3<992$ | 3.77396 | 0.46749 | 0.35513 | 0.13404 | 0.31465 | 0.31746 | 0.33950 | 0.38947 | 0.43589 | 0.56351 | 0.85250 |
| 1.53381 | 2.94685 | 3.68405 | 0.41198 | 0.34736 | 0.29197 | 0.27286 | 0.27251 | 0.28758 | 0.32562 | 0.35961 | 0.44954 | 0.61464 |
| 1．65000 | 2.31464 | 0.53640 | 0.32182 | 0.47046 | 0.46205 | 0.20876 | 0．20697 | 0.21499 | 0.23710 | 0.25756 | 0.11058 | 0.36847 |
| I． 76619 | I． 73777 | $0.40<25$ | 0.64070 | 0.20295 | 0.10042 | 0.15471 | 0.15261 | 0.15688 | 0.17063 | 0.18350 | $0.216 \times 1$ | 0.66744 |
| 1．83381 | I． 44596 | 0.33519 | 0.20031 | 0.16777 | 0.13893 | $0.1<728$ | 0．16595 | 0．14887 | 0.13936 | 0.14926 | 0.17430 | C． 21318 |
| ${ }^{1} .95000$ | 1.02992 | 0.23805 | 0.14198 | 0.11813 | 0.09796 | 0.08932 | 0.08766 | 0.08964 | 0.09625 | 0.10259 | 0.11853 | 0.14 ce5 |
| $\therefore 8619$ | 0． 76642 | 0.16317 | 0.09717 | 0.08115 | 0.06677 | 0.06065 | 0.05937 | 0.0601 C | 0.06453 | 0.06851 | 0.07850 | 0.09353 |
| c． 381 | $0.5588^{\circ}$ | 0.12891 | 0.07671 | 0.16402 | 0.05660 | 0.14770 | 0.04663 | 0.04709 | 0.05043 | 0.05345 | 0.06110 | $0.0 \times 71$ |
| 2． 3000 | 0.36286 | 0.08374 | 0.04977 | 0.04150 | 0.03402 | 0.03077 | 0.00003 | 0.03021 | 0.03224 | 0.03408 | 0.05877 | C．045es |
| C． 4.619 | 0.22831 | 0.05267 | 0.03127 | 0.00605 | 0.06132 | 0.01924 | 0.01874 | 0.01880 | 0.01987 | 0.00109 | 0.02300 |  |
| 2.4381 | 0.17184 | 0.03963 | 0.0435 | U． 01959 | 0.01601 | 0.01443 | 0.01405 | 0.01407 | 0.01484 | 0.01579 | 0.01780 | 0．$\alpha_{0}(\underline{4}$ ， |
| 2.95000 | 0.10294 | 0.02373 | 0.01407 | 0.01171 | 0.00956 | 0.00860 | 0.00836 | 0.00835 | 0.00679 | 0.00924 | 0.01045 | －012く9 |
| c．6nary | 0.05986 | 0.01379 | 0.00817 | 0.00680 | 0.00554 | 0.00497 | 0.00483 | $0.0048<$ | 0,00506 | 0.005 .31 | 0.00599 | 0.00700 |
| 2．3．3．41 | 0.04308 | 0.0099 | 0.00588 | 0.00489 | 0.00398 | 0.00357 | 0.00347 | 0.00345 | 0.00362 | 0.00379 | 0.00427 | 0.00499 |
| 2.85000 | 0.02394 | 0.0055 | 0.00326 | 0.00271 | $0.00 \ll I$ | 0.00197 | 0.00192 | 0.00190 | 0.00199 | $0.00 \% 09$ | 0.00833 | $0.00<72$ |
| 2.96619 | 0.01251 | 0.00288 | 0.00171 | 0.00142 | 0.00116 | 0.00104 | 0.00101 | 0.00102 | 0.00106 | 0.00112 | 0.00184 | 0.00144 |
| 3.03381 | 0.00857 | 0.00197 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 |
| 3.1400 | 0.00437 | 0.00101 | －＂－ | －－－ | － | －＂－ | －－ | －＂ | －＂－ | － | －＂－ | － |
| 4．0．5019 | 0.00816 | 0.00050 | －＊－ | ＊＊＊ | －－ |  |  | －＂－ | －＂－ | －＂－ | －＂ | －＊－ |
| 3．33381 | 0.00000 | 0.00000 | －＊－ |  |  | －＂－ |  |  | －－－ | －＊＊ | －＂－ | －＊－ |
| 7.45000 | －＂－ | －＂－ | －＂－ | －＊－ | －＂－ | －＂ | －＂－ | －＂－ | －＂－ | －－－ | － | －－－ |


| $x_{0}$ | ．23381 | － 5000 | 1.46615 | 1．6．11 | － 5000 | 176619 | 1.83331 | 1.95000 | 4.06619 | 6．1．38） | c． 25000 | 2.36619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.03381 | 0.1683 | 0.00039 | 0.200 .5 | 0.00013 | 0.00030 | 0．00028 | 0.00046 | 0.00024 | 0．00044 | a．chas | 0.00019 | 0．00018 |
| 0.1508 | S． 10.65 | ． 7077 | 3． 90009 | 0.00058 | 0.1059 | 0.00545 | 0.00518 | 0.00475 | 0.004 .16 | ？．00416 | 0.00383 | 0.00154 |
| ¢．c 19 | O．1823 | 0．0．64C | 0．6217 | 0.0100 | 0.01916 | 0.01777 | 0.01648 | 0.01508 | 0.01383 | 0.01317 | 0.01213 | 0.01520 |
| 0.33 Hz | 0． 4601 | 0．04r31 | 1．0） 080 | 0．0336\％ | 0.03049 | 0.16174 | 0.02614 | 0.02388 | 0.0188 | 0.0000 | 0.01915 | 0.01768 |
| 0.450001 | 0.08995 | c．076， 6 | 0.0769 | 0.06330 | 0.05689 | 0．C＊149 | 0.04841 | 0.04406 | 0.04025 | 0.03825 | 0.03511 | 0.03635 |
| 0．56519 | 0.15716 | C．13， 6 | 0.1 c86 | 0.10475 | 0.09116 | C． 08172 | 0.07849 | 0.07 ILI | $0.0647 \%$ | 0.06139 | 0.06622 | 0.05167 |
| 9．63381 | $0.2115{ }^{\text {r }}$ | 0.1790 | $0.44<8$ | 0.13547 | 0.11946 | 0.10682 | 0.10047 | 0.09087 | 0.08195 | $2.07 / 63$ | 0.07096 | $0.0651 / 2$ |
| 0． 15000 | 0．34\％0 | ¢．c69＇n | $0 .<182$ | 0.20140 | 0.17508 | 0.15491 | 0.14303 | 0.1302 | 0.11704 | 0.15060 | 0.10073 | 0.09215 |
| － 619 | r．573， | 2．41く13 | ． 6547 | C．COII4 | 0.84858 | r．ctrla | 0.2003 | 0.17853 | 0.10043 | 0.15123 | 0.13723 | 0.12434 |
| （．338I ${ }^{\text {l }}$ | 076 c | ． 510 | ． 40410 | r． 95669 | 0.44710 | （．4＇e6t | 0.23791 | 0.61110 | 0.18897 | 0．17781 | 0.16094 | 0.14642 |
| ． 5.5000 | 1． 4140 | 0．c）$/ 1$. | ．509！ | 0.50385 | $0.90{ }^{4} 43$ | （．14141 | 0.31367 | 0.27534 | 0.024474 | 0． 2.948 | 0.20069 | 0.18735 |
| 1.16619 | ＋ $5^{2}$ 。 | 1．6 35 ${ }^{\text {c }}$ | 0．6TIth | 0．7280： | 0.549 .3 | 1．447，${ }^{14}$ | 0.40628 | 0.35144 | 0． 10977 | 0.80 Cl | 0.25903 | 0.23377 |
| ． $2156 i$ | $\infty$ | c．${ }^{\text {atic }} 5$ | 1． $9^{7} 5$ | 9.9748 | $0.6 \mathrm{HrOB}^{2}$ | $0.5 \times 378$ | 0.47014 | 0.4 HRC9 | 0．35c31 | 0.32795 | 0.20260 | 0.66310 |
| T． 350 mc | 2.39516 | $\infty$ | 2． $145 \times$ | 1．501／1 | 0.45565 | $0.0{ }^{13} 89$ | 0.0571 | 0.50534 | 0． 43457 | 0.40201 | 0.35587 | 0．1145\％ |
| ． 4665 | 1．06，${ }^{\text {a }}$ ， | $\cdots{ }^{5} 77^{4}$ | $\infty$ | 3.46243 | 1．460．45 | 9． 94.17 I | 0.79266 | 0.63167 | 0．5310， | 1．46／01 | $0.4<674$ | 0.77941 |
| 1.53381 | 0.75916 | 1． 19583 | 3.83612 | $\infty$ | c．9\％3 | 1．1＇84 | 0.94289 | $0.72<68$ | 0.54 .66 | ． 51.12 | 0.47186 | $0.41 / 26$ |
| ． 65000 | 0．476 0 | 0．59455 | 1． 17415 | 1．4＊${ }^{\text {dor }}$ | $\infty$ | 2.0010 | 1.38542 | 0．9356 | 1） $110 x$ | 3．tck 6 | 0.55755 | 0.48910 |
| ＇．76619 | 9．Lis | 0.46440 | 0.54551 | 0.63105 |  | $\infty$ | 2．8570， | 1．31666 |  | 1.7120 | 1.65793 | 0.56654 |
| 1.8358 I | 0． 2450 LK | $0.324 \%$ | 0.46102 | 0.34637 | 1．006＇ | ＜． 50634 | $\infty$ | 1． 62694 | 1．076 ${ }^{1}$ | ）． 60658 | $0.7<746$ | 0.617 .6 |
| ＇．95000 | 9．ifal | 0．16．7 | 0.18460 | 0.34837 | $0.50 \cdot 4.6$ | 0.90177 | $1.4 \mathrm{I}^{6} 5$ | $\infty$ | $1.740^{5}$ | 1． 11067 | 0.88448 | 0.71891 |
| 2.06619 | 0．14t | （．1）${ }^{\text {（4）}}$ | 7． 1784 C | 0.21420 | 0． 1058 | 1．4666． | O．t．cis | ［．c71く2 | $\infty$ | 2.35162 | 1.17614 | 0.85790 |
| ． 138 I | $0.0 \times$ | r．i | 9．1572 | O．1616e | C．1260 0 | 7． $1447^{\circ}$ | 0.45514 | $0.7613)$ | 1.4514 | $\infty$ | I． 54991 | 0.4814 .3 |
| $\therefore 2000$ | 0．6． 47 | －＊＊ | ． $1 \times 178$ | $0.0,512$ | 0.13618 | C． 19487 | 0.24546 | 0.38541 | C．（3．0． | 1．09188 | $\infty$ | 1.454 .12 |
| ． 36619 | 0． 33152 | 0．3n | 0.05067 | 0.05966 | 0．04415 | 0.114 .5 | 0.14173 | 0.21310 | 0.3400 | 0．17032 | 0.08910 | 1－0 |
| 2．4，J8I | 0.2339 | T．a 0 | $\bigcirc 13440$ | 0． $0^{4} 195$ | 0.09050 | 0．00165 | O．10R1 | $0.153^{\prime 2} 2$ | $0 .<7754$ | 7． $317<6$ | 0.57480 | 1．53／4． |
| ＜55000 | 0．01310 | 0.1 | 1．0176 | 0.0250 | 0.01 .34 | 0.04771 | 0.05860 | 0．0857） | 1．50） | 0.16954 | 0.18030 | $0.5 \times 085$ |
| ． 6605 | 0.0080 |  | 1．0123d | 0.01442 | 0，02， 15 | 0.26 .775 | 0.03677 | 0.04 .57 | O．（1） 1 | 0.09140 | C． 14648 | 0.6414 |
| $=-13-6$ | 0.00555 | 0.7005 | r．0ng $/ 4$ | 0.0106 |  |  | 0.0 .311 | 0.03345 | 6． $\mathrm{CN}, \mathrm{Cl}^{\text {c }}$ | 1． 18401 | 0.10105 | 1．170\％ |
| －． 5000 | 0．00302 | n．ris． | 0.00474 | $0.005 \cdot 3$ | 0.6 | O．11：14 | 1．0．24 | 0.017 ll | $01+5$ | C．03406 | 0.0512 |  |
| $\therefore$ Stitis | 0.101 .0 | （1） | 3.1065 | ）． $\mathrm{OL}_{2}$ |  | 6．x．3j | c．006se | 0.00034 | ． 1 ma | ． 1 | （a）${ }^{\text {a }}$ | 0．0．04，17 |
| ． $3 \times \mathrm{H}$ | 0.00 m | 1．ct 34 | ）． 06 | 3． 00145 | ．X1： | ）． 0363 | C． 9044 C | ． 0 ¢ 1 | （ $1+1$ | 0.0618 | ＇${ }^{\text {r }}$ | 1.1 |
| 3.15700 | $0.0005^{5}$ | 9．nirer | 0.00046 | $0.001(x)$ | 0.00 s ， | 0.00183 | O．cresta | 1. （0）s | V／4 | Or， | $1.6 x^{2}-6$ | 6．01．／4 |
| ）．cr．19 | $0.100^{0} 1$ | ．000 1 | $0.0 \times 140$ | 0.00049 | 0.00065 | 9．00004 | n．rnmer | n，mirl | （102， 10 | 0.0092 | 0.00441 | C．007is |
| ＊ $13+8$ ！ | ${ }^{\wedge}$ | $1.0000 \%$ | O． $\mathrm{NHM}^{\text {a }}$ | 0.000000 | 3．001006 | 1． 0 coxer | 0．60\％M | C．OC 0i | 0.00550 | S．10）${ }^{\text {coso }}$ | n．ck | （auns |
| 3.45000 | － | －＂－ | ＂－ | －＂－ | －${ }^{-}$ | －＂－ | $1 \mathrm{mos)}$ |  | 0.0 woro | 0．conv： | 0．001 1 | ．${ }^{\text {a }}$ ， |

Table 14 （continued）

|  | 1． 193381 | $\therefore 55000$ | 2.66619 | ＜．73981 | 2.85000 | ＜．96EI9 | 3.03881 | 1． 15000 | 3．76，19 | 3.33381 | 1.45000 | 3.56619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.013 HI | 0.1 mol 7 | 0.00015 | n．m015 | 0.00014 | Comol： | 0.10017 | n．00312 | 0.00011 | 0.00010 | 0.00010 | 0.00009 | 0.00009 |
| 0.15000 | 0.0319 | 0.00115 | $0.00 \times 94$ | 0.0068 | 0.0061 .5 | 0.00441 | 0.00438 | 0.00217 | 0．000\％ | 0.00195 | 0.00183 | 0.60172 |
| 0.26619 | n． 01 lmi | 0.00994 | 0． $\mathrm{CKO26}$ | 0.00891 | $0.00,55$ | 0．10761 | 0.00731 | 0.00683 | 0． 0.868 | 0.00615 | 0．nem | 0.00542 |
| 0.33 BII | 0.01689 | 0.01567 | 3.1459 | 「．01402 | 0．0t314 | \％．01199 | 0.01151 | 0.01075 | 0.01005 | 0.00967 | 0.01907 | 0.00853 |
| 0.45000 | 9．03049 | 0.23861 | 0.08660 | 0.45554 | 0.6431 | $0.0<184$ | 0.0056 | 0.01956 | 0.01428 | 0.01759 | 011650 | 0．0154， |
| 0.56619 | 0．0492\％ | 0.04355 | 9．042022 | 0.14056 | 0．03785 | 0.03468 | 0.9327 | 0.03101 | 0.08897 | 0.02787 | 0.4 cole | 0.12458 |
| 0.63581 | 0.06205 | 0．05729 | 0.05311 | 0.15092 | 0.04751 | 0.04353 | 0.94174 | 0.03889 | 0.0368 | 0.01493 | 0.03272 | 0.03071 |
| 0.75000 | 0.08768 | 0.08076 | 0.07470 | 0.07153 | 0.06664 | 0.06819 | 0.05858 | 0.05454 | 0.15038 | 0.04891 | 0． 04575 | 0.04294 |
| 0.86619 | 0.11809 | 0.10847 | 0.10008 | 0.03571 | 0.08897 | 0.08311 | 0.08008 | 0．0．0eso | 0.66786 | 0.06520 | 0．06098 | 0．CE715 |
| 0.93381 | 0.13886 | 0． 12657 | 0.11660 | 0.11141 | 0.10342 | 0.03649 | 0.10200 | 0.08462 | 0.07883 | 0.07572 | 0．6\％9\％／8 | 0.06631 |
| I． 05000 | 0.17735 | 0.16197 | 0.14851 | 0.14142 | 0.13035 | 0.12058 | 0.11529 | 0.10691 | 0.09949 | 0.09551 | $0.04 \leq 1$ | 0.06351 |
| 1．10619 | $0.2<086$ | 0.20113 | 0.18197 | 0.17499 | 0.16102 | 0.14865 | 0．14209 | 0.13178 | $0.12{ }^{\text {c／j4 }}$ | 0.11788 | 0.10555 | 0.10246 |
| 1．72381， | 0.24848 | 0.22587 | 0.20631 | 0.19610 | 0.18614 | $0.166{ }^{2} 4$ | 0.15883 | 0.14781 | 0.13661 | 0．13103 | 0.12 \％ 0 | 9．11424 |
| 1.35000 | 0.29985 | 0.27163 | 0.24746 | 0.23492 | $0.12155{ }^{2}$ | 0.19847 | 0.18946 | 0.17588 | 0.16283 | 0.15614 | 0.14538 | 0.15575 |
| 1.46619 | 0.35606 | 0.32137 | 0．29193 | 0.27673 | 0.25339 | 0.13294 | 0.22222 | 0.10845 | 0.19054 | 0．18261 | 0.17060 | 0.15841 |
| I． 53381 | 0.39108 | 0.35200 | 0.31919 | 0.3631 | 0.27651 | 0.25398 | 0.24212 | 0.22372 | $0 .<0130$ | 0.1463 | 0.18455 | $0.17 ¢ 16$ |
| I． 65000 | 0.45523 | 0.40764 | 0.36887 | 0.34824 | 0.31783 | 0.29499 | 0.27761 | 0.25616 | 0．23715 | $0.2<709$ | 0.61138 | 0.19718 |
| 1.76619 | 0.52531 | 0.46705 | 0.42001 | 0． 19644 | 0.36084 | 0.33031 | 0.31442 | 0.28974 | $0.18{ }^{\text {che }}$ | 0.25651 | 0.63836 | o．ceies |
| I．8338I | 0.56924 | 0.50338 | 0.45142 | 0.42546 | 0.38664 | 0.35343 | $0.336{ }^{\text {c }}$ | 0.10569 | 0.18619 | 0.4736 | 0.65456 | 0．c 781 |
| 1.95000 | 0.65414 | 0.57042 | 0.50766 | 0.47714 | 0.43204 | 0.39404 | 0.37448 | 0． 34436 | 0.31798 | 0.104 .11 | $0.202<5$ | coctras |
| 2.06619 | 0.76019 | 0.64630 | 0.56775 | 0.53110 | 0.47889 | 0.43546 | 0.41330 | 0.37952 | 0.35006 | 0．33459 | C．， 1024 | 2．cerse |
| 2.13381 | 0.84165 | 0.69778 | 0.60596 | 0.56472 | 0.50733 | 0.45995 | 0.43619 | 0.40002 | 0.16875 | 0.35038 | 0． 2.5677 | c．jomm |
| 2.25000 | 1.88171 | 0.81270 | 0.68116 | 0.62799 | 0.55747 | 0.50345 | 0.47650 | 0.43558 | 0.40084 | 0.38869 | 0． 15465 | 0．secter |
| 2.36619 | 1.95455 | 1．02729 | 0.78335 | 0.70624 | 0.61390 | 0.54857 | 0.51792 | 0.47153 | 0.43 ym | 0.41314 | 0.38835 | O． 5 Sel |
| 2.43381 | $\infty$ | 1．31825 | 0.87613 | 0.76649 | 0．652،4 | 0.57671 | 0.54210 | 0.49296 | $0.45 ¢ 46$ | 0.43078 | 0．secus | C． 5 ¢ses |
| 2.55000 | 0.84971 | － | 1．24124 | 0.94809 | 0.73769 | 0.63285 | 0.58947 | 0.51570 | 0.48479 | 0.46145 | $0.4 \times 596$ | 1．3．359\％ |
| 2.866191 | 0.35211 | 0.77392 | $\infty$ | 1.64621 | 0.90052 | 0.70979 | 0.64722 | 0.57343 | 0.51922 | 0.49287 | 0.45970 |  |
| 2.73381 | 0.23050 | 0.44232 | 1.23178 | $\infty$ | 1．13231 | 0.76126 | 0.69406 | 0.60242 | 0.54054 | $0.51<06$ | $\bigcirc .47013$ | ก． 63477 |
| ＜． 85000 | 0.11615 | 0.20381 | 0.39992 | 0.67055 | $\infty$ | I． 00087 | C． 83615 | 0．fifrol | 0.58360 | 0.54 FT 1 | 13.45 çfe | $\bigcirc .4 E(45)$ |
| 2.96619 | 0.05891 | $0.100 e^{8}$ | 0.18099 | 0.26536 | $0.614<0$ | － | 1.40537 | 9.79807 | 0.64330 | $0.55{ }^{2} \times 1$ | 0．5．＜＜35 | C．4C7\％ |
| 3.03381 | 0．03949 | 0.06661 | 0.151730 | 0.16811 | 0.34200 | 1.00220 | － | $0.944 n 6$ |  | $0.6 \times 554$ | 0．55505 | 0．50474 |
| 3.15000 | 0．01959 | 0.03279 | 0.05671 | 0.07962 | 0.14909 | 0.31055 | 0.53697 | $\infty$ | 6，93506 | 0.74360 | 0.60797 | 0．53619 |
| 3.26619 | c．00951 | 0.01581 | 0.02716 | 0.03779 | 0.06890 | 0.13241 | 0.00190 | 0.45460 | $\infty$ | $\ldots: 603$ | 0.71234 | 0．5．6\％ |
| 3.33981 | 0.00616 | 0.01024 | 0.01755 | 0． 02436 | 0.04406 | 0.08300 | 0.12357 | 0.26770 | 0.88760 | $\infty$ | 0.86560 | C．6：546 |
| 3.45000 | 0.00287 | 0.00476 | 0.00814 | 0.01127 | c．ouce 3 | 0.03758 | 0.05494 | 0.11028 | 0． $24+29$ | 0.43615 | $\infty$ | r．es6：9 |
| 3.56619 | 0.00130 | 0.0015 | 0． 00368 | ก，00509 | n． 00811 | 0.01683 | 0.12442 | 0.04754 | 0.0985 | 0.15552 | $0.403,5$ | $\infty$ |
| 3.63381 | 0.00081 | 0． 00155 | 0．me30 | 0.00317 | 0.00566 | 0．01043 | 0.01510 | 0.62935 | $0 \cdot 6$ | 0.09191 | nocuie | $0.6 ¢ 263$ |
| 3.75000 | ก．m0035 | 0.00059 | 0.00100 | 0.00138 | 0.00446 | 0.0045 | 0.00651 | 0.01257 | ＇．＇654 | 1．03825 | ¢．04216 | 0．is4． 5 |
| 3．86619 | 0.00015 | 0.00025 | 0.00042 | 0.00058 | 0.00104 | 0.00190 | 0.00274 | 0.00548 | r．$n 48$ | 0.01587 | 0.63933 | tout． 1 |
| 3.93381 | $0.0 m 00$ | n．00000 | ก．00000 | 0.00035 | 0.00062 | C．MOIt4 | 0.00164 | 0.00315 | 1.10664 | 0.10343 | 6.01970 | O．couc |
| 4.05000 | －${ }^{-}$ | ＂－ | －＂－ | 0.00014 | 0．0res | 0.00066 | 0.0068 | 0.6267 | C．OCusz | c．raci | $0.007 \mathrm{~m}^{\circ}$ | r．$=$ |
| 4．768！9 | －＂－ | $\cdots{ }^{-}$ | －＂－ | 0.00006 | 0.00010 | n．cours | ），coren | 0．anco | r．anxs | ¢ros | $\cdots$ | －＋5゙ |
| 4.23381 | －＂－ | －＂－ | －＂－ | r．moso | 3．00000 | 0．0neso | rior mom | o．poce | 0．c．est | 9.9 \％ 6 | r．$\times$ \％ | ． 37 |


| $x^{\times}$ | 3．6338！ | 3.75000 | －2．019 | 3．93381 | 4.05000 | 4.15619 | 4.23381 | 4.35000 | 4.46619 | 4.59381 | 4.65000 | 4． 66.4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.73585 | $0{ }^{\circ} \mathrm{Ca}$ | 0.00003 | 0.00008 | 0.00007 | 0.00007 | 0.00007 | 0.00006 | 0.00006 | 0.00006 | 0.00006 | 0.00005 | 0.00005 |
| 0.15000 | 00166 | 0.00127 | 0.00148 | 0.00 .43 | 0.00135 | $0.001 / 8$ | 0.00124 | 0.00118 | 0.00112 | 0．00109 | 0.00104 | 0.0009 c |
| 0．c6615 | 0.00523 | 0．004， 3 | 0.00465 | 0.00450 | 0.00426 | 0.00403 | 0.00391 | 0.0017 I | 0.00353 | 0.00343 | 0.00366 | comer |
| 0．3228 | 0.00823 | 0.00775 | 0.00732 | U． 00718 | ）． 00669 | 0.00634 | c．00615 | 0.00583 | 0.00554 | 0.00538 | 0.00512 | 0．000ce |
| r． 45000 | 0.01495 | 0.01406 | 0.01328 | $0.01<85$ | 0.01215 | 0.01150 | c．01115 | 0.01058 | 0.01005 | n． 00976 | 0.00825 | 万． |
| 0.56619 | 0．02365 | 0．0ccie | 0.02099 | 0.02030 | 0.05919 | 0.01816 | 0.01760 | 0.01670 | 0.01586 | 0.01540 | 0.01460 | ＂0．0．ch |
| 0.633 HI | 0.02962 | 0.02787 | 0.02627 | 0.02541 | $0.0<401$ | 0.10272 | 0．02208 | C． 02088 | 0.01983 | 0.01925 | 0.01832 | C．Cito |
| 0.75000 | 0.04 I 40 | 0.03894 | 0.03669 | 0.03547 | 0.03150 | 0.03169 | 0.03070 | 0.62911 | C．02763 | 0.6683 | 0.02553 | 0.6451 |
| $0.86,19$ | 0．055\％ 8 | 0.05178 | 0.04876 | 0.04752 | $0.044+5$ | C． $0.04 \times 06$ | 0.04074 | 0.08861 | 0.03664 | 0.03557 | 0.1384 | －C3＜＜ |
| 0.93381 | 0.06389 | 0.06004 | 0.05651 | 0.05461 | 0.05154 | 2．04871 | 0.04718 | 0.04470 | 0.04241 | 0.04116 | 0.10914 | ．0．7e |
| 1.05000 | 0.08043 | 9．7653 | 0.67106 | 0.06363 | 0.06475 | U．\％IIE | C．0592I | 0.05609 | $0.05 \times 0$ | 0.0162 | 0.04500 | C．04071 |
| 1.16619 | 0.09865 | 0.09257 | 0.08701 | 0.04403 | $0.074 \times 1$ |  | 0.07241 | 0.05857 | 0.06495 | 0.06306 | 0.05658 | 0．08700 |
| 1.23381 | 0.10996 | n．10111 | 0.09693 | ）． $0 \times 59$ | 0.0 feis | 1．13، 7 | 0.08058 | 0.07629 | 0．0029 | 0.07052 | 0．c666e | n，minc |
| 1．35000 | 0.13056 | 0．1＜＜30 | 0．1148＇7 | 0.11090 | 0．1（444 | ．$\times 1.5$ | 0.00540 | 0.0000 | 0．06555 | －wint | 0.07875 | $0 . c 0500$ |
| 1.46619 | $0.15<31$ | 0.14269 | 0.13417 | 0．1＜69） | 0.14 Cl 4 | 1．． 3 | c．1：099 | 0.10505 | 0.099 .7 | 0.6035 | $0.61 \% 9$ | $\bigcirc$ crul |
| 1.53381 | D． 16554 | 0.15504 | 0.14547 | 0.14038 | O．İcic | C．．．4－1 | O．ICOE6 | 0.11388 | 0.10781 | 0.10466 | r．0sco | －184．7 |
| I． 65000 | 0.18898 | 0.17685 | 0.16584 | 0.15955 | 0.15047 | ＇．14170 | O．1 1716 | 0.12954 | 0．16＜45 | 0.1188 | 0．1428 | O．10704 |
| 1.76619 | 0.21370 | 0.19916 | 0.18680 | 0.18014 | 0．16ic？ | －． esur | ก．1549 | 0.14578 | 0.18813 | $0.134 \times 0$ | いごい | 0．Lionc |
| 1.83781 | 0.22790 | 0.41346 | 0.15914 | 0.19194 | 0.131 r | 0.1000 | 9.156411 | 0.15519 | 0.14674 | 0．14＜！ 2 | r．！ $14 \times$ | $0.70 \mathrm{Cl}_{4}$ |
| 1.95000 | $0.25<45$ | 0.23611 | $0 . \ll 141$ | 0．1＜78 | n．cucos | 0.1829 | C． $88 \times 15$ | $0.17 \times 33$ | $0.16 \times 56$ | 0.1503 | 1．2cs | ． 5463 |
| $<.06619$ | 0.27732 | $0 .<5918$ | 0.24288 | 0.63414 | O．ects | 3.0059 | 9．19cek | 0.18624 | 0.17795 | C．Lic78 | $0.143,4$ | －-c |
| 2.13381 | 0.29199 | 0.27270 | 0.25348 | 0.24625 | 9．c316． | 0．ctike | －． 20854 | r．isels | 0.15711 | 0.10055 | O．．ice7 | ． |
| C． 25000 | 0.31657 | 0.49592 | $0.477 \times 7$ | $0.266,97$ | $0.6 \leq 50$ | ces | 0.0 c9il | 0．a．1456 | $0.4 x^{\circ}<$ | 0.19662 | f．itos 7 | $\cdots$ |
| ＜．36619 | 0.34102 | 0.15852 | 0.29812 | 0.28754 | 0.674. | $0 .<5450$ | 0.64614 | 0．C）IS | 0．41045 | ci．cIe34 | 11．e．0ce | （．isest |
| 2.43381 | 0.35494 | 0.3 .251 | 0.31037 | 0.49895 | 0．cils | 0.66526 | 0.45670 | noctics | （1．0．3） | C． 22353 | 0.20054 | 0． $\mathrm{Ic}^{-1} 4$ |
| 2.55000 | 0.37898 | 0.35349 | 0.31091 | 0.1889 | ก．くく10 | a．for 5 | $0.47 \pm 17$ | 1.25871 | C．cu5ft | ก．6． 3 H91 | 0．22647 | n．eIfst |
| 2.66619 | 0.40862 | 0.37548 | 0.35120 | 0.33813 | 0． 1.78 | － 5965 | 0.28963 | 0.27356 | r．etcos | 0.45282 | $0 .<4146$ | c．＜3585 |
| ＜．73381 | 0.41637 | 0.38600 | 0.36293 | 0.34947 | C． $\mathrm{im} \times \mathrm{C} 3$ | ． 30.15 | O．＜9941 | 0.28297 | 0.26784 | 0.66 mb | 「．44c＜ | 0.0415 |
| $<.85000$ | 0.44030 | 0.40960 | 0.18258 | 0.16836 | 6． 14 ESS | （1． $1 \times 549$ | r．31471 | $0 .<9767$ | C．C8268 | $0.6745 \%$ | O．rece\％ | r．c5：34 |
| 2.96619 | 0.46487 | 0.43279 | 0.40239 | 0.38708 | 0．esi4 | －． 34190 | n． 3704 S | 0.11218 | 0.29606 | c．cer 728 | 「．．．） | －${ }^{\text {c }}$ c |
| 3.0338 I | 0.48007 | 0.44438 | 0.41407 | 0.39814 | 0.5751 | －． 35.03 | 0． 33936 | 0.32055 | 0.30364 | 0.45443 | Cocritc |  |
| 3.15000 | 0.50929 | 0.46801 | 0.43442 | 0.41724 | 0.3 rem | 0． 36705 | 0.35436 | $0.3347 \%$ | r．3573 | 0.37734 | ？．cocol | ${ }^{-1}$ |
| 3.26619 | 0.54532 | 0.49501 | 0.45628 | 0.43723 | $0.4\left(\begin{array}{c}\text { c } \\ 0\end{array}\right.$ | C． 3138 | ग． 36999 | 0.34878 | r． 30091 | 0.31986 | 11.30438 | ．0＇${ }^{+1}$ |
| 3.3338 I | 0.57398 | 0.51258 | 0.47005 | 0.44965 | $0.4 \times 038$ | c．．ce\％ | ก． 37006 | 0.35733 | 0.35746 | 0．3＜703 | 0．1274 | （．ces ${ }^{\text {cos }}$ |
| 3.45000 | 0.66749 | 0.55474 | 0.49754 | 0.47314 | 0.43858 | 1．40x，60 | ก． 39479 | 0.37181 | n． 35100 | 0.34006 | 9．3ect 5 | C．tmit |
| 3.56619 | 1.06530 | 0.64174 | 0.53777 | 0.50151 | 0.46088 | $0.4<704$ | 0.41157 | 0.38651 | 0.66450 | 0． 55298 | 9．314．c | C． 37741 |
| 3.63381 | $\infty$ | 0．77000 | 0.57533 | 0．54778 | 0.47567 | 0．4，909 | $0.4 \times 197$ | 0.39544 | r．s7eta |  | C． 34164 | 3.12445 |
| 3.75000 | C． 35885 | $\infty$ | 0.73820 | 0．60474 | 0．51：43 | $0.46,693$ | C． 44.5154 | 0.41203 | 0． sec | －${ }^{4} 0 \varepsilon$ | 「．．10 | －5¢ ¢ |
| 3.2669 | 0．12T28 | 0.33350 | $\infty$ | 0.94360 | r．58357 | 1.45004 | C． 46672 | 0.43030 | $0.40 \times 57$ | －${ }^{\prime \prime}$ 838 | －$\%$ | －ir |
| 3.53781 | ． 06916 | 3.17003 | 0.54656 | $\infty$ | 10．55c00 | ？．5＜687 | ก．48750 | C． 44325 | 0.41271 |  | 1．54．） | in 6 |
| 4.05000 | ． 02690 | 0.76206 | 0.15650 | $0 .<9865$ | $\infty$ | 0.56556 | n．55437 | 0． 47347 | $0.432<4$ | ．${ }^{+}+{ }^{\text {c }} 7$ | C． 889.6 | ${ }^{7}$ |
| 4．16619 | 16.01043 | C． $0 \times 354$ | 0.05576 | 0.09548 |  | $\infty$ | ก． 84306 | C． 53439 | 0.40025 | 1.454 | 7． 45446 |  |

Table 15 Table of the function $f_{o}\left(x, x_{0}\right)$ for water, $T=300^{\circ} \mathrm{K}$.

| ${ }^{\circ}$ | 0.033P1 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.63381 | 0.75000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.3 | 6.98196EI9 | 3.82452170 | 2.78051034 | 0.38335934 | 0.05473730 | ग.02082538 | 0.01428399 | 0.00885729 |
| 0.6 | 8.77725550 | 4.40754970 | 3.83624004 | 3.63178012 | 3.170191451 | <,25592473 | 0.62835673 | 0.16503356 |
| 0.9 | 10.50097510 | 4.833398 re | 4.1468869 | 3.94064981 | 3.58166855 | 3.23252900 | 3.03932053 | 2.63816165 |
| 1.2 | 12.00152770 | 5.21340472 | 4.38426643 | 4.14976533 | 3.77 ©096 | 3.44627017 | 3.28240636 | 3.00009736 |
| 1.5 | 13.27296430 | 5.49141350 | 4.55366888 | 4.29414748 | 3.90097876 | 3.56608381 | 3.40511185 | 3.13692605 |
| 1.8 | 13.97196830 | 5.65345833 | 4.65096830 | 4.37606719 | 3.56043009 | 3.62954890 | 3.46813408 | 3.20263126 |
| <.1 | 14.28890540 | 5.72672872 | 4.69468860 | 4.41264203 | 3.99963325 | 3.65711988 | 3.49586624 | 3.23033088 |
| 2.4 | 14.40883620 | 5.75304539 | 4.71032334 | 4.42568227 | 4.01032921 | 3.66680088 | 3.5447805 | 3.23985047 |
| 2.7 | 14.43586910 | 5.76004166 | 4.71484076 | 4.42944256 | 4.01339991 | 3.66956347 | 3.50740645 | 3.24253855 |
| 3.0 | 14.44369430 | 5.76244452 | 4.71590830 | 4.43032995 | 4.01412239 | J.67021091 | 3.50810486 | 3.24316544 |
| 3.3 | 14.44517120 | 5.76278476 | - *- | - " - | - - - | - - | - " - | - |
| 3.6 | -" - | -" - | -* - | - - - |  |  |  |  |
| 3.9 | - - | - - - | - - | -. |  |  |  |  |
| 0 | 0.86619 | 9.53381 | 1.05000 | 1.16619 | 1.23381 | 1.35000 | 1.46019 | 1.53381 |
| 0.0 | 0.00080000 | 0.00000000 | 0.00000000 | 0.00000000 |  |  | 0.00000000 | 0.00000000 |
| 0.3 | 0.00639160 | 0.00551329 | 0.00450711 | 0.00900351 | $\begin{aligned} & 0.00000000 \\ & 0.00355075 \end{aligned}$ | $0.00314209$ | 0.00282034 | 0.002665196 |
| 0.6 | 0.08313496 | 0.06365670 | 0.04577379 | 0.03621420 | 0.03247480 | 0.00774323 | 0.12423403 | 0.00263430 |
| 0.9 | 1.89190330 | 0.72690974 | 0.28628634 | 0.17451426 | 0.14402250 | 0.11239630 | 0.09325873 | 0.08501737 |
| 1.2 | <.90425768 | <. 52913670 | 2.20171030 | 1.64955657 | 0.77641819 | 0.40040115 | 0.28157691 | 0.24267549 |
| 1.5 | c.R7172586 | 2.72728831 | 2.50549725 | C. 28181005 | 2.14570530 | 1.49089865 | 1.47934620 | 0.81283877 |
| 1.8 | <.94469420 | 2.80689252 | 2.60242236 | 2.40848740 | 2.29906839 | 2.12639922 | 1.96317518 | 1.86557030 |
| C.I | 2.97451844 | <.83871921 | 2.63930061 | 2.45312729 | 2.34997372 | 2.19274714 | 2.05441669 | 1.97874798 |
| 2.4 | $<.98467582$ | 2.89547500 | 2.65155386 | 2.46765118 | 2.36628771 | 2.21324712 | 2.08111978 | 2.01042092 |
| 2.7 | 4.98750600 | <.c5246134 | 2.65493353 | 2.47161757 | 2.37071436 | 2.c1894024 | 2.08816509 | 2.01868557 |
| 3.0 | 2.cretsige | >.85314904 | 2.65570885 | 2.47251542 |  | 2.21997176 |  | 2.00051799 |
| 3.3 | - - | -*- | 2.65s | 2.4.020 | 2.37189971 | C.22020119 | 2.09008506 | 2.00085725 |
| 3.6 |  | - " - | - - | * | $2.37189971$ | 2.22c8019 | $2.09002506$ | $2 . 风 085725$ |
| $\lambda$ | 1.65000 | 1.76619 | 1.8338 I | 1.95000 | 2.06619 | 2.13381 | <.25000 | 2.36619 |
|  | 0.00000000 | 0,00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.7 | 0.00212II8 | 0.00819793 | 0.00208546 | 0.00190951 | 0.00175266 | 0.00166922 | 0.00153806 | 0.0042109 |
| 0.5 | 0.06031033 | 0.01835159 | 0.01725884 | 0.01570006 | 0.01433634 | 0.01361914 | 0.01250052 | 0.01 .121250 |
| 0.9 | 3.07415915 | 0.06583484 | 0.06165479 | 0. $5546 \times 81$ | 0.05014032 | 0.04743749 | 0.04328121 | 0.00958850 |
| 1.2 | 0.19863065 | 0.17006804 | 0.157160015 | C. 13905346 | 0.12433323 | 0.11695297 | 0.10583779 | 0.09625074 |
| '. 5 | 0.50000799 | 0.38481068 | 0.3430268 I | 0. 29258061 | 0.25588132 | 0.23846769 | 0.21321296 | 0.19229249 |
| 1.8 | !.fe5 ${ }^{\text {c }}$ | 1.37971524 | 0.84873363 | 0.58820592 | 0.47954461 | 0.43714973 | 0.38172259 | 0.39988913 |
| $\therefore$. | l.se 770 | I. 75230042 | ${ }^{\text {T. } 68147587}$ | 1.54470594 | 1.30821189 | 0.87687451 | 0.65808779 | 0.55818058 |
| 2.4 | $\because \varepsilon x_{0,1 y}$ | 1.84570410 | 1.7C231842 | 1 17739318 | 1.59440719 | 1.54188490 | 1.43956484 | 1. 255555435 |
| ${ }_{7}$ | 1.5194* $\times 8 \mathrm{c}^{\text {a }}$ | 1.83123/86 | I. 78143105 | 1.70549849 | 1.63751286 | 1.59858946 | $1.53 / 46243$ | 1.47714731 |
| 3. | I.9cIt's | ¢ +uias | I 78555838 | 1.71146034 | L. 64638502 | 1.60994 IIO | $1.555 \times 5996$ | 1.506<1131 |
| . | . 4 <125593 | ; 5113 | I. 18631403 | 1.71254573 | I. 64798939 | 1.61193184 | I. 58841859 | f.51cuete |
|  | $\cdots$ - | - | 1.7664 | 1.11071154 | $\bigcirc .64823387$ | 1. - Te29ra | 1.5584>703 | I. 5160054 |
| 3.0 | - " |  | - | - - | - "- |  |  | 1.51210880 |

Table 15 （continued）

|  | 481 | ． 5.5000 | ＜． 66619 | ＜．73381 | 2．85000 | ＜．96619 | 3.03381 | 3.15000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 2．00000000 | 0.00010000 | 0.00000000 | 0.00000000 | 0，00000000 | 0.00000000 | 0，00000000 | 0.00000000 |
| 0.3 | 0.00115 CO | 0．00126185 | 0.00117583 | 0.00113051 | 0，00106018 | 0.00096667 | 0.00092820 | 0.00036687 |
| 0.6 | ． 010 crit | 0.01017824 | 0.00545641 | 0.00908462 | 0.00849647 | 0.00776845 | 0.00745406 | 0.00695404 |
| 0.9 | 0.03769322 | 0.03475862 | $0.032182<0$ | 0.03084091 | $0.028757<0$ | 0.04664079 | 0.02541612 | 0.02353327 |
| 1.4 | 0．तy131632 | 0.04366293 | 0.07703060 | 0.07356375 | 0.06817456 | 0.06313831 | 0.06037089 | $0.0558<100$ |
| 1.5 | 0.18167353 | 0.16548337 | 0.15154477 | 0.14428588 | 0.13304594 | 0.12286577 | 0.11738655 | 0.108592887 |
| 1．${ }^{\text {c }}$ | 0． 11873666 | 0.28848968 | 0.26224744 | 0.24895114 | 0.22853560 | 0.41040837 | 0.40077911 | 0．18553450 |
| 6.1 | 0.51674404 | －．45995145 | 0.41486676 | $0.39 \lll 8<94$ | 0.35866752 | 0． 14868867 | $0.11317<10$ | $0 .<8488349$ |
| c． 4 | $0.8 \times 728553$ | $0.71<14416$ | $0.6<147<166$ | 0.58193074 | 0.52603392 | 0.47985894 | $0.456<1564$ | 0.41959033 |
| 2.7 | 1.49899681 | 1．30069432 | 1．4158660 | $0.91<11470$ | $0.754<2<51$ | 0.67145460 | $0.6335,2455$ | 10.57934972 |
| 3.0 | 1．47861046 | 1．43155909 | ．． 5898781 ！ | 1． 60057960 | I． 30017735 | \＄．11 377572 | 0.98300793 | 0.78518607 |
| 3.3 | 1．44530651 | 1．44440065 | 1.40948146 | 1． $38816 \times 76$ | 1． 354 3 24 LJ | I． 32243868 | 1． 29967425 | 1． 25190026 |
| 1.6 | 1.486 .1159 | 1． 44 foc9c5 | 1．41239009 | 1． $59<12034$ | 1． 36145218 | ［． 31571117 | I． 19344809 | i．c9493471 |
| 3.6 | ，．4Et 4.4040 | $1.446 c^{801}$ | 1.41269557 | 1.39661750 | 1． 3023 J00 | I． 33740210 | 1． 16170414 | 1．49／49825 |
| 1.6 | －－ | －＂－ |  | 1．J4667006 | 1.36841133 | L． 33757350 | 1．361951＜1 | 1． 29797257 |
| 4.5 | －－ | －＂－ | －－ | －－－ | －＂－ | －－－ | －＂ | I．c980144I |
| $\lambda$ | ＋． $266 \mathrm{I}^{\mathrm{C}}$ | 1．3） 31 | 1．4，000 | 3.56619 | 1．63381 | 3.75000 | 3．866I9 | 3.9338 I |
| 0.0 | 0．00000000 | 0.00060000 | ．Mr00000 | 0.6150000000 | 0.00000000 | 0.00000000 | 0.00000000 | 0.00000000 |
| 0.9 | U．000dill | ．0coteche | 0.100713279 | 0．M006876 | 0.00066486 | 0.00062651 | 0.00059128 | 0.00057209 |
| 0.6 | 0．00t5000 | 9．00ks 5．4， | 1． 0058648 | 0.00530637 | $0 . \cos 11518$ | 0.00500548 | 0.00472136 | 0.00456665 |
| 0.0 | 1．0196．ux | D．a．14＇4 | CIC Clbic | 0.0455559 | 1． 01789405 | 0.0168554 c | 0.01586577 | 0.01533941 |
| ＊ | C．0 C14 | ${ }^{\prime} .046$ | 1． 0.610183 | 0．04215169 | 0.14216319 | $0.0196<317$ | $0.037 ¢ 9990$ | 0.03604411 |
| ＇． | C．bostick | ． $0 \times 10040$ | ．0） 740500 | C．01457 195 | 0．0314277\％ | $0.0764<150$ | 1．07187435 | 0.06940709 |
| 4.5 | の．：7く1くを70 | C．6．＇1lla | 9．1539509 | ）． 14.17 .946 | $0.138<2816$ | 0.12951740 | 0.14167497 | 0.15744304 |
| c．I | －．$<6 / 6{ }^{\text {¢ }} 477$ | O．4＇6）W | ． $25663<88$ | $0 . \lll 6<011)$ | 0.61399053 | 0.40038503 | 0.18803045 | $0.1813<034$ |
| 1.4 |  | f． $14^{\text {c }}$ | 9． $14 \times 0712$ | ． $3<154707$ | 0.30894915 | 0． $48910 \times 69$ | 1． 27113941 | 0.26139669 |
| ． 97 | 0.5354006 ！ | 0． $0^{-16 / 364}$ | 0．47＜6／146 | $0.44 \times 0 \cdot 04$ | $0.4 \ll 61012$ | 0.39515669 | 11.37038583 | 0.35700881 |
| 1.0 | 0.7096010 | 1．0145549 | －6くく4361 | 3．， 113575 | 0.55475397 | $61.51817 \times 4$ | 0.48517690 | $0.46750<56$ |
| 1.3 | ＇．156－99く5 | 0．4 301E6ad | 0.80772083 | 0.14079778 | 0.70811069 | 0.65885447 | 0.61562573 | $0.59<74885$ |
| 3.6 | 1．26903165 | 1．ce Is 3014 | 1．$<1988$ 168 | 1．3515cs3 | 0．93594369 | 0.86906361 | 0.76595566 | 0.73510006 |
| 3.9 | －． 77500655 | 1．c．65） 646 | 1．455c65 ${ }^{\text {c }}$ | 1．ce718511 | I． 21321109 | I．18302433 | 1.11745514 | 0.9403860 |
| 4.2 | 1.47900670 | ${ }^{1} .506+460$ | 1． $248 \times 1605$ | 1．c．$y^{2} 6065$ | 1． 1.2343584 | I． 20748057 | 1．19，99440 | 1．18847469 |
| ． 5 | 1． 27928966 | 1． 66886 ks ¢ | ：．44847260 | 1．6 1410740 | I． 21425689 | I．$\angle 0941009$ | 1． 19840998 | I． 18997180 |
| ． 8 | －－－ | －＊－ |  | 1.45414755 | I．$\ll 436000$ | 1．$<0955044$ | I． 1987317 I | 1．1905008 |
|  | 4.05000 | 4． 16619 | 4 CJjei | 4.35000 | 4.46619 | 4.53181 | 4.65000 | 4，76619 |
| $\bigcirc .0$ | 0.00000000 | 0.00000000 | C 00000000 | 0.00000000 | 0.00000000 | 0.00000000 |  | 0．00000000 |
| 3 | 0.00054116 | 0.00051263 | C． $\mathrm{CONO}_{4} \mathrm{TO} \mathrm{Cl}$ | 0.00047179 | 0.00044835 | 0.00045549 | 0.00041463 | 0.000355 c 5 |
| ． 6 | 0.00431182 | 0.00408803 | $0.00596<61$ | 0.00975045 | 0.00357211 | 0.00146907 | 0.00330407 | 0.00314690 |
| 0.0 | 0.01449185 | 0.01371105 | $0.013<8541$ | $0.01<9839$ | 0.01196270 | 0.01161448 | 0.01105056 | $0.0105<710$ |
| I． 2 | 0.03402050 | 0.03215893 | 0.01114597 | 0.0 .55161 | 0.04800597 | $0.04718<78$ | 0.04584733 | $0.01460{ }^{\circ} \mathrm{Cl}$ |
| 1.5 | 0.06544253 | 0.06180485 | 0.05982919 | 0.0666501 | 0.65371779 | 0.05212387 | 0.04954708 | 0.04714674 |
| 1.8 | 0.11061959 | 0.10440114 | 0．101く980 | ก．$\times 55 \mathrm{f}^{\circ} \mathrm{7t}$ | 0.09053970 | $0.08787 / 52$ | 0.08345132 | 0.07934330 |
| 2.1 | 0.17070285 | 0.16086845 | 0.15564614 | 0.14716167 | 0.13927308 | 0.13513249 | 0．12839605 | 0．LLISCL534 |
| 2.4 | 0.24601393 | 0.63174704 | 0．22416705， | 0．41．71II | 1．－000047 | 0.19411574 | 0．I843II46 | 0． 17505627 |
| 2.7 | 0.33589706 | 0.31642019 | 0.30611677 | 0.48915742 | 0.67380304 | $0 .<6566598$ | $0 .<5206331$ | 0．＜39［3191 |
| 3.0 | 0.43962778 | $0.41407<53$ | 0.40054578 | 1． $1 / 8444552$ | 0.35848973 | 0． $347937 / 5$ | 0.33049112 | 0.31441060 |
| 3.3 | 0.55685819 | 0.52420776 | 0.50690701 | （． 410844550 | n． 45356935 | 0.44010772 | 0.41826780 | 0． 998 Jk 86 |
| 3.6 | 0.68877467 | $0.647<1611$ | 0.62543230 | 0.29040686 | 0.55886714 | $0.54<11538$ | 0.51501256 | 0.49030515 |
| 3.9 | 0.84526612 | 0.78694799 | 0.75836430 | 0.71 .15699 | 0.67507379 | 0.65441490 | $0.6<120030$ | 0． $\mathrm{rac}_{105564}$ |
| 4.2 | 1．15843186 | 1．10291798 | 0.94486262 | 0.85810015 | 0.80545784 | 0.77904838 | 0.73758992 | 1.70109648 |
| 4.5 | 1.17763885 | I． 16716537 | I． 15831500 | I． $138<554$ | 1.05188970 | 0.94963352 | 0.81246861 | 1． Me 188964 |
| 4.8 | 1． 17891563 | 1． 17035313 | 1.16385095 | 1． 15350608 | I． 14640142 | 1．13930092 | I．14379¢13 | 1． 188447605 |
| 51 | ¢ ז7899320 | 1． 17054445 | 1． 16417895 | I． 15435767 |  |  |  |  |

Table 16 Table of the function $\mathrm{g}_{1 \text { is }}\left(\mathrm{x}_{\mathrm{o}}-\mathrm{x}\right)$ for water, $\mathrm{T}=300^{\circ} \mathrm{K}$.

| $\mathrm{x}_{0}$ | 0.03381 | 0.15000 | 0.26619 | 0.33381 | 0.45000 | 0.56619 | 0.6338 I | 0.75000 | 0.86619 | 0.93381 | 1.05000 | 1.16619 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c. 3331 | $\infty$ | .1589 | -0. | -0.00046 | -0.000 | -0.00006 | -0.00004 | -0.00068 | -0.00008 | -0. 0 ONOI | -0.0000 | -0.00001 |
| n. 15000 | -I. 01654 |  | -0.18762 | -0.05780 | -0.01499 | -0.00598 | $-6.00398$ | -0.00220 | -0.00138 | -0.00109 | -0.00077 | -0.00057 |
| -. 26619 | -0.51353 | -0.99905 | + | -0.99157 | -0.1364 | -0.04224 | -ก. ¢6612 | -0.01353 | -0.00813 | -0.00674 | -0.00438 | -0.00319 |
| 0.33381 | -0.39.367 | -0.5828 | -1.87772 | $\infty$ | -0.44762 | -0.1065 | -0.05990 | -0.c<917 | -0.01666 | -5.06294 | -0.00879 | -0.06634 |
| 0.45000 | -0.27750 | -0.3381 | -0.577 | -1.00114 | - | -0.510 | -0.23312 | -0.08887 | -0.04596 | -0.03400 | -0.02251 | -0.01579 |
| 7.5661 | --.cI28 | -0. 2388 | -0.31669 | -0.42193 | -0.90300 | $\infty$ | -0.69259 | -0.26221 | -0.11233 | -0.07784 | -0.04743 | -0.03220 |
| 0.6338 | -0.1864 | -0.20669 | -0.25327 | -0.30670 | -0.53372 | -0.29583 | $\infty$ | -0.46637 | -0.18615 | -0.1<224 | -0.07017 | -0.04608 |
| 0.75000 | -0.15097 | -0.16029 | -0.18506 | -0.21075 | -0.28706 | -0.47850 | -C. 65797 | $\infty$ | -0.37798 | -0.25586 | -0.13175 | -0.0801\% |
| 0.86619 | -0.12478 | -0.12824 | -0.14205 | -0.15548 | -0.18954 | -0.26170 | -0.33590 | -0.48258 | $\infty$ | 0.03024 | -0.22399 | -0.1912 |
| 0.59381 | -0.10850 | -0.11268 | -0.12283 | -0.13245 | -0.15586 | -0.20118 | -C. 14427 | -0.36240 | 0.03355 | $\infty$ | -0.19693 | -0.16576 |
| I. 05000 | -0.08700 | -0.08557 | -0.09579 | -0.10150 | -0.11624 | -0.13899 | -0.1583I | -0.21068 | -0.28053 | -0.22233 | $\infty$ | -0.07680 |
| I. 16619 | -0.06832 | -0.06998 | -0.07396 | -0.07752 | -0.08635 | -0.08951 | -0.11010 | -0.13568 | -0.17406 | -0.19819 | -0.08133 | $\infty$ |
| I. 2338 I | -0.05866 | -0.05997 | -0.06307 | -0.06581 | -0.07252 | -0.08254 | -0.09021 | -0.1080 | -0.13379 | -0.15195 | -0.15923 | . 55933 |
| 1.35000 | -0.044I1 | -0.00498 | -0.04703 | -0.04888 | 0.05310 | -0.05922 | $-0.06413$ | -0.07435 | -0.08819 | -0.05797 | -0.11453 | 0.08801 |
| 1.4661 | -0.03212 | -0.03271 | -0.1830 | -0.00524 | -0.03801 | -0.04189 | -0.04471 | -0.05117 | -0.05911 | -0.06456 | -0.00459 | 50 |
| 1.5338 | -0.06630 | 0.02676 | -0.c2783 | -0.08875 | -0.03090 | -0.03388 | -0.03605 | -0.04085 | -C. 04576 | -0.05074 | -0.05803 | 88 |
| I. 65000 | . 01817 | . 0184 | . 0191 | . 0197 | 0.04 | -0. 28304 | -C.0.0440 | -0.08719 | -0.03099 | -0.00322 | -0.03741 | -c.aycrs |
| '. 76679 | - 2 cries | -0.01234 | -0.01278 | -0.01316 | -0.01404 | -0.01522 | -r. 01606 | -0.01778 | -0.01986 | -6.42133 | -0.02377 | C. 25.7 |
| 1. 33381 | -0.00547 | -0. 00962 | -0.00095 | -0.01024 | -0.01090 | -0.01:75 | -n.01242 | -0.01371 | -0.01522 | -0.01630 | -0.01807 | -0.01950 |
| $\cdots 50{ }^{\text {a }}$ | n. 0 ¢ $\mathrm{S}_{2}$ | c.0665: | c. 70632 | 3. 01649 | 3.2mes | 0.09743 | -r.007 | -0.00858 | -0.00948 | -0.01004 | -0.01106 | -0.0154 |
| C. Cefo | n.rctite | $\because$ - M397 | 0.00389 | 0.00950 | 0.10423 | 9.00.55 | -r. 00477 | -0.00521 | -0.00573 | -0.00605 | -0.00658 | -0.00699 |
| c. 338 I | 0.00677 | ror. di | r.ousec | 0.00897 | 0. 00314 | 0.00337 | -0.00353 | -0.00385 | -0.00422 | -0.00444 | -0.00408 | -0.00508 |
| cos.enax | 0.005 | 0.00166 | 0.20771 | 0.00175 | 0.00185 | ¢.00107 | -0.00206 | -0.00824 | -0.00844 | -0.00256 | -0.00<76 | -0.00807 |
| . 06619 | 0.00094 | 0.0 .055 | $\cdots$ | 0.00100 | 0.00105 | 0.00112 | -0.00117 | -0.00127 | -0.0c138 | -0.00144 | -0.00153 | -0.00159 |
| 2.43881 | 0.00067 | 0.00063 | c.00000 | 0.00072 | 0.00075 | 0.00080 | -0.00083 | -0.00090 | -0. $\operatorname{coseg} 7$ | -0.0010 | -0.00108 | -0.001II |
| <. 55000 | 0.00037 | 0. 10037 | 3.ccion | 0.00039 | 0,00041 | 0.00044 | -0.0r046 | -0.00049 | -0.00053 | -0.00055 | -0.00058 | -0.0005s |
| $<.66619$ | 0.00820 | -. 10000 |  | 0.0008 I | 0.00028 | $0.000{ }^{\text {c }} 3$ | -0.00024 | -0.00066 | - $.000 \leq 8$ | -0.00085 | -0.00030 | -0.00030 |
| $<.73381$ | 0.00000 | 0.00000 | - | 0.00000 | 0.00000 | 0.0040 | 0.00000 | -0.0012 8 | -6.00019 | -r.000IS | -0.00820 | -0.0000 |
|  |  |  |  |  |  |  |  |  | -0.000: | -u.cmol | -0.000i0 | -6.00010 |



Table 16 （continued）

|  | de 1 | ． 550 mC | c．60t 4 | ！ | － 5000 | ． 560161 | 3.03381 | 3.15000 | 3.26619 | 3．13381 | 1.45000 | $\therefore .60: 9$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | － $0 \times 00$ | C．Co00 | 7．09000 | 1 Oucor | 1.00000 | $0 . \operatorname{conc}$ | －2400 | 0.00000 | 0.10000 | 9．00000 | 0.70000 | 6.00000 |
| $m$ | －．$\times 006$ | －0．00005 | －0．00004 | －C．00044 | － 3.0000 y | －$\times$ crat | －．jomej | － $0_{0}$ runs | 0．00000 | 0.00000 | T．$x$ 000 | 0.0000 |
|  | ¢ ¢ 3 ¢ | －？．rcom | －r．nocs | －？．NT． | －1．00019 | $0.7 \times 0$ | －）． $00 \times 5$ | $\left.-0.10 c_{4}\right)$ | －k 00 | － 10000 | 1．Junos | \％． $0 \times 4 \times 10$ |
|  | －．mocr | $\cdots 0^{+1}$ | －0．00045 | － $\mathrm{krc}_{4}$ | －0．00036 | － $\mathrm{n}^{2}$ noces | －r．arke | －f． 0 （1） 6 | －＊＊k」 | －0．crick | －0．000． | －0．14647 |
| $r$ | ． $\mathrm{C}^{4} 5$ | $-.00^{2} 24$ | － 7.00 mm | －． 0.0 cos | $-2.70{ }^{2} 4$ | 0.00074 | － 6.9 ming | －0．0cth | －．0．0，5 | －．inor 0 | －1． $\mathrm{rram}_{4}$ | －． 9000 |
| －－ | $-5.00{ }^{-}+$ | －．Coser | －．mry | －．mik | －0．0．58 | －0．00． 18 | －0．cold 7 | －0．0ci 5 | －0．00100 | －t．mosy | －0．000e3 | －． 000075 |
| －${ }^{-1}$ | －～．${ }^{3} 6^{6}$ | － 6.003 .6 | －r．ata | －r．cict 44 | －9．moll | $-0.00164$ | －0．001 10 | －rior 5 | －1．crinl | $\rightarrow$－（K） $6^{4}$ | －0．00＇II | －0．00100 |
| $=30$ | －．$\times 6$. | －C．00474 | －r．ramos | －r．00360 | －0．00918 | －0．006 ${ }^{\text {c }}$ | 0.00455 | －13．mac4 | －c．me98 | －n．00185 | －c．0n．c5 | －0．00148 |
| 6m． 0 | －0．00775 | －C．006：1 |  | $-6.00^{-1}$ | －0．004， | －3．00373 | －0．00344 | $0.00+0!$ | －7．100666 | －0．10247 | －r．veco 0 | －r．00157 |
| ก．${ }^{3} \mathrm{l}$ | －i．00857 |  | $-1.0034$ | －0．74507 | －0．004，${ }^{-0.004}$ | － $6.00+26$ | －0．00392 | 0．01342 | －0．00305 | －0．00200 | － 0.00649 | －0．00＜＜3 |
| ＋rsom | －0．01778 | －．col－5 | －0． $2 \times 50$ | －．3．00074 | －0．00577 | －0．00494 | $-7.00454$ | 0.00394 | －C．00145 | $-0.00320$ | －0．0rees |  |
| －．16619 | －0．01175 | － 6.1003 | －0．00707 | －8．0ctir | －0．00608 | －0．00511 | r．00464 | 3． 00401 | －0．00348 | －-.00322 | －0．0043 | －n．00k5I |
| 1．23381 | －0．C Ito | $-1.10044$ | $-7.0074$ | －n．norca | －0．00576 | －U． $004{ }^{\text {a }}$ | －0．00438 | r． 10174 | －0．00320 | －0．00297 | －0．00． 59 | $-6.00 \ll 8$ |
| 2． 35000 | $-0.0 \times 1$ | －r．cosa | －．．106m | －．ass： | －U． $0 \times 4 \times 6$ | －6．00343 | －0．00704 | $\cdots$ nesi | －r．0ckos | －0．00190 | －0．0ct， 0 | $-{ }^{-1} 0.97$ |
| $\pm .4651^{\circ}$ | $-1.1045$ | －．．（v）： | － | －U． 45 ： | －1．000ss | －0．00047 | －C．0007 7 | ¢． $20 \times 10$ | 0.00019 | ก． 0006 | 0.00034 | 7．0004i |
| － 1301 | ．0060， | 6 c | $\bigcirc .00100$ | 6． $0 \times 3$ | 0.00213 | 0.00216 | C．00＜ 7 | ＇．frecs | 0.00 c 18 | 0.0 cki 6 | 0.00206 | $0.00{ }^{0} 5$ |
| 1． 55000 | 1．us ${ }^{6}$ | ${ }^{\circ}$ | 0.01000 | － $1: 4$ | $\because .00044$ | 0.00877 | 1.00842 | n． 01058 | $2.0060 \%$ | い． 00664 | 6．0060s | 3．00555 |
| I． 5619 | C．＂3 | ．ce kis | 0．$x_{4}{ }^{-}$ | n．+57 | C． 210015 | 0.01814 | 0．01713 | 0.61549 | $0.014 \times 2$ | C．C． 513 | 0.01187 | $0.010 \% 7$ |
| － .3 .381 | 0.0 － 8 | ． 040 | ， $30 \times 4$ | ．n」い5 | 0.0480 | 0.45517 | 1.20360 | ． 0.30 | 0.01917 | ．otat3 | 0.01618 | J．01454 |
| ．．－5000 | r．0．504 | －Wers |  | －『－ 0 | 0.0458 | 0.04039 | 0.03770 | 0． 61564 | 0.01018 | 0.0684 | 0．casou | 0．63：0 |
|  | C．14ce | ． $1 \times 668$ | －00c， | 1．40734 | 2．06893 | 0.06009 | 0.08 .73 | ． 24937 | 0.0440 | 0．64131 | 0.01755 | 0.03160 |
| c．I33rit | $0.1007^{\sim}$ | 0.13077 | ．1117 | .10034 | ． 0 ¢5 5 | 0． 77389 | 0.66843 | C．0．612 | 0.0536 | C．OS024 | 0.04501 | 3.04070 |
| c．escom | r． 150 ct | noclesi | C．IE！I | $\because+.4$ | n．ICS34 | 0.1010 | 0.00403 | －$\times 249$ | C．07301 | 0.06817 | 0.06100 | ． 0.442 |
|  | 1 cta | $0.3^{\text {rex }} \mathrm{con}$ | 1．24＊） | C．c0316 | C．163．5 | O． 13712 | 0.12546 | －（0）C7 | 0.15607 | f． $8^{\circ} 62$ | 1，Cogc！ | ．${ }^{r}$ tI |
| （41） | $\infty$ | c． $\mathrm{nc} \rightarrow 3$ | 0.31504 | － 5183 | ？． 2503 | C． 16101 | 0．14684 | $1.080{ }^{\text {c }}$ | 0.175 | 0.156 | ． 09612 | Q Oseu！ |
| c． 5.000 | n．，res | $\infty$ | 1.504 EC | ． 36019 | 0.46405 | 3．ata 15 | 0.15060 | ristise | ．14184 | ．1 9 | ． 1460 | ．1930 |
| \％： 5 | ． |  | $\infty$ | ？． 6,14 | 3.40769 | 5.4542 | 0．ct7a7 | C．4．0499 | $1.150 \times 5$ | r．$x^{\text {a }}$ | .145 |  |
|  | r | ＋44 | $\checkmark$ | $\infty$ | －．50577 | 1.34770 | C＜ 41.0 | r．c3504 | 0.156 | S．-4 tc | 0．${ }^{4}$ | C．1435 |
|  |  | 7 | ＊ | －${ }^{\text {c }}<3 \mathrm{l}$ | $\infty$ | C． 590077 | $0.4{ }^{\text {cke }}$ | 0.3009 | 0.64052 | ＇s． | －csio | $1.17<18$ |
| ¢． | ， | c | － | ．．－C | 0． 13658 | $\infty$ | C．ccise | －4く68 | C．${ }^{+}$＋5 | －2．73 | $\cdots .<3+2^{2}$ | D． 6746 |
| ．${ }^{\text {d }}$ |  | ．$<^{=}$ | ．${ }^{4}$ | ．$C \times 5$ | ．17：08 | 3.545 .23 | $\infty$ | $\cdots 8$ | C．${ }^{\text {a }}$ | ，$)^{-5}$ | O．cc：3 | ．ca634 |
| ，．crk | ‘ |  | ． 2 c ： | 1．63107 | c．06740 | ）． 16444 | C． $\mathrm{LRF}_{4}$ | $\infty$ | $\because \mathrm{Cl}$ | －4．4＇ | ． 728 | ．r－ワ |
| ．$E$ ¢ | －＊${ }^{\circ}$ | \％ | O．nocel | 0．01396 | 7．02415 | 0.0639 | C．icest | n． $104^{*}$ ， | $\infty$ | － $4 \times 0$ | C．4630 | － |
| ．${ }^{3}$ | $\cdots$ ． 45 | ． $1 \times 4$ | 9． 6050 | ． 00874 | 0.01800 | 0.0 Se63 | r．f ${ }^{\circ}$ | －ces | ¢ | $\infty$ |  |  |
| 3.95000 |  | ．m．s） | 0.00857 | 6.00187 | ． 0 cs） | － 2.46 | ก． $\mathrm{I}^{5} \mathrm{t}^{5}$ | 3.05 | ．${ }^{\text {e }}$ | ．c ud | O | －${ }^{10}$ |
| 2.56519 |  | 1.00057 | 6．00112 | C．OCLTE | C 44 t | 7 | 0.060 | ¢．211 | 3 | －1846 | cact e＇ | $\infty$ |
| ${ }^{2}$ ．6．eso． | r．onn ${ }^{\text {－}}$ | c． 20035 | r．00068 | 0.001 － | ． 217 | 1.0040 ct | r．ck | O． 14.7 | 0 | －+6 | 2．${ }^{-}$ | U． $50 \cdot 15$ |
| －7500C | －${ }^{\text {cow }}$ | 0． 00015 | r．00\％29 | 0.00043 | c．roukt | ． $0 \mathrm{n}^{+\cdots 8}$ | $r_{0} \mathrm{~m}_{2} r_{4}$ | ＇r＊s |  | － 21 | ． 64.450 | c． 12615 |
| 7． 5690 | ． 20003 | 0.00006 | r．oorle | n． $\mathrm{MOM}^{-1}$ | ．20， 5 | －${ }^{(c)}$ |  | r．$)^{36}$ | 2．0． 5 | ．nus | ．0888 | 0.14406 |
| ．csyis | ． 4000 | C．00000 | 0.0 man | 0．ninac | $1.000 \%$ | － $\mathrm{COH}_{2}$ | c．re 5 | ． | ＋1 M | T．rne | －．OrOes | 1．（＜547 |
| 4.0500 c | －－ | －－－ | －＊ | － | ．$x^{\circ} \times$ | ．or | ． 0 res | ． $\mathrm{rcc}^{\text {c }}$ | $\cdots$ C8 7 | 1．0Gses | 6.00417 | 3．006 ${ }^{\circ \prime \prime}$ |
| $4.156{ }^{\text {co }}$ | －＂－ | －＂－ | －＊－ | －＂－ | 「．como3 | n．coono | Sixx 0 | ，Mcki | ． $\mathrm{mb}_{6} 5$ | －vCra | $0.00: 58$ | ． 00764 |
| $4.6,3 \mathrm{I}$ | －＂－ | －－－ | －＂－ | － | 0.00000 | 0，00000 | $7.0000 n$ | ．00600 | 1．Jucs | ． 2040 | 0．00029 | 0.00 .04 |


|  | 0.18 | ） | ． 066 | ． 3.34 | 4.7506 | t．Itris | 4.23381 | 4.35000 | ． 46619 | 4.53 EI | 4.55000 | 4．${ }^{2} 0_{01}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ar | 0 | 3 | O．w 3 | n．$\sim^{2} 0$ |  | －rooco | 0.00000 | C．00000 | 0.00000 | ${ }^{1} . \mathrm{C}$ | c．00900 | $0 . \mathrm{ncome}$ |
| $1.3{ }^{2}$ | ． | 5 | －．cras． | －． 2.1 | $-0.1000$ | －0．00： | －n．nelio | $-6.100 \%$ | －8．0000 | －t．crsous | －r．jooce | －n． 0 cer |
| 0.4 |  | －1．00034 |  | －r．cuoser | －0．000．？ | －．1605 | －0．00024 | －0．00022 | $-0.0000$ | －c．orois | －0．cola | －C．00c16 |
| ．5464 | －．$x^{07}$ | － 0.02064 | －0．m058 | －－wows | －c．0ncos | －． 00046 | －0．00043 | －0．00040 | $-2.60 \sim 37$ | －0．00035 | －0．00032 | －0．00030 |
| ．639 | －．${ }^{\text {¢ }}$ | －r aras | －．．ccol7 | －）．0007 | －．cros6 | －．crrixi | －0．0．008 | －0．00053 | －0．002x | －0．00047 | －C．00043 | － $0.00 \% 0$ |
| 9.5 |  | － $0.80{ }^{-0}$ | r．crat | －1．Y 18 | －．coser | －．．00090 | －0．0005 | －0．0007\％ | $-1.00072$ | －0．0006 | $-6.00063$ | －0．00rs2 |
| or | －r． 5 | －．．C +67 | －J．cots ${ }^{\text {r }}$ | －5．U0，${ }^{\text {c }}$ | －． 000130 | －0．00119 | －0．00113 | －0．00104 | －9．00095 | －0．00091 | －C．00084 | －0．000\％ |
| r．es， | $\because 8$ | －． $\mathrm{NO}_{4} \mathrm{FH}$ | －3．0070 | －．OCar | －7． 0140 | $-6.06134$ | －0．00127 | －0．00117 | －2．00107 | －0．00101 | －0．00094 | －0．00086 |
| －5uk | － 35 | －．00613 | －0．0014 | －．Conel | －C．00：64 | －． 0.50 | －0．00．43 | －0．nciso | ？．00221 | －0．00114 | －0．00106 | －0．00095 |
| － 6619 | 7 | － 0.00208 | －n．00Iek | －0． 0177 | －0．00．61 | －0．00146 | －0．00141 | －0．005 ${ }^{\text {ch }}$ | －1．001 18 | －0．001 5 | －0．00102 | －0．00093 |
| －3381 | －r．nucas | －．0cers | －J．UCi6 ${ }^{\circ}$ | －C．00159 | －0．00i45 | －0．00132 | －0．001＜7 | －0．00113 | －0．00107 | －0．00100 | －0．00089 | －0．00083 |
| ． 35000 | $-0.0 n{ }^{-1}$ | －Mulas | －c．conca | －0．000e7 | －0．00077 | －0．00073 | －0．06065 | －7．00064 | －0．00059 | －0．00053 | －0．00062 | －0．00045 |
| ． 40615 | ． 0 लund | 0．00045 | 0.00047 | 0.0004 .1 | 0.00045 | 0.00017 | 0.00036 | 0.09044 | 0．00088 | 0.00029 | 0.00033 | －C．C0003 |
| －．5338． | c．or 35 | C． 30173 | C． 00158 | ก．00：55 | 0.00 .43 | 0.00129 | 0.00130 | 7．00：10 | 0.00112 | 0.00182 | 0.00091 | 0，0020r |
| ． 65000 | r．0．533 | 6.00487 | 7.044 | 6.60433 | 0.00396 | 0.00363 | 0.010362 | 0.00332 | 0.00301 | 0.00910 | 0.00207 | $0.002<6$ |
| $1.700{ }^{\text {c }}$ | C．0．034 | 0.00435 | 0.00 e 5 | C．04di8 | 0.00734 | 0.00685 | 0.00662 | 0.00564 | $0.0085<0$ | 0.00510 | 0.00449 | 0.00350 |
| 1.833 mI | C．0． 32 | －． $014{ }^{\text {c }}$ | ．$\because+5$ | C． 01086 | 0.01014 | $0.00 \cdot 25$ | 0．N1869 | 0.00828 | c．00755 | 0.00678 | 0.00649 | $0.015^{84}$ |
| 1．-5000 | J．$\because 1 \varepsilon^{5}$ | ．CiS58 | －C17e4 | 0.01677 | 0.015 .5 | C． $0136{ }^{\circ}$ | 0． 130 | 0.01235 | r．01\％／2 | 0.01017 | 0.00992 | O． $\mathrm{HE} \times$ |
| 4． $6 \times$ nic | $6 \times 375$ | 0.02375 | U． 02588 | 0.02447 | 0.02222 | 0.00036 | 0.15954 | r．01752 | 0.01650 | 0.0158 I | 0.01469 | 0.0042 |
| －．${ }^{\text {T }}+3$ I |  | 3.07460 | C． 03165 | 0.01068 | 0.02688 | C．02455 | 0.02335 | 0.10199 | $0 . \times 026$ | C．OIEcI | 0.01764 | 0.01743 |
| C． 5000 | － $\mathrm{Cr}_{4} \mathrm{Cl}_{5}$ | ก． 4 CEI | $0.04<59$ | 0.04042 | 0.03706 | C．$C<0$ | 0.03 .33 | 0.04867 | 0.72580 | c．re533 | 0.02341 | $0.0<056$ |
| ＜．06． | $06^{-145}$ | －． 109 | 0.05535 | 0.05256 | 0.04818 | 0.01452 | $0.04{ }^{0} 43$ | 0.07706 | 0.03432 | 0.03212 | 0.02867 | $0.0<730$ |
| $+3 \mathrm{cc}$ | $\cdot 1$ | ． 030 | U．6386 | 0.06037 | 0.05540 | c，0，094 |  | 0.04553 | 0.03943 | 0.03759 | 0.03417 | $0.0<970$ |
| －000 | ？． $7 \times x$ | ．+5 | r．miss | 0.07551 | 0.0659 | 0.06316 | 0.10064 | 1）． 0.6657 | 0.05328 | 0.05201 | 0.04342 | $0.64: 72$ |
| $c^{\circ}$ |  | 4 | 0.06744 | 0.0 cis 6 | 6.00399 | 0.00 CH | U．0735\％ | 0.06781 | 0.06401 | $0.06<15$ | 0.0596 | 0.05888 |
| ＜． 37 | 1401 | C．14037 | 0．． 0685 | $0.10<73$ | 0.09336 | 0.02505 | 9．00160 | 0.0755 | 0.06995 | 0.06818 | 0.06529 | C．0638I |
| c．r－ 0 | C． 60006 | ． 14417 | C．1298c | $0.1<263$ | 0.11156 | 0.1758 | 0.09661 | 0.08910 | 0.06298 | 0.07964 | 0.07432 | 0.07633 |
| $\ldots{ }^{\text {c }}{ }^{\circ}$ |  | ． $17 \times 38$ | r．1532\％ | 0.1444 I | 0.13099 | 1．1962 | 0.15151 | 0.10397 | 0.05628 | 0.09223 | 0.04677 | $0.0 \times 1<0$ |
| －${ }^{2} \mathrm{ci}$ | C．＜．cio | －IEGER | 0.16787 | $0.158: 3$ | 0.14322 | 0.31050 | 0.12401 | 0.11370 | 0.10476 | C．IOOOI | 0.00407 | $0.088^{5}$ ： |
| 3．tron | r 4475 | $0 .<150$ | ． 19453 | 0.18302 | $0.165{ }^{\circ} 3$ | 0.15061 | 0.14275 | 0.13098 | 0.12065 | 0.15543 | $0.106^{c} 4$ | J． $\mathrm{ICC}_{4}$ |
| ．cto | ¢． 29170 | 0.65143 | $\cdots$ | 0.21030 | 0.18963 | 0.17233 | $0.153<9$ | 0.14935 | 0.13735 | $0.131<0$ | 0.10208 | $0.113 \times 2$ |
| .3301 | C． $3 \times 5.73$ | 0.47647 | 0.24324 | 0.22752 | 0.20460 | $\checkmark 18548$ | 0.17580 | 0.16077 | 0.14748 | 0.14075 | 0．1308 | O．Icied |
| $3 .+5000$ | $0.4{ }^{\circ} 977$ | $0.3<75 \mathrm{I}$ | 0.28034 | C． 66048 | $0 .<3225$ | $0 .<0957$ | 0.14819 | 0.18105 | 0.16614 | 0.15843 | 7．14622 | $0.13 r^{\top} 4$ |
| ${ }^{2} .56 t^{1}$ | $\cdots 5$ | 0．4 6， 4 | ． 16825 | C． 2989 I | C． 26.69 | 0.63603 | $0.2<268$ | 9．20262 | 0.18552 | 0.17080 | 0.16318 | 0.150 |
| 3．6，3，4 | － | $\ldots{ }_{-5}+\mathrm{O}_{4}$ | ᄂ． 16858 | 0.32826 | 32，8352 | 0.25251 | 0.93 | 0.21598 | $0.107 / 9$ | 0．1676． | U．I／342 | 0.16004 |
| 3.75000 | ． 4495 | $\infty$ | n． 2416 | 0.40937 | 0.32769 | 0.28504 | C． 2662 | 0.24037 | 0.21900 | 0.20787 | C．${ }^{0} \mathrm{l}$ ¢0 | 0.17713 |
| 3.66619 | r．crme | ก．ci7cc | $\infty$ | $0.722 I I$ | 0.40431 | 0.36662 | 0.300 | 0． 26717 | 0. ched | ก．c． 68 | ？．$\angle 1070$ | 0． 400 |
| － $33^{\top}$ | C． 0.301 | O．IE 0 | 0.44388 | $\infty$ | 0.50691 | 0.36164 | 0.32546 | 0.28547 | 0.25645 | 1.6450 | 0．ceses | 0．$n$ |
| 4.05000 | 3.07603 | C．OTC76 | C． 10347 | 0.21877 | $\infty$ | 0.49601 | 0.39560 | 0.32341 | ก． 28464 | 0.4750 | $0.2435^{-}$ | （．ac）${ }^{\text {ces }}$ |
| 4.1 C6IC | $0 . \cos 95$ | 0.01449 | 0.03676 | 0.06540 | C． 20785 | $\infty$ | 0.66866 | 0.38980 | 0.38094 | 0.40755 | 0． $667<8$ | $0.04+24$ |
| 4.4381 | 0.005 | C． 00405 | 0.0000 | 0.03500 | 0.09858 | 0.39765 | $\infty$ | 0.47905 | 0.35158 | U． 15056 | n． 26351 | $0.2{ }^{\text {at }} 4$ |
| 4.3590 | $0.0 C$ ¢ | 0.00291 | 0.00715 | $0.012 \angle 8$ | 0.03224 | 0.05274 | 0．19：65 | $\infty$ | 0.46858 | 0．3／979 | 0.31642 | 1．ct＜06 |

Table 17 Table of the function $f_{1}\left(x, x_{0}\right)$ for water, $T=300^{\circ} \mathrm{K}$.
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## PREFACE

A conference on the subject of neutron thermalization was held at the Brookhaven National Laboratory from April 30 to May 2, 1962, precisely four years after the close of the last thermalization conference, the Gatlinburg conference of April 28-30, 1958. The subject of thermalization, which concerns the approach to thermal equilibrium and the manner of the equilibrium distribution of neutrons in matter, has elicited a great deal of interest in the meantime. While the seventeen papers contributed at Gatlinburg could be assembled into a single, convenient volume, presenting the seventy Brookhaven papers has required four weighty books.

The Brookhaven conference was conducted as a "reporter" conference. The technical papers which were submitted were sorted into six categories, viz., the experimental and theoretical aspects of the "scattering law," of spectra in infinite media, and of transient phenomena. A reporter was chosen for each of the six topics, and was asked to prepare a talk which would contain an appreciation of the technical papers. The reporter talk, followed by a general discussion constituted each session. Thus, the individual papers were not presented, though copies were available to all who attended, and are presented in these proceedings. (While the papers from our Soviet colleagues were received too late for discussion at the conference, translated versions will also be found in these volumes.)

The success of a technical conference is always due to the efforts of many people. We must first thank the reporters and authors for the fine quality of their contributions. Mr. Robert Brown of Brookhaven's Graphic Arts Division was responsible for the prompt publication of the proceedings and for having more than ten thousand copies of the technical papers ready in time for the conference. Mrs. Mariette Kuper and Mr. Edward Bergin and their staffs directed the mechanics of the conference with skill and aplomb, while several members of the Theoretical Reactor Physics Group made important contributions to its planning and execution. In particular, we should thank Drs. Paul Michael and Henry Honeck, and for his kind encouragement throughout, Mr. Jack Chernick, the Group's Director.
$\bullet$
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#### Abstract

A review of 16 papers ( $1-16$ ) submitted to the Brookhaven conference and dealing with the experimental aspects of "asymptotics" or "transients" in space, time, and energy is given. Most of these papers deal with diffusion parameter measurements using pulsed or stationary methods; numerous new data have been reported and are critically compared. A number of new techniques for the investigation of space-and time-dependent thermalization phenomena are reviewed.


## 1. Introduction

About four years ago, the whole field of "transients" or "asymptotics" research appeared to be in a very good state; measurements by different authors using either pulsed or stationary methods were in reasonable agreement. Attempts to interpret the data theoretically were in general quite successful. There seemed to be not much incentive for further research work. However, with the arrival of more advanced experimental techniques and of more sophisticated analysis methods, the situation has almost completely changed. Today, there exists a considerable amount of discrepant data on almost any moderator. Reported data for thermalization times and diffusion cooling coefficients diverge by up to a factor of three and even for one of the most fundamental constants of neutron physics, the diffusion length of thermal neutrons in water, data differing to up to $6 \%$ have been found. Only in very few cases the data can be calculated theoretically with sufficient accuracy. The author hopes that discussions at this conference will contribute towards a better understanding of all these problems and clarify some discrepancies.

In order to give a formal classification of the problems which will be discussed in this paper, let us start from the space-time- and energy
dependent diffusion equation for the neutron flux $\phi(\mathrm{r}, \mathrm{E}, \mathrm{t})$ in a nonmultiplying scattering medium:

$$
\begin{equation*}
\frac{1}{\mathrm{v}} \frac{\partial \phi}{\partial \mathrm{t}}=-\Sigma_{\mathrm{a}} \phi+\mathrm{D} \Delta \phi+\mathrm{H} \phi+\mathrm{S}(\mathrm{r}, \mathrm{E}, \mathrm{t}) \tag{1}
\end{equation*}
$$

Here H is the thermalization operator

$$
\begin{equation*}
\mathrm{H} \phi=\int \Sigma_{\mathrm{S}}\left(\mathrm{E}^{\prime} \rightarrow \mathrm{E}\right) \phi\left(\mathrm{E}^{\prime}\right) \mathrm{dE}^{\prime}-\Sigma_{\mathrm{S}} \phi \tag{2}
\end{equation*}
$$

while $S(r, E, t)$ represents the neutron sources.
At large distance from the source (in the stationary case) or at large times after the injection of a source neutron burst (in the time-dependent case) there may be asymptotic solutions of Eq. (1). In a pulsed medium, they can be written

$$
\begin{equation*}
\phi(\mathrm{r}, \mathrm{E}, \mathrm{t})=\mathrm{R}(\mathrm{r}) \phi_{\alpha}(\mathrm{E}) \mathrm{e}^{-\alpha \mathrm{t}} \tag{3}
\end{equation*}
$$

where $\alpha$ is the lowest eigenvalue of

$$
\begin{equation*}
\left[-\frac{\alpha}{\mathrm{v}}+\Sigma_{\mathrm{a}}+\mathrm{DB}^{2}\right] \phi(\mathrm{E})=\mathrm{H} \phi(\mathrm{E}) \tag{4}
\end{equation*}
$$

and $\phi_{\alpha}(E)$ the corresponding eigenfunction. $B^{2}$ is the geometrical buckling, i.e., the lowest eigenvalue of

$$
\begin{equation*}
\Delta \mathrm{R}+\mathrm{B}^{2} \mathrm{R}=0 \tag{5}
\end{equation*}
$$

with adequate boundary conditions on the surface of the moderator. $R$ is the corresponding spatial eigenfunction.

In an infinite source-free stationary moderator, the asymptotic solution of Eq. (1) is

$$
\begin{equation*}
\phi(\mathrm{r}, \mathrm{E})=\mathrm{e}^{-\kappa \mathrm{Z}} \phi_{\kappa}(\mathrm{E}) \tag{6}
\end{equation*}
$$

where $\kappa$ is the lowest eigenvalue of

$$
\begin{equation*}
\left[\Sigma_{\mathrm{a}}-\mathrm{D} \kappa^{2}\right] \phi(\mathrm{E})=\mathrm{H} \phi \tag{7}
\end{equation*}
$$

and $\phi_{K}$ the corresponding eigenfunction. Apparently, both asymptotic solutions are closely related and it is for this reason that we will discuss the experiments for the determination of $\kappa$ and $\alpha$ and their evaluation together in section 2. Eleven papers dealing with related subjects have been submitted $(1,2,3,4,6,9,10,11,14,15,16)$ and the main part of this paper deals with these "asymptotics."

Non-asymptotic solutions of Eq. (1) are important:
a) to describe the neutron flux and spectrum during the thermalization process in the time-dependent case. From the behavior of the energy transients, a 'ther malization time" can be derived which is closely connected with other ther malization properties
of a moderator. Four papers dealing with related subjects have been submitted $(5,7,8,16)$ and will be discussed in section 3 .
b) to describe neutron flux and spectrum transients near medium discontinuities. There may be different moderators in contact or different temperature regions of the same moderator. Two papers have been submitted dealing with this question; they will be discussed in section 4.

Other non-asymptotic solutions of Eq. (1) may be important near sources and absorbers, these problems are however not dealt with in this paper. Our interest is in general not in spectra, but rather in basic integral constants describing asymptotic decay or transient phenomena.

## 2. The Measurement of Thermal Neutron Diffusion Parameters ("Asymptotics" in space and time)

### 2.1 Pulsed Source Measurements

The principle of the pulsed source method is simple. The asymptotic decay constants of moderator blocks with different bucklings are measured; the resulting $\alpha$ vs. $\mathrm{B}^{2}$ curve is plotted and, using a least squares method, fitted by

$$
\begin{equation*}
\alpha=\alpha_{\mathrm{o}}+\mathrm{D}_{\mathrm{o}} \mathrm{~B}^{2}-\mathrm{CB}^{4} \tag{8}
\end{equation*}
$$

In this way, the absorption probability $\alpha_{0}=v_{0} \Sigma_{a}\left(v_{0}\right)$, the thermal neutron diffusion coefficient $D_{0}$, and the diffusion cooling coefficient $C$ are determined. The procedure appears quite straightforward; it involves however three very difficult problems:
a) The exact determination of the fundamental mode decay constant $\alpha$.
b) The exact calculation of the buckling $\mathrm{B}^{2}$.
c) The fitting of the $\alpha$ vs. $\mathrm{B}^{2}$ curve by only three terms.
2.1.1 The determination of the asymptotic decay constant. Let us
assume that the experimenter has an ideal neutron detection equipment, i.e., no deadtime effects exist which may affect $\alpha$ measurements considerably. Then, the following causes for errors in the $\alpha$ determination still are present: background neutrons from the source, backscattering of neutrons, presence of higher spatial modes, and presence of higher energy modes. In addition, there may be physical effects which prevent the establishment of the pure fundamental mode. An excellent example for this is the 'trapping effect" report by E. G. Silver (9). Figure 1 shows the observed decay constant of a beryllium block at various temperatures as a function of the "waiting time,"i.e., the time elapsed between the injection of the neutron burst into the beryllium block and the beginning of the data analyzing interval.


Fig. 1: Relative values of decay constant, $\alpha$, as a function of time elapsed between end of neutron pulse and start of data analysis. Time is in units of $T=1 / \alpha ; \alpha$ normalized to unity at about $T=1$. The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\alpha$. [from ref. (9)]

The size of the block was $12 \times 143 / 8 \times 143 / 8 \mathrm{in}$.; data were taken at $0^{0}$ and at $-96^{\circ} \mathrm{C}$. While there is almost no dependency of the decay constant on the waiting time at $0^{\circ} \mathrm{C}$, a strong dependency exists at $-96^{\circ} \mathrm{C}$. The explanation of this effect is probably the following one: at low temperatures, the cross section for energy gain scattering processes of very slow neutrons becomes extremely small. Therefore a neutron which once has been scattered into the very low energy region will remain there for very long times; returning into the "thermal" group it acts as a source with a slower decay time than that of the fundamental mode.

For graphite at room temperature, fortunately no such effect exists.

In order to suppress higher spatial harmonics and especially higher energy modes, a certain minimum waiting time is required. This problem is investigated in two papers submitted to this conference $(10,15)$. Both experimenters find that for large bucklings $\left(B^{2}>70 \times 10^{-4} \mathrm{~cm}^{-2}\right)$ the waiting time has to be about 2 millisec due to the appearance of higher energy modes. If measurements are started too early, larger values of $\alpha$ are observed though the decay curve might look like a good exponential. At smaller bucklings, the waiting time is dependent on the way in which the higher harmonics are suppressed; this was different in the Brookhaven (15) and
the Karlsruhe (10) experiments. Klose et al. (10) used two detectors to suppress the most pronounced harmonics and found that a waiting time of 3 fundamental mode decay periods was sufficient.

In water, especially at very large geometries, higher spatial modes are important and a considerable waiting time may be required. This problem has been dealt with carefully in a recent paper by Lopez and Beyster (17) who show that waiting times up to $50 \times$ the fundamental mode decay period are required in large geometries. These authors also show that a Fourier analysis technique can be used to isolate the funda mental mode, thus eliminating the need for a long waiting iime. Fourier analysis techniques were also used by H. Meister (18) for the determination of the fundamental and higher modes' $\alpha$ on a subcritical $\mathrm{D}_{2} \mathrm{O}$-natural U pile.

Since long waiting times have to be used and the neutron decay has to be observed over a large interval, any background neutrons from the source can do great harm to a measurement. The background intensity of neutrons should be less than $10^{-5}$ the "normal" intensity; the Brookhaven group reports a modification (15) of their van de Graaff which leads to a remarkably low background ratio of $<10^{-6}$.

Finally, backscattering of neutrons from the walls of the laboratory
may lead to a time-dependent background which can influence $\alpha$ measurements. It should be possible to protect the moderator block against stray neutrons by appropriate shielding. This needs however careful investiga tions in each case; for instance a 0.5 mm cadmium lining may be insufficient due to large amounts of epicadmium neutrons entering the pile.
2.1.2 The determination of the buckling. In order to determine the geometrical buckling of the moderator blocks, most authors use the "classical" prescription, i.e., all linear dimensions are increased by twice the extrapolation length

$$
\begin{equation*}
\mathrm{d}=0.71 \lambda_{\mathrm{tr}}=2.13 \frac{\mathrm{D}_{\mathrm{o}}}{\mathrm{v}} \tag{9}
\end{equation*}
$$

This is certainly correct as long as a moderator is large so that errors in the extrapolation length do not affect $\mathrm{B}^{2}$. However, if small assemblies with linear dimensions of only a few transport mean free paths are used, this procedure may be incorrect. Due to the energy dependency of the mean free paths, space-energy transients may arise near the surfaces which lead to a different "effective extrapolation length." The latter may also depend on the shape of the moderator.

In graphite, even the smallest assemblies investigated have linear dimensions exceeding 15 mean free paths. Also, the transport mean free
path of graphite is not very dependent on the neutron energy. Therefore Eq. (9) should be a reasonable approximation. This was checked experimentally by Klose et al. (10) who evaluated $\alpha$ vs. $\mathrm{B}^{2}$ curves in a threeand four-parameter fit with $d$ as an open parameter. It was found that the minimum fluctuation of the experimental points around the $\alpha\left(\mathrm{B}^{2}\right)$ curve was obtained when the above equation (9) was used for the calculation of $d$.

The situation is quite different, however, for water. Gelbard (19) has computed extrapolation lengths for slabs as a function of buckling in various approximations. While he finds $d=0.76 \lambda_{\text {tr }}$ for zero buckling, the extrapolation length decreases steadily with increasing buckling. This is due to the strong energy dependency of the transport mean free path and the diffusion cooling effect. In a more recent paper (20), Gelbard has shown that a very different result applies for the extrapolation length in cylindrical systems. Lopez and Beyster (17) and Küchle (21) have investigated the influence of the change of extrapolation length reported in (19) on the evaluation of their measurements in water; both find a very small effect. It will certainly be worthwhile to continue theoretical studies on effective extrapolation lengths in small water geometries.
I. A. de Juren et al. (1) have submitted a paper to this conference
describing an attempt to measure extrapolation lengths directly by the investigation of space-dependent neutron fluxes in pulsed water geometries using a small $\mathrm{Li}^{6}{ }^{\mathrm{I}}$ counter. Their preliminary results on a 16.4 cm diameter cylinder and a 11.28 cm cube indicate extrapolation lengths in the region 0.402 to 0.475 cm , i.e., much greater than one would anticipate. The continuation of this work deserves great interest. Evidence for a very strong effect of extrapolation lengths in small water geometries is contained in a recent paper by R. S. Hall et al. (22) who did pulsed measurements on a set of "square" and of "flat" systems, yielding quite different results.

Since the buckling of higher modes depends considerably less on the extrapolation lengths than the fundamental mode buckling, decay measurements on higher modes using the aforementioned Fourier analysis technique seem worthwhile. Meister (18) could determine the decay constant of the fundamental mode and the next three higher modes of his system with reasonably accuracy. This may be difficult to achieve with small water systems.

### 2.1.3 The evaluation of $\alpha$ vs. $\mathrm{B}^{2}$ curves. Physically, there is no a

 priori reason for only three terms describing the $\alpha$ vs. $\mathrm{B}^{2}$ curve, Eq. (8).In fact, various theories show that higher order terms exist in order to describe the diffusion cooling effect and the transport theory corrections to elementary diffusion theory. The accuracy of the measured data however does not permit to determine more than three parameters in most cases. The problem arises how to extract these three parameters in the presence of higher order terms. A useful method, originally proposed by the Brookhaven group, is discussed in three papers submitted to this meeting ( $2,4,15$ ):

The relation Eq. (8) between $\alpha$ and $\mathrm{B}^{2}$ can be written

$$
\begin{equation*}
\alpha-\alpha_{\mathrm{O}}=\mathrm{D}_{\mathrm{o}} \mathrm{~B}^{2}-\mathrm{CB}^{4}+\ldots \tag{8a}
\end{equation*}
$$

We can also use the inverse series

$$
\begin{equation*}
\mathrm{B}^{2}=\frac{\alpha-\alpha_{\mathrm{O}}}{\mathrm{D}_{\mathrm{o}}}+\frac{\mathrm{C}}{\mathrm{D}_{\mathrm{o}}}\left(\frac{\alpha-\alpha_{\mathrm{O}}}{\mathrm{D}_{\mathrm{O}}}\right)^{2}+\ldots \tag{8b}
\end{equation*}
$$

$D_{0}$ and $C$ can now be determined using either fit (8a) or the fit (8b), each trunctuated after two terms. Due to the neglect of higher order terms, these two fits will yield different results for $D_{0}$ and $C$. One can now plot D and C as a function of the buckling range. When the points of maximum $\mathrm{B}^{2}$ are dropped successively, $\mathrm{D}_{\mathrm{O}}$ and C from both evaluations approach
continuously. This is shown in Figure 2 for $D_{o}$ in one of the Brookhaven measurements on graphite-bismuth systems (15). One gets a good indication in this way over which buckling range a three-parameter fit can be reasonably applied. Unfortunately, with a decreasing length of the $\mathrm{B}^{2}$ interval the statistical accuracy of the diffusion parameters, in particular of C, decreases.

A somewhat different technique for the indication of the "reasonable" $B_{\max }^{2}$ was employed by the Karlsruhe group (10); we shall discuss it together with the results on graphite in section 2.3.4. In general, there is agreement among most authors that it is more useful to compare $\alpha$ vs. $\mathrm{B}^{2}$ curves directly instead of comparing parameters derived by a least-squared fit of the $\alpha$ vs. $\mathrm{B}^{2}$ curves.

### 2.2 Diffusion Length Measurements

A number of papers were submitted to this conference $(2,6,11,14)$ dealing with diffusion length measurements, mainly in light water. While for solid moderators like graphite and beryllium the " $\Sigma$-pile" method seems to be generally accepted now, various methods are in use in order to measure the diffusion length in light water:
a) The "cadmium-difference" method (23). A thermal point source

in an infinite medium is obtained by measuring the neutron flux a round a $\mathrm{Ra}+\mathrm{Be}$ source with and without a concentric Cd shell and taking the difference. The method does not yield extremely accurate results since the differences may be small.
b) The "Sb + Be source" method $(11,24,25,26)$. A $\mathrm{Sb}+$ Be photoneutron source emits $\sim 25 \mathrm{kev}$ neutrons which become ther malized quite close to the source. The resulting thermal flux is therefore due to almost a "thermal point source." However, as Reier and de Juren have shown (24), at source distances $<30 \mathrm{~cm}$ corrections for slowed-down neutrons, though small, have to be applied. These corrections should be checked using the Cd-difference method.
c) The "thermal column" method $(2,6,27,28)$. Neutrons from a thermal column are fed into a water column of cylindrical or square cross section. The axial relaxation length is measured and converted into a diffusion length, using the well-known geometric corrections.

While the two latter methods are certainly superior to the first one, it is not clear which of them is the more reliable one. The results which are discussed in section 2.3 .1 show discrepancies but no systematical dependency on the experimental methods.

The technique of poisoning a moderator in order to measure independently the diffusion coefficient and the absorption cross section has been used extensively on $\mathrm{D}_{2} \mathrm{O}(14,29)$, on graphite (30), and on $\mathrm{H}_{2} \mathrm{O}(11$, 23,31). Several authors have discussed the importance of "Diffusion Hardening" in such experiments $(23,32)$ and have corrected their data for this effect $(14,23)$. That the poisoning technique can also be used to determine $C$ and is therefore entirely equivalent or even superior to pulsed source measurements is demonstrated in a paper by Starr and Koppel (2) submitted to this conference. These authors have measured diffusion lengths in water and in aqueous boric acid solutions over a great range of boron concentrations with extreme precision. From Eqs. (1), (4), (7), and (8) the diffusion length in a poisoned system ${ }^{*}$ can be derived to obey

$$
\begin{equation*}
\kappa^{2}=\frac{1}{L^{2}}=\frac{v_{0} \Sigma_{a}}{D_{o}}\left[1-\frac{v_{0} \Sigma_{a}}{D_{0}^{2}} C+\ldots\right. \tag{10}
\end{equation*}
$$

Plotting $\kappa^{2}$ vs. $\Sigma$ a yields $\mathrm{D}_{\mathrm{O}}$ and C like in a pulsed source experiment.
While this has been well-known for many years, the experiment by Starr and Koppel is the first which yields data sufficiently accurate to determine the C term.
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### 2.3 A Discussion of Recent Experimental Results

### 2.3.1 The diffusion length of thermal neutrons in water. Table 1

shows some more recent results on diffusion lengths in $\mathrm{H}_{2} \mathrm{O}$. The conversion to $22^{\circ} \mathrm{C}$ was done using $\mathrm{dL} / \mathrm{dT}=0.006 \mathrm{~cm} /{ }^{\circ} \mathrm{C}$. While the first seven values were derived from direct (stationary) measurements, the last three were inferred from pulsed neutron measurements using the formula

$$
\begin{equation*}
L^{2}=\frac{\mathrm{D}_{\mathrm{O}}}{\alpha_{\mathrm{O}}}\left[1+\frac{\alpha_{\mathrm{O}} \mathrm{C}}{\mathrm{D}_{\mathrm{O}}^{2}}\right] \tag{11}
\end{equation*}
$$

and the respective values of $\mathrm{D}_{\mathrm{O}}, \alpha_{\mathrm{O}}$, and C . The following comments apply to the different results: The value of Beckurts and Klüber, though one of the lowest, does not contradict other due to the large error limits given. The next three determinations are in a very reasonable agreement. However Rohr's measurement is not quite an independent one since the source neutron correction factors given by Reier and de Juren (24) were used. The result of Rockey and Skolnik's measurement seems very high; this might possibly be due to the neglect of source neutron corrections at source distances $<30 \mathrm{~cm}$. There is also a very high value reported by Ballowe which is very difficult to explain. Miller's experiment cannot be compared since the water temperature was not stated in his publication.

Table 1: Diffusion Length Measurements in $H_{2} 0$

| Author | Year | Ref. | Method | Measured at | L (cm) | L. at $22{ }^{\circ} \mathrm{C}$ (cm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beckurts und hluber | 1958 | 23 | Cd difference | $15^{\circ}$ | $2,70 \pm 0,03$ | 2,742 $\pm 0,030$ |
| Starr and Koppel | 1961 | 2 | Thermal Col. | $21^{\circ}$ | 2,75440,008 | $2,760 \pm 0,008$ |
| de Juren and Kerer | 1961 | 11 | $\mathrm{Sb}-\mathrm{Be}$ | $23^{\circ}$ | 2,781 ${ }^{+} 0,006$ | 2,775 $\pm 0,006$ |
| Rohr | 1962 | 26 | Sb - Be | $16^{\circ}$ | $2,742 \pm 0,011$ | $2,778 \pm 0,011$ |
| Llockey and Skolnik | 1901 | 25 | Sb - Be | $26^{\circ}$ | 2,839 0,018 | 2,335 $\pm 0,018$ |
| Ballowe | 1962 | 6 | Thermal Col. | $24^{\circ}$ | $2,870 \pm 0,008$ | $2,858 \pm 0,012$ |
| Miller | 1961 | 28 | Thermal Col. | ? | 2,81 |  |
| Küchle | 1960 | 21 | Pulsed source | $22^{\circ}$ | 2,744士0,080 | 2,744 $\pm 0,080$ |
| Lopez and Beyster | 1962 | 17 | Pulsed source | 26, $7^{\circ}$ | 2,749-0,016 | 2,795 $\pm 0,016$ |
| Dio | 1938 | 33 | Tulsed source | $22^{\circ}$ | 2,730 ${ }^{\text {a }} 0,06$ | $2,739 \pm 0,060$ |

$2,767 \pm 0,008$

The author would tend to consider the Reier-de Juren and the Starr-

Koppel experiments as the most reliable ones; the average is $2.767 \pm 0.008$ at $22^{\circ} \mathrm{C}$. The weighted average of all six stationary measurements is 2.785 $\pm 0.012$ at $22^{\circ} \mathrm{C}$.

The pulsed measurements of Dio and of Küchle lead to lower values of the diffusion length; however the limits of error in both cases are large, so no genuine discrepancy exists. The pulsed source result of Lopez and Beyster is high and slightly discrepant to the above "best value." We shall discuss pulsed source results more extensively in the next session.

The temperature dependency of the diffusion length in $\mathrm{H}_{2} \mathrm{O}$ is plotted in Figure 3. It is seen that the various results are in a good agreement.
2.3.2 $\mathrm{D}_{\mathrm{O}}$ and C for $\mathrm{H}_{2} \mathrm{O}$ from pulsed and from poisoning experiments.
(a) Poisoning experiments. Figure 4 shows $\kappa^{2} / \Sigma_{a}$ as a function of $\Sigma_{\text {a }}$ for aqueous boric acid solutions as measured by Starr and Koppel (2). At low boron concentrations, some results of Beckurts and Klüber (23) and of Reier and de Juren (11) are also plotted.* With the exception of Reier's *The values of Miller (28) and of Ballowe (27) were not plotted here since no numerical results were available to the author; extracting numbers from diagrams seemed to be inaccurate.


Fig. 3: Temperature dependence of the diffusion length in $H_{2} 0$


Fig. 4: K $2 / \Sigma_{Q}$ from poisoning experiments in $H_{2} 0\left(21^{\circ} \mathrm{C}\right)$
point at the highest boron concentration, all measurements are in reasonable agreement.

Evaluating their data with the method outlined in section 2.1.3, Starr and Koppel (2) find for $\mathrm{H}_{2} \mathrm{O}$ at $21^{\circ} \mathrm{C}$

$$
\begin{aligned}
& \mathrm{D}_{\mathrm{o}}=35,800 \pm 100 \mathrm{~cm}^{2} / \mathrm{sec}, \mathrm{C}=2,900 \pm 350 \mathrm{~cm}^{4} / \mathrm{sec}, \text { and } \\
& \sigma_{\mathrm{a}}=326.9 \pm 1.6 \mathrm{mb}
\end{aligned}
$$

The experiment of Beckurts and Klüber is not sufficiently accurate to yield a value for $C$. Correcting for diffusion hardening using published values of $C$, the following diffusion parameters are derived:

$$
\mathrm{D}_{\mathrm{o}}=35,500 \pm 1100 \mathrm{~cm}^{2} / \mathrm{sec} \quad \text { and } \quad \sigma_{\mathrm{a}}=327 \pm 12 \mathrm{mb}
$$

Within the limits of error, these are in good agreement with the above results.

Reier and de Juren have derived a value of $37,618 \mathrm{~cm}^{2} / \mathrm{sec}$ for $\mathrm{D}_{\mathrm{o}}$ from their measurement. However, if one corrects their measurements for diffusion hardening a $D_{0}$ of about $36,000 \mathrm{~cm}^{2} / \mathrm{sec}$ can be derived. One can therefore state that all poisoning experiments on $\mathrm{H}_{2} \mathrm{O}$ are in good agreement; due to their high accuracy the Starr and Koppel results should be considered as representative.
(b) Pulsed experiments. Figure 5 shows $\alpha$ vs. $\mathrm{B}^{2}$ curves for $\mathrm{H}_{2} \mathrm{O}$ as observed by Küchle* (21) and by Lopez and Beyster (17). It is seen that there is a systematic discrepancy between the two curves. Küchle's curve is similar to previous $\alpha$ vs. $\mathrm{B}^{2}$ curves $(33,34,35)$; therefore background, backscattering, or even higher spatial modes cannot be the reason for the discrepancies. Lopez and Beyster used their Fourier analysis technique only for the first few low $\mathrm{B}^{2}$ points, i.e., in the region where the discrepancy exists they use the same technique as Küchle and previous experimenters. The reason for the discrepancy can only be that Lopez used nearcubical systems while Küchle and many others preferred rather flat cylindrical assemblies. Therefore, the discrepancy is similar to the afore-mentioned observation of Hall et al. (22). Until the problems of shape-dependency of the buckling on small water systems are cleared, the accuracy of pulsed measurements in water is subject to some doubts; more confidence should be put into the poisoning experiment.

A three-parameter analysis of the Lopez-Beyster data using the methods outlined in section 2.1 .3 yields the following diffusion parameters at $26.7^{\circ} \mathrm{C}(4,17)$ :
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Fig. 5: $\alpha$ vs. $B^{2}$ for $H_{2} 0$ at $26,7^{\circ} \mathrm{C}$

$$
\begin{aligned}
& \mathrm{D}_{\mathrm{o}}=37,426 \pm 368 \mathrm{~cm}^{2} / \mathrm{sec}, \sigma_{\mathrm{a}}=325.5 \pm 1.6 \mathrm{mb}, \text { and } \\
& \mathrm{C}=4852 \pm 763 \mathrm{~cm}^{4} / \mathrm{sec} .
\end{aligned}
$$

Küchle's data yield the following diffusion parameters at $22^{\circ} \mathrm{C}$ :

$$
\begin{aligned}
& \mathrm{D}_{\mathrm{o}}=35,400 \pm 700 \mathrm{~cm}^{2} / \mathrm{sec}, \mathrm{C}=4200 \pm 800 \mathrm{~cm}^{4} / \mathrm{sec}, \text { and } \\
& \sigma_{\mathrm{a}}=326 \pm 6 \mathrm{mb}
\end{aligned}
$$

This evaluation was performed by a three-parameter analysis in the region $\mathrm{B}^{2}=0$ to $0.7 \mathrm{~cm}^{-2}$; Küchle (21) discussed the role of a $\mathrm{B}^{6}$ term and showed that it is probably very small. While the absorption cross sections agree well, there are discrepancies in $\mathrm{D}_{\mathrm{O}}$ and C :

|  | $\frac{\mathrm{D}_{\mathrm{O}} \mathrm{cm}^{2} / \mathrm{sec}}{}$ | $\frac{\mathrm{C} \mathrm{cm}^{4} / \mathrm{sec}}{}$ |
| :--- | :--- | :--- |
| Starr and Koppel | $35,800 \pm 100$ | $2900 \pm 350$ |
| Lopez and Beyster* | $36,700 \pm 370$ | $4852 \pm 800$ |
| Küchle* | $35,300 \pm 700$ | $4200 \pm 800$ |

Within the limits of error, Küchle's data agree with the Starr-Koppel data whereas the Lopez-Beyster data agree worse. Apparently, a very careful investigation of the "buckling" problem would be very helpful.
2.3.3 The diffusion parameters in $\mathrm{D}_{2} \mathrm{O}$. As a most valuable contribution to this conference, Brown and Henelly (14) have reported the diffusion * $\mathrm{D}_{\mathrm{O}}$ was corrected to $21^{\circ} \mathrm{C}$ using $\mathrm{dD}_{\mathrm{O}} / \mathrm{dT}=130 \mathrm{~cm}^{2} / \mathrm{sec}^{\circ} \mathrm{C}$. No attempt to correct $C$ was made since this would shift $C$ only by a fraction of the error limits.
coefficient of $\mathrm{D}_{2} \mathrm{O}$ in the temperature range $20^{\circ}$ to $220^{\circ} \mathrm{C}$. This has been a long-standing "Priority I" - request of the European-American Nuclear Data Committee. The experiment to determine D was done by a poisoning technique (heterogeneous poisoning with copper) in the 'pressurized subcritical facility" at Savannah River (36). Unfortunately, not many details of the experiment are described in reference (14). Some more details about the hardening correction might be of interest. The resulting values for $\mathrm{D}=\mathrm{D}_{\mathrm{O}} / \mathrm{v}$, together with some other data, are plotted in Figure 6. Within their limits of error, the different results agree. The temperature dependency of $D$ is well described by a simple calculation based on the "Radkowsky prescription" (41).

Ganguly and Waltner (40) have recently reported the first complete study of $\mathrm{D}_{2} \mathrm{O}$ diffusion parameters by the pulsed source method. Their results for the diffusion coefficient were shown in Figure 6. For the diffusion cooling coefficient at room temperature, they obtained $\mathrm{C}=3.72$ $\pm 0.50 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ in agreement with Sjöstrand's preliminary value $3.5 \pm 0.8 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}(42)$.
2.3.4 The diffusion parameters of graphite. Pulsed measurements on graphite had been performed previously by Antonov (46), Beckurts (47),


Fig. 6: liffusion coefficient of $)_{2} 0$ as a function of temperature [from ref. (14)]
and by Starr and Price (45). These early investigations yielded values of C in the region 12 to $16 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ (at $1.6 \mathrm{~g} / \mathrm{cm}^{3}$ density). Since later French (44) and German* investigations seemed to indicate a considerably stronger diffusion cooling, the question was carefully re-examined. Three papers dealing with this subject were submitted to this conference $(10,15,16)$.

Figure 7 shows $\alpha$ vs. $\mathrm{B}^{2}$ curves for graphite as obtained by Klose et al. (10) and by Starr and Price (15).** It is seen that both experimenters' data are in reasonably good agreement. Compared to previously published curves, the $\alpha$ values in the high $\mathrm{B}^{2}$ region are much lower. Most previous authors measured too high $\alpha^{\prime}$ s at small block sizes due to contribution of higher energy modes (see section 2.1.1).

Starr and Price (15) made a three-parameter fit of their data using the method outlined in section 2.1.3. They derived the following diffusion parameters for a GBF graphite of $1.697 \mathrm{~g} / \mathrm{cm}^{3}$ density:

$$
\begin{aligned}
& \lambda_{\mathrm{o}}=79.2 \pm 0.6 \mathrm{sec}^{-1}, \mathrm{D}_{\mathrm{o}}=2.02 \pm 0.01 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}, \text { and } \\
& \mathrm{C}=34 \pm 3 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}
\end{aligned}
$$

Klose et al. (10) tried a three- and a four-parameter fit of their
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data. Figures 8 a and 8 b show C and $\lambda_{\operatorname{tr}}=\left(3 \mathrm{D}_{\mathrm{o}} \sqrt{\pi}\right) / 2 \mathrm{v}_{\mathrm{o}}$ as a function of the $B^{2}$ region used for the least square fitting. It is seen that in the threeparameter fit there is a considerable dependency of the diffusion parameters on the $B_{\text {max }}^{2}$ used; it seems not reasonable to extend the three-parameter fit above $\mathrm{B}^{2}=60 \times 10^{-4} \mathrm{~cm}^{-2}$. Then, the following parameters are found (at 1.6 density):
\[

$$
\begin{aligned}
& \lambda_{\mathrm{o}}=88.3 \pm 1.2 \mathrm{sec}^{-1}, \mathrm{D}_{\mathrm{o}}=2.13 \pm 0.02 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{sec}, \text { and } \\
& \mathrm{C}=26 \pm 5 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}
\end{aligned}
$$
\]

For a four-parameter fit, the dependency of the diffusion parameters from the $\mathrm{B}^{2}$ region used for the fit is apparently less critical. The following parameters were found:

$$
\begin{aligned}
& \lambda_{\mathrm{o}}=88.6 \pm 1.6 \mathrm{sec}^{-1}, \mathrm{D}_{\mathrm{o}}=2.11 \pm 0.02 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{sec} \\
& \mathrm{C}=16 \pm 5 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}, \text { and } \mathrm{F}=-20 \pm 10 \times 10^{7} \mathrm{~cm}^{6} / \mathrm{sec}
\end{aligned}
$$

The large size and the negative sign of the $\mathrm{B}^{6}$ term are most surprising since previous theoretical estimations predicted a small positive value for F. However, Honeck (3) has done calculations based on the Parks (48) model of graphite which indicate clearly the existence of a $B^{6}$ term of the same sign and order of magnitude as observed here (see section 2.3.5). The physical explanation of this effect may be related to

Fig. 8a
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the fact that the thermalization power of graphite decreases strongly with decreasing neutron "temperature."

The fact that different interpretations of data so similar as those reported in (10) and (15) lead to so discrepant results is astonishing. More and more accurate $\alpha\left(\mathrm{B}^{2}\right)$ mea surements on graphite have to be made in order to derive diffusion parameters independent of evaluation schemes. Variations in density and purity and anisotropy effects tend to complicate the evaluation of $\alpha$ measurements on graphite. However, there is agreement now that the diffusion cooling effect in graphite is considerably higher than was found in the early measurements.

Starr and de Villiers (16) have reported a direct observation of diffusion cooling in graphite. Combining a black and a $1 / v$ neutron detector, they measured the average velocity of neutrons leaking from various graphite blocks. This decreases during the thermalization process and reaches an asymptotic value. The observed asymptotic value of $\bar{v}$ as a function of $\mathrm{B}^{2}$ is shown in Figure 9. Using the formula

$$
\begin{equation*}
\overline{\mathrm{v}}=\bar{v}_{\mathrm{o}}\left(1-\frac{\mathrm{C}}{\mathrm{D}_{\mathrm{o}}} \mathrm{~B}^{2}\right) \tag{12}
\end{equation*}
$$

a value of $\mathrm{C}=38 \pm 5 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ was derived by Starr and de Villiers,


Fig. 9: Average neutron velocity as a function of buckling [from ref. (16)]
in good agreement with the C value found by Starr and Price (15).

### 2.3.5 A direct comparison of experimental and theoretical diffusion

data. H. Honeck (3) has made extensive calculations of diffusion parameters in graphite, $\mathrm{D}_{2} \mathrm{O}$, and $\mathrm{H}_{2} \mathrm{O}$. Since theoretical methods are dealt with elsewhere in this conference, only a very brief summary of his work will be given here.

Honeck starts directly from the eigenvalue Eq. (4) resp. (7) (in a transport theory formulation rather than the diffusion theory approximation chosen here). He solves the eigenvalue problem numerically for different bucklings resp. different a mounts of poison. For $\mathrm{H}_{2} \mathrm{O}$, he uses the Nelkin (47) scattering kernel, for graphite a scattering law derived by Parks (48), and for $\mathrm{D}_{2} \mathrm{O}$ a modified kernel which takes into account incoherent scattering effects (49). For $\mathrm{H}_{2} \mathrm{O}$, calculated and measured eigenvalues are compared in Figure 11.

Honeck has also made a power series expansion of his calculated eigenvalues in order to obtain values of $D_{0}, C$, and $F$. These are compared with some experimental data in Table 2.

For $\mathrm{H}_{2} \mathrm{O}$, the agreement between the calculated diffusion parameters and those observed by Starr and Koppel (2) is good. Note that for graphite


Fig. 11: Computed and measured diffusion parameters of water [from ref. (3)]

Table 2: A Comparison of Theoretical and Experimental Diffusion Parameters (from H. Honeck (3))

|  | $\mathrm{j}_{0}\left(\mathrm{~cm}^{2} / \mathrm{s}\right)$ | c ( $\mathrm{cm}^{4} / \mathrm{s}$ ) | $\mathrm{F}\left(\mathrm{cm}^{6} / \mathrm{s}\right)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{O}$ : Theory (Nelkin Kernel) <br> Experiment (Starrand Kорре1) | $\begin{aligned} & 3,746 \times 10^{4} \\ & 3,585 \pm 0,010 \times 10^{4} \end{aligned}$ | $\begin{aligned} & 2,878 \times 10^{3} \\ & 2,900 \pm 0,350 \times 10^{3} \end{aligned}$ |  |
| $\mathrm{D}_{2} \mathrm{O}$ : Theory (Honeck Kernel) <br> Experiment (Ganguly <br> and Waltner) | $\begin{aligned} & 2,11 \times 10^{5} \\ & 2,08 \pm 0,05 \times 10^{5} \end{aligned}$ | $\begin{aligned} & 3,65 \times 10^{5} \\ & 3,72 \pm 0,5 \times 10^{5} \end{aligned}$ | - |
| Graphite (density 1.6) <br> Theory (Parks model) <br> Experiment Starr and <br> Price (GBF-graphite) <br> Experiment Klose et al. <br> (4-Parameter fit) | $\begin{aligned} & 2.148 \times 10^{5} \\ & 2.44 \pm 0.01 \times 10^{5} \\ & 2.11 \pm 0.02 \times 10^{5} \end{aligned}$ | $\begin{aligned} & 2.457 \\ & 4.00 \pm 0.30 \times 10^{6} \\ & 1.6 \pm 0,5 \times 10^{6} \end{aligned}$ | $\left\lvert\, \begin{aligned} & -8,3 \\ & -7.14 \times 10^{7} \\ & - \\ & -20 \quad \pm 10 \times 10^{7} \end{aligned}\right.$ |

a negative $F$ term is predicted. In general, the prediction of the ParksHoneck calculations compare better with the four-parameter fit of Klose et al. (10) than with any other set of parameters. However the experimental $F$ term is very inaccurate.

In heavy water, very good agreement with the experimental results of Ganguly and Waltner (40) is obtained when the fitting of the theoretical $\alpha$ vs. $\mathrm{B}^{2}$ curve is restricted to the same region where the experiments were performed, i.e., $\mathrm{B}^{2}=0$ to $0.1 \mathrm{~cm}^{-2}$.
3. Investigations on the Time Dependency of Neutron Thermalization

Early investigations $(50,51,43)$ defined the "thermalization time" by the rate of approach of the average neutron energy to equilibrium, putting

$$
\begin{equation*}
\overline{\mathrm{E}}-\frac{3}{2} \kappa \mathrm{~T}=\text { const. } \mathrm{e}^{-\mathrm{t} / \tau} \tag{14}
\end{equation*}
$$

The average neutron energy was determined by transmission measurements through silver or boron absorbers. These early measurements can now be criticized for several reasons: In order to calculate the average neutron energy from the transmission, it must be assumed that the neutrons have a Maxwellian energy distribution which is certainly not true far from equilibrium. The transmission measurement is affected by changes in the
angular distribution of the neutrons and by time-of-flight effects. The most serious error in this procedure may be due to the fact that for many moderators $\tau$ as defined by Eq. (14) is not constant but increases with decreasing $\bar{E}$. Since the accuracy of a transmission measurement permits normally only one exponential to be fitted, the observed thermalization time will come out as some kind of an "average," depending on the length of the observation interval.

More advanced theoretical treatments $(52,53)$ make use of the "energy mode" concept. In an infinite medium, the decay of a neutron burst can be described by

$$
\begin{equation*}
\phi(\mathrm{E}, \mathrm{t})=\Sigma \mathrm{a}_{\nu} \varphi_{\nu}(\mathrm{E}) \mathrm{e}^{-\lambda} \nu^{\mathrm{t}} \tag{15}
\end{equation*}
$$

Here $\nu=0$ is the fundamental mode where $\varphi_{0}(\mathrm{E})$ is a Maxwellian and

$$
\begin{equation*}
\lambda_{\mathrm{o}}=\mathrm{v}_{\mathrm{o}} \Sigma_{\mathrm{a}}\left(\mathrm{v}_{\mathrm{o}}\right) \tag{16}
\end{equation*}
$$

For the next mode, we have

$$
\begin{equation*}
\lambda_{1}=\lambda_{\mathrm{o}}+(1 / \tau) \tag{17}
\end{equation*}
$$

where $\tau$ now represents the 'thermalization time." It is easy to show that the old definition of the thermalization time, Eq. (14), is identical to the new one in the limit $\overline{\mathrm{E}} \rightarrow \frac{3}{2} \kappa \mathrm{~T}$, i.e., very close to equilibrium. Thermaliza tion times measured far away from equilibrium are mostly too low since
the thermalization process in that region is influenced by still higher energy modes.

### 3.1 Ther malization Studies in Water

Möller and Sjöstrand (7) have submitted a paper wherein the decay of a short $(0.2 \mu \mathrm{sec})$ nuetron burst in an essentially infinite water geometry is studied. Very small amounts of cadmium resp. gadolinium were dissolved in a large water vessel. After the injection of the neutron burst, capture $\gamma$-rays were detected using a fast scintillation counter. In this way, a space integration was performed which partially eliminates effects of neutron diffusion. Since the gadolinium and cadmium cross sections vary with energy in a quite different manner, information on the timedependent neutron spectrum can be gained. From about $7 \mu \mathrm{sec}$ after the injection of the burst, the cadmium as well as the gadolinium capture rate can be described as the sum of two exponentials, one "fast" with about 4 $\mu \mathrm{sec}$, the other "slow" with about $200 \mu \mathrm{sec}$ decay time. Apparently the slow decay is caused by the absorption of neutrons in water whilst the fast one represents the "first higher energy mode." The thermalization time for water would the refore be $4 \mu \mathrm{sec}$ instead of $7 \mu \mathrm{sec}$ which were found in a transmission measurement by von Dardel (50). Purohit (52)
has predicted $9 \mu \mathrm{sec}$ for $1 / \lambda_{1}$; it is however not clear whether the assumptions of this theory apply in water.* A quite different conclusion could be drawn from a paper submitted by Crouch and Holzer (8). These authors investigated the thermal neutron decay in a large water vessel, using a special network of sources to suppress the higher harmonic excitations. They observed an increase of the thermal neutron intensity during the first $35 \mu s e c$ after the start - quite in contradiction with Sjöstrand and Möller who, for their gadolinium detector, pass over the maximum at $10 \mu \mathrm{sec}$. Holzer and Crouch discuss several explications of this phenomena and found it most probable that the thermalization time is much longer than was anticipated. Unfortunately, the paper (8) contains no information on further details, especially on the experimental procedure. It is therefore impossible to draw any further conclusions.

### 3.2 On the Thermalization Time of Graphite

Early measurements of the thermalization time were performed by a Russian group (51) and by the author (43). Transmission through silver was used to determine the average neutron energy; the data were analyzed with Eq. (14). A thermalization time of about $200 \mu \mathrm{sec}$ was found by both *Recently, Purohit (personal communication) has shown that the theoretical value is $4.7 \mu \mathrm{sec}$.
experimenters.* In graphite, the "thermalization time" as defined by Eq. (14) increases very strongly with decreasing $\bar{E}(59)$; therefore the results of these early measurements are probably too low for the reasons discussed above. It is however possible to re-evaluate these old measurements using the "energy mode" formalism; assume that no spatial harmonics are present. The counting rate of a boron counter will then be given by

$$
\begin{equation*}
z(t) \sim a_{o} e^{-\lambda_{0} t}+a_{1} e^{-\lambda_{1} t}+\ldots \tag{18a}
\end{equation*}
$$

The counting rate of the same counter covered with an absorber is given by

$$
\begin{equation*}
z^{*}(t) \sim a_{o} * e^{-\lambda_{o} t}+a_{1} * e^{-\lambda 1^{t}}+\ldots \tag{18b}
\end{equation*}
$$

$a_{1} * / a_{0} *$ is different from $a_{1} / a_{0}$ due to the energy dependency of the transmission through the absorber. Therefore both measurements can be combined to yield $\lambda_{0}$ and $\lambda_{1}$ separately, even in the presence of higher ( $\lambda_{2}, \lambda_{3}$ ) energy modes. In this way, a value of $1 / \lambda_{1}=240 \pm 60 \mu$ sec can be derived from the old measurement of the author on a $80 \times 80 \times 80 \mathrm{~cm}$ cube. More recently, Küchle and Schweikert (54) have obtained $1 / \lambda_{1}=300 \pm 30 \mu \mathrm{sec}$ on a $60 \times 60 \times 60 \mathrm{~cm}^{3}$ graphite stack using the same method. This is in agreement with values reported by Starr and de Villiers (16) which were obtained *Beckurts (43) found $185 \pm 45 \mu \mathrm{sec}$ on a graphite stack of $80 \times 80 \times 80 \mathrm{~cm}^{3}$. Cor recting this value to infinite geometry would raise it to about $200 \mu \mathrm{sec}$.
by a similar technique (partly outlined in section 2.3.4). Unfortunately, it is not quite clear how a thermalization time can be extracted from the first energy mode decay constant $\lambda_{1}$ in a small moderator block. If we put just

$$
\begin{equation*}
1 / \tau \approx \lambda_{1}-D_{0} \mathrm{~B}^{2} \tag{19}
\end{equation*}
$$

we arrive at thermalization times in the $500 \mu \mathrm{sec}$ region, i.e., about twice as high as was previously accepted! Eq. (19) seems to be justified from the measurements of Starr and de Villiers (16) who observed $\lambda_{1}-\lambda_{0}$ as a function of buckling and found it was not very dependent. A more accurate experimental investigation and a thorough theoretical analysis would be of greatest value here.

In the case of constant transport mean free path, the diffusion cooling coefficient $C$ can be calculated from the thermalization time, using the well-known relation

$$
\begin{equation*}
\mathrm{C}=\frac{\mathrm{D}_{\mathrm{O}}^{2} \tau}{6} \tag{20}
\end{equation*}
$$

With $\tau=500 \mu \mathrm{sec}, \mathrm{C} \approx 30 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ is found which is in rough agreement with the results of section 2.3.4. Due to the large uncertainties of $\tau$ and C, Eq. (20) has no great meaning for the time being.

Let us note finally that in order to explain a thermalization time of $500 \mu \mathrm{sec}$, an effective mass 80 must be attributed to each carbon nucleus if the "Heavy Gas" model is used.

### 3.3 The Neutron Life History Experiment

The Harwell linac group (5) has submitted a paper describing the measurement of time-dependent neutron spectra in graphite. After the injection of a neutron burst into a $60 \times 60 \times 60 \mathrm{~cm}^{3}$ graphite stack, neutron spectra from the center of the cube are measured as a function of time, using a synchronized chopper and the time-of-flight method. The details of this experiment are described in the Harwell paper (5) and were discussed in the session on neutron spectra; we shall discuss here some of the more important results. Figure 12 shows the observed neutron spectrum at $300,450,600,800$, and $1000 \mu \mathrm{sec}$ after the source burst. Though the $1000 \mu \mathrm{sec}$ spectrum is already "cooler" than the equilibrium Maxwellian, it is not yet the asymptotic spectrum which will be reached about $\frac{1}{2}$ to 1 msec later. Unfortunately, due to intensity limitations the asymptotic spectrum could not be observed. From the spectra in Figure 12 , it is possible to extract the time behavior of the average neutron energy which is plotted in Figure 13, together with theoretical curves based


Fig. 12: Time dependent neutron spectra in graphite [from ref.(5)]
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on 185 or $400 \mu \mathrm{sec}$ thermalization time. It is seen that the $400 \mu \mathrm{sec}$ curve describes the measured values well, thus indicating a $400 \mu \mathrm{sec}$ thermaliza tion time.

The time-dependent neutron spectrum in graphite was also calculated by a numerical solution of the transport equation. For the scattering kernel of graphite, the results of the Egelstaff scattering law experiment were used (56). Comparison between measured and calculated spectra shows good agreement at $300,450,600$, and $800 \mu \mathrm{sec}$. At $1000 \mu \mathrm{sec}$, the agreement becomes worse but the experimental data are less accurate there. Surprisingly, a calculation based on a heavy gas model with an effective mass of only 33 also yields very satisfactory agreement!

It might be worthwhile to search for some intermediate ways to evaluate the neutron life history experiment. Instead of comparing measured and computed spectra, one should try to extract certain important parameters which have a well-defined physical meaning and compare them. For instance it should be tried to decompose the observed spectra into various energy modes.

In conclusion, it should be stressed that the measurement of timedependent neutron spectra is probably the most powerful tool for studies
of the thermalization process. The completion of the first experiment of this kind marks an important progress; further work will contribute much more to the solution of the problems discussed in this section.

## 4. Studies of Space-Energy-Transients

On first view, the experiments to be discussed now have no direct connection with the thermalization experiments described in the previous sections. Suppose two different media are in contact and that there are (slowed down) thermal neutron sources existing throughout the media. Then, far away from the interface, and "asymptotic" spectrum characteristic for each region exists which in case of weak absorption can be approximated by the superposition of a $1 / E$ spectrum and a moderator temperature Maxwellian. However, close to the interface transients appear in order to match the spectra from both sides. These transients are related to the thermalization properties of the respective moderator; their analysis may yield data which can be compared to pulsed neutron experiments, at least in some cases.

### 4.1 Neutron "Rethermalization" Studies in Graphite and Water

Bennett (13) has submitted a paper describing extensive studies of transients near temperature discontinuities in graphite and water. The
work is an extension of previous experiments (57). The experiment in principle consists in a measurement of reaction rates of $\mathrm{Cu}^{63}$ detectors ( Lu 176 was also used as a check) in various annular zones of the PCTR reactor consisting of graphite at different temperatures or of water and graphite. Figure 14 shows the measured radial $\mathrm{Cu}^{63}$-traverses. While the outer graphite annulus was nearly at room temperature during all experiments, the temperature of the central zone was varied between $144^{\circ}$ and $828^{\circ} \mathrm{K}$. Lampblack was used as heat insulation at the temperature discontinuity.

The measured flux traverses were analyzed using a multithermal group model proposed by Selengut (58). The epithermal flux is regarded as being one group $\varphi_{0}(r)$ with a $1 / E$ spectrum. The diffusion parameters for this group were determined by measurements with epicadmium gold detectors. An equilibrium group of neutrons with a Maxwellian energy distribution $M\left(E, T_{i}\right)$ is defined for each region with a different physical temperature $T_{i}$. Since two thermal groups exist in the experiments, the thermal flux is written

$$
\begin{equation*}
\phi(\mathrm{r}, \mathrm{E})=\varphi_{1}(\mathrm{r}) \mathrm{M}\left(\mathrm{E}, \mathrm{~T}_{1}\right)+\varphi_{2}(\mathrm{r}) \mathrm{M}\left(\mathrm{E}, \mathrm{~T}_{2}\right) \tag{21}
\end{equation*}
$$

Neutron balance equations are established which connect $\varphi_{o}(r), \varphi_{1}(r)$, and $\varphi_{2}(\mathrm{r})$ with the diffusion parameters. The most important parameters


Fig. 14: hadial traverses of $\mathrm{Cu}^{64}$ activities in graphite regions [from ref. (13)]
are the cross sections $\Sigma_{1 \rightarrow 2}$ and $\Sigma_{2 \rightarrow 1}$ which describe the transfer of a neutron from thermal group 1 into group 2 and vice versa. They are called "rethermalization cross sections." In the analysis of the $\mathrm{Cu}^{64}{ }^{6}$ traverses (Figure 14) all diffusion parameters are known except the rether malization cross sections; these are determined during the analysis by a trial-and-fit method. Figure 15 a shows the observed rethermalization cross section for the $\sim 300^{\circ} \mathrm{K}$ neutrons from the outer annular zone at different temperatures of the central zone; Figure $15 b$ shows the rethermalization cross sections for neutrons with different temperatures (from the inner zone) in the $\sim 300^{\circ} \mathrm{K}$ outer graphite zone. With increasing temperature, both cross sections approach the "free gas limit" value of the rether malization cross section

$$
\begin{equation*}
\Sigma_{\mathrm{RTF}}=\Sigma_{\text {So }} \frac{2}{\mathrm{~A}} \tag{22}
\end{equation*}
$$

From this equation and Figure 15b, the following values of the "effective mass" of $300^{\circ} \mathrm{K}$ graphite can be deduced:

$$
\begin{aligned}
& \mathrm{T}_{\mathrm{n}}=828^{\circ} \mathrm{K}: \mathrm{A}_{\text {eff }}=22 \pm 1 \quad \mathrm{~T}_{\mathrm{n}}=523^{\circ} \mathrm{K}: \mathrm{A}_{\text {eff }}=20 \pm 1 \\
& \mathrm{~T}_{\mathrm{n}}=300^{\circ} \mathrm{K}: \mathrm{A}_{\text {eff }}=30 \text { (extrapolated) } \quad \mathrm{T}_{\mathrm{n}}=144^{\circ} \mathrm{K}: \mathrm{A}_{\text {eff }}=46 \pm 2
\end{aligned}
$$

The effective masses appear very low compared to those which can be


Fig. 15a


Fig. 15b
Fig. 15 : Rethermalisation cross sections of graphite a: Neutron temperature $300^{\circ}$, graphite temperature varying b: Graphite temperature $300^{\circ}$, neutron temperature varying
derived from the pulsed integral experiments; this may be due to the specific model which is used here to analyze the data. However, the way in which the effective mass of graphite changes with temperature is clearly seen; this might lead to a physical understanding of a possibly existing positive $B^{6}$ term in graphite.

Bennett tried to compare the measured rethermalization cross sections (or rather the related 'relaxation lengths") with predictions based on the theoretical model of graphite given by Kothari and Khubchandani (59). It was found that this model slightly underestimates the rethermalization cross section. This is very surprising since the same theoretical model yields a ther malization time of $170 \mu \mathrm{sec}$ which seems too low by a factor of two.

For water, the following values of the rethermalization cross section were found:

Water temperature: $293^{\circ} \pm 5^{\circ} \mathrm{K}$
Neutron temperature: $410^{\circ} \mathrm{K}: \Sigma_{\mathrm{RT}}=1.25 \pm 0.12 \mathrm{~cm}^{-1}$

$$
\begin{array}{ll}
558^{\circ} \pm 5^{0} \mathrm{~K}: & 1.27 \pm 0.12 \mathrm{~cm}^{-1} \\
720^{\circ} \pm 5^{0} \mathrm{~K}: & 0.83 \pm 0.08 \mathrm{~cm}^{-1}
\end{array}
$$

The strong decrease of the rethermalization cross section at $720^{\circ} \mathrm{K}$ is
difficult to explain. No attempt was made to compare these rethermalization cross sections with predictions of a theoretical model; the "effective mass" as deduced from the above cross sections using Eq. (22) is about 5. The rethermalization cross section for $\sim 400^{\circ} \mathrm{K}$ neutrons as found in these experiments is much larger than the value reported by Springer (63).

### 4.2 Flux Transients Near Medium Discontinuities

Let us finally discuss very briefly a paper submitted by Feiner et al. (12) dealing with spatial transients near medium discontinuities. These authors introduced disturbances into a quasihomogeneous hydrogen-moderated critical assembly and investigated the resulting flux distortion near the perturbation by using foil activation techniques. For the perturbation they used either absorbers (cadmium, boron glass) or moderators (polyethylene slabs). It was found that within the limits of experimental error the spatial transients could be represented by single exponentials, i.e., by

$$
\begin{equation*}
A(x)=A_{0} e^{-x / L} \tag{23}
\end{equation*}
$$

where x is the distance from the lattice-perturbation interface. The peaking factor $A_{o}$ and the relaxation length $L$ depend strongly on the kind of perturbation. A simple one-group diffusion model was employed to calculate the relaxation length. It was assumed that the spectrum of the
transient is a pure Maxwellian in the case of a moderating perturbation and a transmission-hardened Wigner-Wilkins spectrum for absorbing perturbations. Diffusion lengths calculated by averaging over these spectra are in agreement with the observed relaxation lengths. It was also possible to calculate the flux peaking factors by essentially this simple method with reasonable accuracy. These results are definitely of great importance for the design physics of hydrogen-moderated reactors.

## 5. Conclusions

This review shows that very relevant progress has been made in the field of "asymptotics" research, especially by the contributions to the present Brookhaven conference on neutron thermalization.

In water, most measurements now seem to be in a reasonable agreement. The main problem to be solved is the shape dependency of the buckling at small assemblies and the resulting uncertainty of $D_{o}$ and $C$. It appears that using the Nelkin scattering kernel for $\mathrm{H}_{2} \mathrm{O}$ all experimental results can be calculated theoretically with reasonable accuracy.

The situation is less favorable in graphite. Here, there exists still considerable uncertainty about the size of the diffusion cooling effect
and about the thermalization time. Before further experiments can be done in order to remove existing discrepancies, theory must be developed showing how these experiments can be evaluated. The experimental technique of the "life history experiment" appears most promising for further studies.

In heavy water, the few experimental data existing so far agree good among themselves and with theories. More experimental data should be taken, especially the "thermalization time" should be measured and the pulsed source experiments extended. The same may be true for other moderators like beryllium, and the multitude of "organic moderators" now becoming available.

The rethermalization experiments yield a great amount of data and appear to be well-consistent a mong themselves. This is probably sufficiently accurate for the design physics of reactors where these problems may arise. However, since the physics of these experiments is so closely related to the pulsed experiments, a theoretical treatment of these rethermalization experiments by the same models as used for the pulsed experiments might be of great value.

The author is indebted to M. Küchle and to W. Reichardt for valuable discussions on most of the subjects treated.
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## I. INTRODUCTION

Various experimental techniques have been used to measure the diffusion length of thermal neutrons in light water, but they all fall into three distinct groups based on the source of thermal neutrons:
(1) Thermal neutrons from a thermal column
(2) A point source of low energy neutrons such as the 25 kev neutrons from the $\mathrm{Sb}^{124}$ - Be source
(3) The pulsed neutron source.

The experiment described in this paper is of the first type. The results are compared to those of other experiments of all three classes. A theoretical comparison is made between the first and last types.

## II. EXPERTMENT

The neutrons from the Nuclear Test Reactor are allowed to impinge on the face of the experimental apparatus called the "Water Gun" which is depicted schematically in Figure l. Reference to the figure shows that the water gun consists of a right-circular cylinder of graphite 58.5 cm in diameter and 29.3 cm long. This graphite cylinder is an extension of the thermal column
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and serves the purpose of matching the radial flux shape of the square thermal column to the smaller (in diameter) water column. A slot is provided in the graphite for insertion of a cadmium sheet for the background measurements.

The procedures employed are straightforward and consist of four runs per measurement. A run is a series of count rates at several positions over the travel range of the piston (approximately 25 cm ) from the full "in" to the full "out" positions. The direction of travel is reversed and another series of counting rates versus position are obtained. The cadmium sheet is inserted and the count rate versus position is again determined in both directions. These latter runs serve to establish the background for the measurement. The water temperature is measured and recorded throughout each run and is held constant to within $\pm 0.5^{\circ} \mathrm{C}$.

The power level of the $N T R$ is 10 kw during a run and does not vary by more than $0.05 \%$. The thermal neutron flux at the face of the thermal column is $10^{5} \frac{\mathrm{nv}}{\mathrm{sec}-\mathrm{cm}^{2} \text {-watt }}$.
III. RESUITS

The measured diffusion length, $\mathrm{L}_{\mathrm{m}}$, was corrected for radial leakage:

$$
\begin{equation*}
I=\frac{L_{m}}{\sqrt{1-I_{m}^{2}\left(\frac{2.405}{R+71 \lambda}\right)^{2}}} \tag{1}
\end{equation*}
$$

The results are shown in Figure 2. For purposes of comparison, the results of other investigators $(1,2,3)$ are shown. The data of Wilson et al ${ }^{(2)}$ have been corrected by using $0.71 \lambda$ for the extrapolation distance in the buckling correction, rather than 7.5 cm as was used in the original paper. This change was only for purposes of comparison of their data with ours since the geometries are very similar and we had used $0.71 \lambda$ as the extrapolation distance.

Calculational models of diffusion length experiments were designed at the laboratory in order to investigate the difference in L's measured with
different methods. The results of pulsed neutron measurements have been consistently lower than the results from thermal column measurements.

In a thermal column, if the leakage is small compared to the absorption, then the flux at any given energy is attenuated as (4):

$$
\begin{equation*}
\Phi(X, E)=\Phi(O, E)^{-X / L} \tag{2}
\end{equation*}
$$

where $L$ is a parameter of the system and not dependent on a particular energy. The flux in such a column is "diffusion heated", that is, the spatial source of the higher energy neutrons is relatively greater than that prescribed by a pure Maxwellian. A multigroup treatment of the flux in a thermal column results in a system of simultaneous equations which can be solved for the eigenvalues $\left(1 / L^{2}\right)$ (5). The Nelkin model (6) for neutron scattering in light water was used as a basis for the calculations.

The results of the pulsed neutron source experiments are diffusion lengths for a pure Maxwellian flux in an infinite medium. These results are extrapolations from measurements in finite media with diffusion-cooled spectra. Calculations of $\bar{D} / \bar{\Sigma}_{A}$ for pure Maxwellian spectra in water were done for various temperatures. These values were also calculated from the Nelkin kernels.

The results of the calculations are compared with experimental values in Figure 2. Because of cross-section uncertainties, the absolute value of the calculated curves is considered to be good to about two per cent. The calculated curves were normalized to the experimental $L$ by adjusting the oxygen scattering. The difference between the curves is independent of the normalization.

No attempt was made to analyze the point source method. These experiments are complicated by a neutron spectrum dependence on radius. The spectrum at small radius is colder than a Maxwellian, and hotter at large radius.
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## 1. Introduction

With the growth of practical reactors there has been an increasing interest in the details of the neutron spectrum set up in a system containing absorbers and moderators. This stems very largely from the need to predict temperature coefficients throughout the life of the reactor, and is particularly pressing when problems of plutonium fuelled reactors are considered, because of the resonance at 0.3 eV in the fission cross section. The problem of predicting the neutron spectrum in a reactor can to some extent be considered in two parts. First we can try to calculate the spectrum in an infinite homogeneous medium, and only when this aspect is fully understood is there any sense in considering the effect of hetergeneities. The equation governing the steady state neutron spectrum in an infinite homogeneous medium is

$$
\sum_{t}(E) \phi(E)=\int_{0}^{\infty} \underset{\omega}{ } \rightarrow\left(E^{\prime} \rightarrow E\right) \phi\left(E^{\prime}\right) d E^{\prime}+S(E) \cdots(1)
$$

where $\sum_{t}(E)$ is the total neutron cross-section for the medium $\sum_{-1}^{1}\left(E^{1} \rightarrow \boldsymbol{B}\right)$ is the inelastic scattering cross section for scattering from energy $\mathrm{E}^{1}$ to energy $E$ and $S(E)$ the source density at energy $E$. (Normally $S(\mathbb{E})$ is assumed to have the form $\mathrm{S} \delta\left(\mathrm{E}_{0}\right)$ where $\mathbf{8}\left(\mathrm{E}_{0}\right)$ is the Kronecker delta function). Mathematical methods exist ( ${ }^{\prime}$ ) for solving this equation once $\leftrightarrows^{-1} t^{(E)}$ and $\underset{\sim}{\leftrightarrows}\left(E^{1} \rightarrow E\right)$ are known. In general $\underset{\rightarrow}{\leftrightarrows}(E)$ is available but until recently little has been known about $\Gamma_{-1}^{1}\left(\mathrm{E}^{1} \rightarrow \mathrm{E}\right)$. Various models have been developed which enable $\stackrel{-1}{-1}\left(E^{\prime} \rightarrow E\right.$ ) to be calculated in a few cases, (eog. Nelkin's model for water ${ }^{2)}$, Pari's model for graphite 3) and more recently data is becoming available from/Chalk River Scattering Project 4). In
principle this latter should give all the required information, but mainly due to intensity considerations, regions of $\sum_{1}^{1}\left(\mathrm{E}^{1} \rightarrow \mathrm{E}\right)$ involving large energy changes* are inaccessable to the experiment, and resort has once again to be made to theoretical models to fill in the gaps in the experiment. It is to test the validity of such models that neutron spectrum measurements are made.

Now, if in equation (I) we write $\stackrel{\sum_{4}^{\prime}}{-1}=\sum_{4}^{4} s+\sum_{4}^{-1}$ a, where ${\underset{4}{-1}}_{s}=$ $\int_{0}^{\infty} \rightarrow\left(E \rightarrow E^{1}\right) \mathrm{aB}^{1}$ and apply the principle of detailed balance, we obtain
 where $\sum_{a}(E)$ is the macroscopic absorption cross section while $M(E)$ and $M\left(E^{1}\right)$ are the intensities of a Maxwellian energy distribution at $E$ and $\mathrm{E}^{\prime}$ respectively.

Equation II shows immediately that for $\sum_{a}=0$ the distribution must become an equilibrium Maxwellian diatribution and no information is given about the scattering kernel $\sum_{1}(\mathrm{E} \rightarrow \mathrm{F})$; as $\sum_{1}$ a increases then the spectra become progressively more sensitive to the forms of $\boldsymbol{H}_{4}^{-1}\left(E \rightarrow \mathbb{R}^{1}\right)$ and progressively more distorted from the Maxwellian form. It is consideaation of this nature that have lead to the wealth of experiments made in poisoned homogeneous media ( $5 \mathrm{H}_{0} 8$ ), and substantial agreement, theoretical calculations is shown in these papers. However poisoned moderator experiments suffer from the disadvantage that as the poison concentration is increased, so the neutron intensity available decreases, and there is thus a complati=

* The quantity measured in the Scattering Project is not simply
$\sum_{1}^{1}(\underset{1}{1} \rightarrow E)$ but is $\underset{\sim}{\rightrightarrows}\left(E^{1}, E, \theta\right)$ where $\theta$ is the scattering angle and
$\sum^{1}\left(E^{1} \rightarrow E\right)=2 \pi \int_{0}^{\pi} \sum^{\pi}\left(E^{1}, E, \theta\right) \sin \theta d \theta$
tion between accuracy of the measurement and sensitivity to the quantity of interest. An alternative approach therefore is to distort the equilibrium Maxwellian obtained in a pure moderator, not by introducing poison but by using a pulsed neutron source and studying the variation of the spectrum with time after the pulse.*

Equation III is then replaced by
$\Sigma_{M_{a}} \phi(E)+\frac{1}{V} \frac{d \phi(E)}{d t}=M(E) \int_{0}^{\infty} \sum^{\prime}\left(E \rightarrow E^{\prime}\right)\left\{\frac{\phi\left(E^{\prime}\right)}{M\left(E^{\prime}\right)}-\frac{\phi(E)}{M(E)}\right\} d E^{\prime} \ldots$ III

Again the asymptotic solution for long times and low absoptiut is

$$
\left.\frac{d \phi(E)}{d t}\right|_{t=0} \rightarrow 0, \quad \phi(E) \rightarrow M(E)
$$

intermediate
but now the principal distortion accurs at times after the pulse relatively high.
when the neutron intensity is
A further advantage of this type fexperiment is seen when working with solid moderator (e.g. graphite) when it is in practice extremely difficult to obtain a completely homogeneous distribution of poison of knowintensity. In the time dependent experiment only pure moderator is used and this difficulty vanishes.

Time dependent spectrum measurements reported in the literature are mostly confined to studies of the diffusion cooling effect by measuring the relaxation time of moderator assemblies of different sizes ${ }^{9,10}$ ) and to studies of the mean temperature of neutrons in an assembly as a function of time after a neutron pulse by measuring the variation with tine of the

* It can be formally demonstrated that the time dependent spectra and the $1 / v$ poison spectra are related through the laplace transformation, but this is of little practical value.
absorption coefficient of e.g. silver 11.12, ). Beckurts ) has used a time of flight method to measure the infinite time asymptotic spectrum in water in small geometry. However this experiment depends on distortion of the Naxwellian by leakage of neutrons and is thus less general than the c
work to be desoribed. In the following paper experiments will be described which measure the spectrum of neutrons existing in a graphite block at times ranging from $300 \mu \mathrm{sec}$ to $1000 \mu \mathrm{sec}$, after the introduction of a fast neutron pulse. Theoretical spectra, obtained by inserting the scattering kernel for graphite deduced by Egelstaff into equation III and solving numerically arfalso presented.


## 2. Experimental method

The experiment is best understood by reference to Figs. 1 and 2 which show the layout of the experiment and a schematic diagram of the electronics respectively. The Harwell 28 MeV linnac provided a pulsed electron beam which was stopped in a mercury target to produce $X$-rays which then liberated neutrons by the $\gamma-n$ and $\gamma$-f reactions from a natural uranium target placed at A. In this way, pulses of neutrons $1 \mu \mathrm{sec}$ long and containing $\sim 10^{11}$ neutrons per pulse, were obtained. A proportion of these neutrons enter and are thermalized in the graphite block $B$ of size 60 cm by 62.2 cm by 71.1 cm . This is positioned so that the neutron source lies in the centre of the face in order to minimise the effect of spatial harmonics on the flux at the centre of the block.

Fast neutrons enetering the block will first of all be slowed down to near thermal energies by elastic collisions with individual carbon atoms. At this stage their spectrum will be approximately Maxwellian but with a mean energy above that of the atoms in the block. This "hot"
neutron population will then proceed to exchange energy with the graphite crystals and will gradualy achieve - in the case of an infinite graphite block - true thermal equilib.ium with the graphite lattice. The effect of leakage from the graphite will be to cause the magnitude of the neutron flux to decay with time after the pulse, and also by virtue of the "diffusion cooling" effect the thermalisation proceeds more rapidly and the asymptotic spectrum achieved at long times will have a lower mean energy than would an equilibrium spectrum. The relaxation time for the flux calculated from the block size, the diffusion coefficent and diffusion cooling coefficient of graphite is $775.5 \mu \mathrm{sec}$ in reasonable agreement with our measured value of $\quad(754 \pm 9) \mu \mathrm{sec}$

A beam of neutrons is extracted from the centre of this block by by 6 cm fom the centre cutting a channel $5 \mathrm{~cm} /$ to one face. In this beam is placed a slow neutron chopper C, flight tube D, and boron trifluoride proportional counters E. If now the choppwr is rotated in synchronism with the pulses from the accelerator it serves two purposes; firstly it isolates a "bunch" of neutrons leaving the block at a definite moment after the fast neut on pulse from the accelerator and secondly it provides a neutron pulse for a time of flight experiment to measure the spectrum of neutrons present at this instant. How this is done in detail can be seen by reference to Fig 2. A pulse is generated, by a mirror and photcell system mounted the on the chopper, coincident with moment of opening. This pulse is then fed to an adjustable delay circuit where it is delayed by a time $T_{1}$ and the delayed pulse used to trigger the electron pulse from the accelerator. If now the period of rotation of the chopper is $2 \mathrm{~T}_{0}$ (it transmits neutrons twice per revolution), then the accelerator pulse will
occur at time $\left(T_{0}-T_{1}\right)$ befpre the next time of opening of the chopper. The pulse is now fed through a second delay $T_{2}$ and used to initiate the first channel of a multichannel time spectrometer. Pulses from the $\mathrm{BF}_{3}$ counters are analysed in time by this spectrometer, whose first channel will then open at a time $\left(T_{1}+T_{2}-T_{0}\right)$ also after the next chapper opening from the one initiating the sequence. Thus by suitably choosing $T_{1}$ and $T_{2}$ it is possible to select neutrons passing through the chopper ay any desired time after the fast neutron burst into the block, and then to measure any desired part of the neutron spectrum by time-of-flight, subject to the limitations that
(a) $T_{1}<T_{0}$
(b) $T_{1}+T_{2}-T_{0}+n \Delta<T_{0}$ i.e. $T_{1}+T_{2}+n \Delta<2 T_{0}$
where $\Delta$ is the width of a timing channel and $\dot{\min }$ the number of channels in use.
(c) The flight time of the slowest neutron measured from the block to the chopper must hot be greater than $\left(T_{0}-T_{1}\right)$.
(d) $\left.\left.T_{0}\right\rangle\right\rangle \tau$ where $t$ is the relaxation time of thermal neutrons in the block.
(e) The flight time to the counters of the slowest neutron transmitted by the chopper must be less than $\left(2 T_{0}-T_{1}-T_{2}\right)$
3. Details of Equipment

The graphite block was 60 cm by 62.2 cm by 71.1 cm in size and was completely surrounded by cadmium sheet to absorb stray neutrons. A channel 5 cm by 6 cm was cut to the centre of the block and a conventional multiplate "Fermi" chopper whose rotor was constructed of $K$-monel alloy, Was located in front of this channel; the distance from the block centre
to the chopper centre being 57.9 cm . This chopper had five slits 0.45 cm high by 1.3 cm long and was normally rotated at a speed of $80 \mathrm{r} . \mathrm{p} . \mathrm{s}$. to give 160 neutron bursts per second. Thus the burst width was $136 \mu \mathrm{sec}$. Neutrons passing through the chopper travelled a 2.81 metre flight distance before impinging on the boton trifuoride counters used as a neutron detector. This detector consisted of a bank of ten counters each 2 in. in diameter, mounted in three rows behind one another, and filled to a pressure of 70 cm . mercury with $50 \%$ enriched boron trifuoride. The variation of sensitivity with neutron energy of these counters was determined by experimental comparison with the sensitivity of boron trifuoride counters "thin" enough to have a $1 / v$ sensitivity law. This comparison was done on an independent chopper spectrometer using the LIDO reactor as the neutron source. The chopper flight path and counter were all completely surrounded by a cadmium shield and in addition a lead wall 10 cm thick was built to shielc the counters as far as possible from the intense X-ray flash from tie linac target. A cadmium shutter could be lowered into the beam immediately before the chopper in order to make background measurements.

As times taken for neutrons from the centre of the block to the chopper depended on their energy, the spectrum as measured did not represent the spectrum of neutrons in the block at one definite time, and to derive this it was necessary to make use of a whole family of spectra measured for different delay times $\left(T_{0}-T_{1}\right)$. Thus the absolute intensitits of different spectra must be related, and to do this neutron monitors were mounied at $F$ afd $G$. These each consisted of a small ionisation chamber containing U-235. Amplified fission pulses flofm these
were fed through a time "gate" which allowed them to pass during a definite interval after the accelerator pulse, to standard scaling units.
4. Determination of the Transmission function of the Chopper

Before spectra can be calculated from the data it is necessary to know the transmission function of the chopper and collimator assembly as a function of neutron velocity (energy). Stone and Slovacek 14) and Mostovoi (5) have calculated the transmission of a rotating slit in a parallel beam of neutrons. However in our ease collimators were used to determine the area viewed in the graphite and the beam was considerably divergent. ( (Fig 3 shows the beam geometry). Thus the calculations given in the above references are not applicable. To calculate the cut-off function the effect of collimators and rotor was separated. If a neutron passes through the complete system, it does so because it would both
(a) be acceptable by the fixed slits in the absence of the rotating slits
(b) be accepted by the rotating sits in the absence of the fixed slits

Using this principle ap IBMi 7090 programie was written by K.S. Marlow of The Theoretical Physics Division, Harwell, and the results of these computations are shown in Fig.4, together with the cut-off function for the same rotor in a parallel neutron beam calculated according to the method of Stone and Slovacek. By making use of the fact that the transmission is always a function of $\frac{v}{\omega} \quad(\omega=$ angular velocity of rotor, $\mathbf{Y}=$ velocity of neutrons). and by taking measurements with different values of $\omega$ it is possible to verify these calculations experimentally.

The results of such an experimint are also shown in Fie.4. The celculations do not take account of the ex onential decay of the neutron density which is itself not negligible durins the time the choy, er is open. However it is easy to show that the efiect of this on the overall cut-off function is less than $l .1 \%$ so that this has been neglectec and a constant source assumed.

## 5. Calculation of Neutron Spectra from Exnerimental data

Experimental runs were taiken for a ranse of ( $\mathrm{I}_{0}-\mathrm{T}_{1}$ ) from $300 \mu \mathrm{sec}$ to $2000 \mu \mathrm{sec}$. The counts obtained were corrected for counting losses due to the fact that the analyser could only accept on pulse per chapper burst, for neutron bac.grourd (cadmium shutter closed), for variation of counter sensitivity ..ith enercy, and for attenuation by air and quartz windows in neutron beam. The finile resolution of the spectrometer was then allowed for using the formula given by Stone and SLovacer: 7 )

and the transmission function of the chopser put in using the curve shown in Fig. 4 above. At this stage it is possible to plot the data as a series of decay curves of neutron intensity for each neutron enerey (Fig.5). From these decay curves it is possib, e to read of f the neutron intensity for each energy for neutrons leavin $\tilde{E}$ the source block at a fixed time and so to construct a series of neutron spectra for neutrons present in the block at different times after the accelcrator pulse. Such sjectra are shom in $\mathrm{Fi}_{\mathrm{y}} .6$.

## 6. Discussion of the results

Before making detailed comparisons with computed spectra, it is useful to look at this data in the light of the elementary thermalisation theory suggested inter alia, by Beckurts ${ }^{(16)}$. By considering the energy balance per neutron in unit volume of the moderator at any given moment in the thermalisation process, we have

$$
\begin{aligned}
& \text { Mean rate of energy loss to moderator }=\frac{3}{2} k y\left(T-T_{0}\right) \\
& \text { Mean rate of loss of energy by escape } \\
& \text { of neutrons }=\frac{\lambda_{t r} \bar{v}}{3} B^{2}\left(E_{D}-\frac{3}{2} k T\right)
\end{aligned}
$$

where

$$
\begin{aligned}
T & =\text { effective temperature of neutron population } \\
T_{O} & =\text { moderator temperature } \\
E_{D} & =\text { mean energy of escaping neutrons } \\
Y & =\text { "heat transfer coefficient" between neutrons and moderator } \\
\mathrm{k} & =\text { Boltzman's constant } \\
\lambda_{\mathrm{tr}} & =\text { transport mean free path for neutrons } \\
\overline{\mathrm{v}} & =\text { mean velocity of neutron population } \\
\mathrm{B}^{2} & =\text { the geometric buckling }
\end{aligned}
$$

Then

$$
\begin{equation*}
\frac{3}{2} k \frac{d T}{d t}=\frac{3}{2} k r\left(T-T_{O}\right)-\frac{\lambda_{t r}}{3} \overline{v B}^{2}\left(E_{D}-\frac{3}{2} k T\right) \tag{V}
\end{equation*}
$$

and as in graphite, $E_{D}$ is very nearly equal to $2 k T$,

$$
\frac{d T}{d t}=-\left(\gamma+\frac{\lambda_{t r}}{9} \bar{v} B^{2}\right)\left(T-\frac{\gamma}{\gamma^{+} \frac{\lambda_{t r} \bar{v}^{2}}{9}} T_{0}\right)
$$

So that

$$
\left(T-\frac{Y}{\gamma^{+} \frac{1}{9} \lambda_{t r} \overrightarrow{\mathrm{v}} \mathrm{~B}^{2}} \mathrm{~T}_{0}\right)=K \exp \left\{-\left(\gamma^{+} \frac{1}{9} \lambda_{t r} \overline{\mathrm{v}} \mathrm{~B}^{2}\right) \mathrm{t}\right\}
$$

where $K$ is an arbitrary constant, from which it is immediately obvious that the asymptotic neutron temperature at infinite time is.

$$
\begin{equation*}
T_{a s}=\frac{\gamma}{\gamma^{+} \frac{1}{9} \lambda_{t r} \bar{v}^{2}} \quad T_{0} \tag{VIII}
\end{equation*}
$$

and the relaxationtime for neutron temperature is

$$
\begin{equation*}
\tau=\gamma+\frac{1}{9} \lambda_{\mathrm{tr}} \overline{\mathrm{v}}^{2} \tag{IX}
\end{equation*}
$$

It can also be easily shown that if the asymptotic time dependence of the total flux is given by

$$
\phi=\phi_{0} \exp -\alpha t
$$

with

$$
\alpha=\Sigma_{a} \bar{v}+D B^{2}-C^{4}
$$

Then $C$ is the diffusion cooling coefficient, given by

$$
\begin{equation*}
C=\frac{\left(\frac{\lambda_{t r} \bar{v}}{3}\right)^{2}}{8 Y} \tag{X}
\end{equation*}
$$

Using these relations, values of $C, T_{a s}, \frac{1}{\alpha}$ and $\tau$ have been calculated for $\frac{1}{Y}=185 \mu \mathrm{sec}$ and $\frac{1}{Y}=400 \mu \mathrm{sec}$, and Fig. 7 shows corresponding graphs of $\overline{\mathrm{E}}$ against time ( $\overline{\mathrm{E}}$ is the mean neutron energy in the distribution and is related to $T$ by $\bar{E}=\frac{3}{2} \mathrm{kT}$ ). On fig. 7 are also plottec experimental values of $\bar{E}$ obtained by integrating the measured energy distribution and it will be immediately obvious that the data are in better agreement with the assumption of $\frac{1}{Y}=400 \mu \mathrm{sec}$ than the presently accepted value of $185 \mu \mathrm{sec}$. This of course also implies that the diffusion cooling coefficients as published are also too small by about a factor two*. Unfortunately the shape of the $\bar{E}$ versus $t$ curves becomes rather insensitive to $\frac{1}{Y}$ for values of $\frac{1}{\gamma}$ greater than $400 \mu \mathrm{sec}$;

[^26]so it is not possible to give from these experiments any relable upper limit to $\frac{1}{\gamma}$; what is clear is that no value less than about $350 \mu \mathrm{sec}$ will give acceptable fit to the data.

A further check on the most appropriate value for $\frac{1}{\gamma}$ is given from the measurement of the relaxation time $\alpha$ for the total flux and the value of $775.5 \mu \mathrm{sec}$ computed from the assumption $\frac{1}{\gamma}=400 \mu \mathrm{sec}$ is in reasonable agreement with the measured value of $(754 \pm 9)^{\gamma} \mu \mathrm{sec}$, whereas if $\frac{1}{\gamma}$ were $185 \mu \mathrm{sec}$ then a relaxation time for this block of 708.7 would be predicted. Table I summarises the parameters obtained.

Comparison of the spectra with detailed theoretical computations are given in the next section.

Table I

| $\begin{aligned} & \text { Assumed } \\ & \tau_{\infty}\left(=\frac{1}{\gamma}\right) \text { in } \\ & \mu \mathrm{sec} . \end{aligned}$ | $\begin{gathered} \tau(\text { for } \\ \mathrm{B}^{2}=\begin{array}{l} \text { f. } 43.10^{-3} \\ \left.\mathrm{~cm}^{-2}\right) \\ \mu \mathrm{sec} . \end{array} \end{gathered}$ | $\mathrm{cm}^{4} \mathrm{sec}^{-1}$ | $\begin{gathered} \mathrm{E}_{\mathrm{as}} \\ \left(=\frac{3}{2} \mathrm{kT}_{\mathrm{as}}\right) \\ \mathrm{eV} \end{gathered}$ | Computed relaxation time $\frac{1}{\alpha}$, for overall decay of neutron flux $\mu$-sec. | Observed relaxation time $\frac{1}{\alpha}$, for overall decay of neutron flux $\mu$-sec. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $185$ | $170.4$ | $14 \cdot 4 \cdot 10^{5}$ | $0.0353$ | $708.7$ | 754. $\pm 9$. |
| 400 | 339.7 |  | 0.0325 | 775.5 |  |

7. Theory of time dependent spectra

Equations
In this section we describe calculations of the time dependent neutron spectra in a slab. We restrict ourselves to the diffusion
approximation and consider the equation

$$
\begin{aligned}
\frac{1}{v} \cdot \frac{\partial \phi(E, r, t)}{\partial t}= & -\left[\Sigma_{a}(E)+\Sigma_{S}(E)-D(E) \nabla^{2}\right] \phi(E, r, t) \\
& +\int_{0}^{E_{O}} \Sigma_{S}\left(E^{\prime}\right) \cdot F^{\prime}\left(E^{\prime} \rightarrow E\right) \cdot \phi\left(E^{\prime}, r, t\right) \cdot d E^{\prime}+S(E, \underline{r}, t) . X I
\end{aligned}
$$

Here $\phi(E, r, t)$ is the flux of neutrons at the point $r$ in the slab having energy E at time t;
$\Sigma_{a}(E)$ and $\Sigma_{S}(E)$ are the macroscopic absorption and scattering cross sections at energy $E$ respectively; $D(E)$ is the diffusion coefficient which is equal to $\frac{\boldsymbol{\lambda}_{t}(E)}{3(1-b)}$, where $\boldsymbol{\lambda}_{t}(E)$ is the total mean free path and $b$ is the average of the cosine of the angle of scatter;
$F\left(E^{\prime} \rightarrow E\right) d E$ is the probability that a neutron which undergoes a scattering collision at energy $E^{\prime}$ is scattered into the energy interval $d E$ at $E$; $S(E, r, t)$ is the number of neutrons of energy E coming directly from the sources at the position r and at time $\mathrm{t}, \mathrm{E}_{\mathrm{O}}$ is the energy . 258 eV . (10KT) In the derivation of (1) from the Boltzmann transport equation it is assumed that the distribution is almost isotropic. This is a valid assumption at most points in the slab because the dimensions of the latter ( $60 \mathrm{~cm} \times 62 \mathrm{~cm} \times 71 \mathrm{~cm}$ ) are many neutron mean free paths.

A further assumption is made in the derivation of XI. A term $\frac{3 D}{v^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}$ is neglected in comparison with $\frac{1}{v} \cdot \frac{\partial \phi}{\partial t}$. We can test the validity of this assumption by an examination of the experimental results. At a time $100 \mu \mathrm{secs}$. after the introduction of the source the magnitude of the term $\frac{3 D}{v^{2}} \cdot \frac{\partial^{2} \phi}{\partial t^{2}}$ is $10 \%$ of the term $\frac{1}{v} \cdot \frac{\partial \phi}{\partial t}$ at the energy 0.135 e.v. at later times the ratio of the two terms becomes smaller.

We now expand $\phi(E, r, t)$ and $S(E, r, t)$ as follows

$$
\begin{align*}
\phi(E, r, t) & \sum_{n=0}^{\infty} \phi_{n}(r) \phi_{n}(E, t),  \tag{XII}\\
S(E, r, t) & \sum_{n=0}^{\infty} \phi_{n}(r) \cdot S_{n}(E, t), \tag{XIII}
\end{align*}
$$

where $\phi_{n}(\underline{r})$ satisfies the equation

$$
\nabla^{2} \phi_{\mathrm{n}}(\underline{r})=-\mathrm{E}_{\mathrm{n}}^{2} \phi_{\mathrm{n}}(\mathrm{r}),
$$

and $\phi_{n}(\underline{x})=0$ at the extrapolated boundary. Substituting (2) and (3) into equation (1) we find that $\phi_{n}(E, t)$ satisfies the equation

$$
\begin{align*}
& \frac{1}{v} \cdot \frac{\partial \phi_{n}(E, t)}{\partial t}=-\left[\Sigma_{a}(E)+\Sigma_{s}(E)+D(E) \cdot B_{n}^{2}\right] \cdot \phi_{n}(E, t) \\
& \quad+\int_{0}^{E_{0}} \Sigma_{s}\left(E^{\prime}\right) F^{\prime}\left(E^{\prime}-E\right) \cdot \phi_{n}\left(E^{\prime}, t\right) d E^{\prime}+S_{n}(E, t) \tag{XIV}
\end{align*}
$$

In the experiment neutrons enter one face of the block and the spectrun is examined at its centre. This means that the second mode does not contribute to the measured spectrum as $\phi_{\mathbf{2}}(\mathbf{r})$ is zero at this point. The third mode is quite negligible compared with the first for energies near to thermal, because the ratio of the fast non leakage probabilities during slowing down $\exp \left[-\overline{-\mathrm{Bn}_{n}^{2}-\mathrm{BO}_{\mathrm{O}}} \tau\right]$ is of the order of $10^{-7}$. We therefore solve equation XIV for the first mode $\phi_{0}(r)$.
$\underset{O}{S}(E, t)$ is the source term for neutrons being scattered to energies below $E_{T}=.285 \mathrm{e} . \mathrm{v}$. We assume that this is given by Fermi age theory.

$$
S_{0}\left(E, t_{S}\right) \text { is given by }
$$

$$
\begin{equation*}
\delta\left(t-t_{S}\right) \int_{E_{H^{\prime}}}^{E / \alpha} \frac{\Sigma_{S^{\prime}} \cdot \exp \left[-B_{O}^{2} \tau\left(E^{\prime}\right) \cdot S\left(E_{O}\right) d E^{\prime}\right.}{\varepsilon \cdot \Sigma_{S} \cdot E^{\prime} \cdot(1-\alpha)} \tag{XV}
\end{equation*}
$$

where $\xi$ is the mean logarithmic energy loss in a collision with an atom of carbon;
$(1-\alpha)$ is the maximum fractional energy change in a collision; $S\left(E_{0}\right)$ is the source strength at energy $E_{0}$; $\tau\left(E^{\prime}\right)$ is the Fermi age for the energy interval $E_{0}$ to $E^{\prime}$; $\exp \left[-\mathrm{B}_{\mathrm{O}} \cdot \tau\left(\mathrm{E}^{\prime}\right)\right]$ is the non escape probability factor; $t_{s}$ is the slowing down time of neutrons having a final energy in the
interval between $E_{T}$ and $E_{T} / \alpha$. Assuming that $\exp \left[-B_{O}^{2} \tau\left(E^{\prime}\right)\right]$ does not change in the energy interval $\mathrm{E}_{\mathrm{T}}$ to $\mathrm{E} / \alpha$ then,

$$
\begin{equation*}
S\left(E, t_{S}\right)=\delta\left(t-t_{S}\right) \cdot \frac{S\left(E_{O}\right) \cdot \exp \left[-B_{O}^{2} \tau\right] \cdot\left(1-\frac{\alpha E q}{E}\right)}{E \cdot(1-\alpha) \cdot E_{\mathrm{E}} \cdot} \tag{XVI}
\end{equation*}
$$

Numerical solution of the equations.
The slowing-down scattering integral, the source term of the equation, is approximated by a $(2 n+1)$ point Simpson rule quadrature formula. Taking $(2 n+1)$ initial values of $\phi_{0}(E, t)$ we get a set of $(2 n+1)$ linear differential equations with constant coefficients in the ( $2 n+1$ ) unknowns $\phi_{0}\left(E_{i}, t\right), i=1,2, \ldots ., 2 n+1$. These equations may be written

$$
\frac{\partial \phi_{0}}{\partial t}=\phi_{0} \cdot A,
$$

where $A$ is the $(2 n+1) \times(2 n+1)$ matrix with $i$ th column $A_{i}$ given by

Here $D\left(E_{i}\right)=\frac{1}{\partial \Sigma_{S}\left(E_{i}\right)\left(1-\frac{2}{3 \cdot A}\right)}$.
The solution of (7) is

$$
\underset{\sim}{\not \phi_{0}}(t)=B e^{A t},
$$

$$
\text { i.e. } \not \Phi_{0}(t+\Delta t)=e^{A \cdot \Delta t} \underset{\sim}{\phi_{0}}(t),
$$

where the exponential of the matrix $A \Delta t$ is given by

$$
e^{\Delta \Delta t}=I+A \Delta t+A^{2} \frac{\Delta t^{2}}{2!}+A^{3} \frac{\Delta t^{3}}{3!}+\ldots .
$$

To calculate $e^{A \Delta t}$ we first use Gersgorin's theorem to estimate the absolutely largest eigenvalue, $\lambda_{\mathrm{M}}$, of the matrix $A$. A maximum step length, $h_{M}$, is then found from

$$
\lambda_{M} \cdot h_{M}=\varepsilon,
$$

where $\varepsilon$ is a small constant and the smallest value of $S$ is found for which

$$
h=\frac{\Delta t}{2 s} \leqslant h_{M}, \quad s \geqslant 0
$$

The matrix $e^{\mathrm{Ah}}$ is calculated from

$$
\mathrm{e}^{\mathrm{Ah}}=\left[\left(\left[(\mathrm{Ah}+\mathrm{L}) \frac{\mathrm{Ah}}{3}+\mathrm{I}\right] \frac{\mathrm{Ah}}{2}+\mathrm{I}\right) \frac{\mathrm{Ah}}{1}+\mathrm{I}\right]
$$

Finally $e^{A \Delta t}$ is given by

$$
e^{A \Delta t}=\left(e^{A h}\right)^{2 s}
$$

For $p \times p$ matrix $A$, approximately $2(3+s) p^{3}+p^{2}$ multiplications are required to evaluate $e^{A \Delta t}$, with $p^{2}$ multiplications for each step.

In the cases we have considered $s$ has been found to be about $8(\varepsilon=.02, \Delta t=50 \mu s)$ so that 20 steps require $22 p^{3}+21 p^{2}$ multiplications which take approximately .000034 , (22p3 $\left.+21 p^{2}\right)$ seconds on an IBM 7090.

## Data used in the calculaions

Calculations were carried out using cross sections for the energy transfer in the thermal region obtained from the heavy gas model and also from the data obtained from the scattering law experiments at Chalk River. In these latter experiments the differential scattering cross section $\sigma\left(E^{-} \rightarrow E^{\prime}, \theta\right)$ for scattering from energy $E$ to energy $E^{\prime}$ through an angle $\theta$ is measured. This data is augmented by theoretical
estimates to obtain a complete scattering law in the thermal region, a paper by J.D. Macdougall ${ }^{(17)}$ describes a programme PIXSE which produces multigroup cross sections from the scattering law.

The programme PIXSE also gives the cross sections for scattering by a monatomic gas. In this case $\sigma\left(\mathbb{E} \rightarrow \mathbb{E}^{\prime}\right)$ is evaluated directly from the formulae

$$
\begin{aligned}
& \sigma\left(E \rightarrow E^{\prime}\right)=\frac{\sigma_{S} \eta^{2}}{2 E} \quad {\left[\exp \left(x^{2}-x^{\prime 2}\right)\left\{\operatorname{erf}\left(\eta x-\rho x^{\prime}\right)+\operatorname{erf}\left(\eta x+\rho x^{\prime}\right)\right\}\right.} \\
&\left.+\operatorname{erf}\left(\eta x^{\prime}-\rho x\right)-\operatorname{erf}\left(\eta x^{\prime}+\rho x\right)\right] \text { for } E<E^{\prime} \\
& \sigma\left(E \rightarrow \mathbb{E}^{\prime}\right)=\frac{\sigma_{S} \cdot \eta^{2}}{2 E} \quad\left[\exp \left(x^{2}-x^{\prime 2}\right)\left\{\operatorname{erf}\left(\eta x-\rho x^{\prime}\right) \operatorname{erf}\left(\eta x^{\prime}+\rho x^{\prime}\right)\right\}\right. \\
&\left.+\operatorname{erf}\left(\eta x^{\prime}-\rho x\right)+\operatorname{erf}\left(\eta x^{\prime}+\rho x\right)\right] \text { for } E>E^{\prime}
\end{aligned}
$$

where $\sigma_{S}$ is the free atom cross section, $x^{2}=E / k T, x^{\prime 2}=E 1 / k T$, $\eta=(A+1) / 2 \sqrt{A}, \quad \rho=(A-1) / 2 \sqrt{A}, \quad A$ is the mass of the scatterer in units of neutron mass, $T$ is the temperature of the scatterer in ${ }^{\circ} \mathrm{K}$ and $k$ is Boltzmann's constant.
8. Comparison with experimental data

Fig. 8 shows the results of this theory for times of $300 \mu \mathrm{sec}$ to $1000 \mu \mathrm{sec}$, and these are further compared with the experimental data in Figs. 9 to 13. The theoretical and experimental spectra have been normalised to give the best fit on t'e intensity scale for the $300 \mu$ secs spectrum, but apart from this no normalisation has been carried out. It will be seen that reasonable agreement is obtained with the exception of the $1000 \mu$ secs spectrum where the accuracy of the experimental data is in any case not very good. For comparison a spectrum calculated from the heavy gas model ( $\mathrm{A}=12$ ) is shown in the $300 \mu \mathrm{sec}$ case, and the lack of agreement with experiment is obvious, the free gas calculation giving far too rapid progress of thermalisation. Figs. 9 to 13 also show heavy
gas calculations made with an "effective mass" of 33 and it is clear that these results are much closer to those obtained using the true scattering law. However significant differences are seen for "medium" times after the neutron pulse, and it is interesting that these differences are qualitatively similar to those obtained between heavy gas and crystal model calculations for poisoned systems (i.e. heavy gas gives too many low energy neutrons). The experimental data are as yet not sufficiently accurate to give a clear decision between the merits of the two calculations, but it can be seen that in the $450 \mu \mathrm{sec}$ and $600 \mu \mathrm{sec}$ spectra they do appear to lie closer to the calculations using the Egelstaff scattering law.
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FIG 5_TIME BEHAVIOUR OF NEUTRON FLUX FOR DIFFERENT ENERGY GROUPS.


FIG. 6. TIME DEPENDENT NEUTRON SPECTRA



FIG. 8 TIME DEPENDEITT NEUTRON VPE TRUM AS CALCULATED USING CROSS SECTIONS OBTAINED FRO: TYF; SCATTERT" ${ }^{\text {; }}$ LATH FOR GRAPHITE


FIG. 9 NGITRON SPECTRUV IN GRAPHITE $300 \mu \mathrm{~s}$ AFTER THE LINAC PULSE

- CALCULATED SPEGTRUM (Egelstaff Scattering Law)
--- CALCULATED SPECTRUM (Perfect Gas Nodel, Nass Number 12)
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FIG. 10 NEUTRON SPECTRUN IN GRADHIME $450 \mu \mathrm{~s}$ AFTER THE LINAC PULSE
--- CALCULATED SPECTRTN: (Egelstaff Scattering Law)

- CALCULATED SPECTRTN (Perfect Gas Model, Nass Number 33)


PIG.11. NEUTRON SFECTRUM IN GRAPHITE $600 \mu \mathrm{~s}$ AFTER THE LINAC PULSE CALCULATED SPECTRUN (Egelstaff Scattering Lam) -- - CALCULATED SPBCTRUM ( Perfect Gas Model, Mass Number 33)


FIG.12. NEUTRON SPECTRUN IN GRAPHITE $800 \mu \mathrm{~s}$ AFTER THE LINAC PULSE

- CalCULATED SPECTRUM (Egelstaff Scattering Law)
- CaLCULATED SPECTRIV (Perfret Gas Model, Mass Number 33)
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FIG.13. NEUTRON SPECTRUM IN GRAPHITE $1000 \mu \mathrm{~s}$ AFTER THE LINAC PULSE - CALCULATED SPECTRUN (Egelstaff Scattering Law)

- CALCULATED SPECTRMM (Perfect Gas Model, Mass Number 33)
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## ABSTRACT

Spatial distributions of radioactivitics of $\mathrm{Cu}^{5 / 4}$ and $\mathrm{Lu}^{177}$ induced by thermal neutrons near temperature discontinuities in graphite and in craphite and water systems have been analyzed with a multithermal-Group diffusion model of the space-eneriy distribution o: the thermal neutrons. Rethemalization cross sections for Graphite and water have been inferred from the $\mathrm{Cu}^{64}$ data. For Graphite at a physical temperature of $300^{\circ} \mathrm{K}$ the cross sections vary Irom 0.009 to $0.069 \mathrm{~cm}^{-1}$ for neutron spectra with characteristic tomorutures in the ren efrom lht to $323^{\circ} \mathrm{K}$, resyectively. For Ganhite whysical tomocratures in the rane from 144 to $828^{\circ} \mathrm{K}$ the cross sections vary from 0.016 to $0.044 \mathrm{~cm}^{-1}$ respectively for u neutron sjectrum with a charecteristic tempereture of approximateIy $300^{\circ} \mathrm{K}$. For mater at a physical temperture of opproximately $300^{\circ} \mathrm{K}$ the cross sections vary from 1.25 to $0.75 \mathrm{~cm}^{-1}$ for neutron spectra characterized by temperatures in the rance from 410 to $720^{\circ} \mathrm{K}$, respectively. Calculated traverses of the thermal activities of Lu ${ }^{177}$, which vere made wich the multithermal-sioup model using those sthemalization cross sections, acree to within $\pm 10 \%$ with the observed tiaverses. Efiective masses of craphite inferred from the cross sections acree to within $\pm 20 \%$ with those obtained from differential measurements of the eneriy d.istributions of neutrons from the sraphite of a Graphite-uranium lattice. Relaxation lensths also inferred from the cross sections agree to within $30 \%$ with those calculated from the results of a theoretical investication of elastic and one phonon inelastic scattering of hot neutrons in $300^{\circ} \mathrm{K}$ graphite.

## INTRODUCTION

Precise specification of the space-energy distribution of neutrons in reactor media is essential to good design and optimization of reactors. Specifically this information is required Ior calculations of neutron reaction rates and hence determinations of neutron economy. A fundamental difficulty encountered is the deviation of the energy distributions of neutrons Irom equilibrium Maxwellian distributions caused by preferential absorption in strongly absorbing media or by variations in scattering properties of the media. Near physical boundaries between dissimilar media spatial transients are then induced. Temperature gradients and discontinuities further complicate the problem in heterogeneous reactors that operate at high power levels. Ideally in studies of this problem one would measure these spatial variations of the energy distributions of neutrons. However, extreme difficulties are encountered in obtaining adequate spatial detail while maintaining sufficient neutron intensity, in say, chopper measurement techniques. An alternative is, of course, the measurement of spatial variations of neutron reaction rates in combination with subsequent comparisons with theoretical models of space-energy distributions of neutrons.

The latter approach has been used in this work. Traverses of the reaction rates of thermal neutrons with $C u^{63}$, $L u^{176}$, and $A u^{197}$ have been measured near temperature discontinuities in graphite systems and in graphite and water systems. This work extends the work on neutron rethermalization reported earlier (1). The
experiments were done in the core of the Physical Constants Testing Reactor ${ }^{(2)}$ in cylindrical geometry rather than the slab geometry used in the earlier work. This change constitutes an improvement in the sense that the experimental geometry in this work was more consistent with the cylindrical shell array of fuel in the PCTR. The temperature range of the experiments extended from 144 to $828^{\circ} \mathrm{K}$ with temperature discontinuities up to $500^{\circ} \mathrm{C}$. The analysis consisted of comparisons of calculated and observed traverses of the $\mathrm{Cu}^{64}$ and $\mathrm{Lu}^{177}$ data.

The calculations were made wich the multithermal group model proposed by Selengut (3). The variations in the energy distribution of neutrons near interfaces are accounted for in the multithermal group model by defining the total thermal spectrum as a weighted sum of equilibrium spectra. An equilibrium spectrum is defined for each region having different physical properties and each equilibrium spectrum is assumed to exist in all regions. After a mean number of collisions in a region neutrons that are in non-equilibrium spectra are assumed to transfer to the equilibrium spectrum of that region. Rethermalization cross sections defined in the model specify the probabilities for neutron transfer. Values of the cross sections for rethermalization have been inferred in the analyses of these experiments. A simplified version of this model was used in the earlier report. The overlapping thermal group model, which is quite similar, has been used in analyses of neutron flux peaking in water gaps (4).

The model, the experimental apparatus and techniques, the analysis procedures, and the results are presented in subsequent
sections. The model, as used in this work, allows for the dependence of the diffusion coefficient of graphite upon the neutron and physical temperatures and for the possibilities of unequal probabilities for neutron rethermalization to higher or lower energies, which were not accounted for in the earlier work. The cylindrical nature of the experimental geometry and PCTR fuel loading are illustrated in the discussion of the experimental apparatus. The discussion of the analysis includes a description of the bivariate statistical procedures used in inferring rethermalization cross sections from the $C u^{64}$ data. The results include values of the cross sections, effective masses, and relaxation lengths for rethermalization and comparisons of calculated and observed traverses of the activities of $\mathrm{Cu}^{64}$ and $\mathrm{Lu}^{177}$. The values of the effective masses and relaxation lengths for graphite are compared with results obtained from the work of others $(5,6)$. MULTIITEERMAL GROUP MODEL

The multithermal group model is used in the diffusion approximation. An equilibrium group of neutrons, with a Maxwellian energy distribution, $M\left(E, T_{i}\right)$, is defined for each region with a different physical temperature, $T_{i}$. To a first approximation, only two distinct physical temperatures exist in these experiments. The magnitude of each equilibrium group is given by a spatial weighting function, $\varphi_{i}(x)$, the integrated group flux for the $1^{\text {th }}$ group. The total space-energy distribution of the thermal neutron flux is given by

1) $\Phi(E, r)=\varphi_{1}(r) M\left(E, T_{1}\right)+\varphi_{2}(r) M\left(E, T_{2}\right)$

The epithermal component of the spectrum is assumed to have the form
2) $\varphi_{\epsilon}(E, r)=\varphi_{0}(r) \Delta / E$ where $\Delta=0$ for $E E_{\mu} k T_{k}$
and $\mu \sim 5.1(7)$, and $T_{k}$ is the physical temperature of the region of concern.

The neutron balance equations are derived by conservins neutrons and neutron eneroy throuch calculation of the zero and first energy moments of the Wilkins heavy gas equation (8) or with the variational principle(9). For these experiments, which have five or seven regions and only two physical temperatures, the neutron balance equations for regions $k$ at temperature $T_{i}$ are;
$D_{01} T^{2} \varphi_{0}-\Sigma \alpha_{01} \varphi_{0}-\Sigma \rho_{0 \rightarrow 1} \varphi_{0}=-v \Sigma f_{11} \varphi_{1}-v \Sigma \rho_{1} \varphi_{2}$
3) $D_{11} T^{3} \varphi_{1}-\Sigma{ }_{a 11} \varphi_{1}+\Sigma_{2 \rightarrow 1} \rho_{1}=-\Sigma_{0 \rightarrow 1} \varphi_{0}$
$D_{2}, T^{2} \varphi_{2}-\Sigma \operatorname{ar1}_{1} \varphi_{2}-\Sigma \operatorname{lq}_{2 \rightarrow 2}=0$
where the subscript for the recion (k) is understood for all quantities. For regions $k$ at temperature $T_{2}$ the balance equations are;

4.) $\quad D_{1 a} T^{3} P_{1}-\Sigma a_{12} \varphi_{1}-\Sigma_{1} \rightarrow 2 \varphi_{1}=0$
$D_{22} T^{2} \varphi_{2}-\Sigma$ a22 $\varphi_{2}+\Sigma \sum_{1 \rightarrow 2} \varphi_{1}=-\Sigma \sum_{1 \rightarrow 2} \varphi_{0}$
Where the subscript for the region (k) is understood for all quantities. The quantities $D_{i j k}, \Sigma$ aijk, and $\Sigma$ fijk are the group difiusion coefficients, absorption cross sections, and fission cross sections, respectively, for groups i in regions $k$ that are at a physical temperature $\mathrm{T}_{\mathrm{j}}$. The quantity $v$ is the mean number of fast neutrons per fission. The quantities $\Sigma_{i \rightarrow j}, k$ are the cross
sections for rethermalization of neutrons from groups i to groups $j$ in regions $k$. All quantities are flux averaçed over the appropriate equilibraum spectrum. The quantities $D_{i j k}$ of resions $k$ at temperature $T_{j}$ for the thermal neutrons are
5) $D_{i j k}=\int_{0}^{\infty} D_{k k}\left(E, T_{j}\right) M\left(E, T_{i}\right) d E / \int_{0}^{\infty} M\left(E, T_{i}\right) d E$
where $T_{i}$ is the characteristic temperature of the $i$ th thermal (roup. The thermal cross sections are similarly civen by
6) $\Sigma_{x_{i j} j k}=\int_{0}^{\infty} \Sigma_{x j k}(E) M\left(E, T_{i}\right) d E / \iint_{0}^{\infty} M\left(E, T_{i}\right) d E$

Where the subscrip $x$ refers to $a, f$, or s for wbsorption, lission, or scatterinc, ressectively. The fast iroup constants (i = 0) $D_{o j k}, \Sigma_{\text {cojk }}$, and $\Sigma_{0 \rightarrow j, k}$ vere obtained from calculations made with a modisied age theory $(10)$ and were subsequently adjusted empirically as necessary to Give the observed spatial variation of the epicadmiurn activity of $\mathrm{Au}^{198}$.

The cross Sections $\Sigma_{a \rightarrow 1, k}$ and $\Sigma_{1 \rightarrow 2, k}$ are those for rethermalization of neutrons from group two to one and from croup one to two, respectively. In the limit of hich neutron and moderator temperatures the rethermalization cross section is expected to be civen by the heavy sas model as
7) $\Sigma_{\text {ieth }}=\xi \Sigma_{S}=\frac{2 n}{M} \Sigma_{S}$ where the quantities $n$ and $M$ are the masses of the neutron and moderator respectively and $\Sigma_{\mathrm{s}}$ is the macroscopic cross section for scatterinc; For lower temperatures Eqn. 'f defines an effective miss for the moderator of recion $k$ for tmensfer of neutrons from troup i to group jas
8) $M_{\epsilon i \rightarrow j, k}=\frac{2 \Sigma_{\text {sijjk }}}{\Sigma_{i \rightarrow j, k}}$.

The quantities directly inferred from the foil counting data are the relaxation lenfths for neutron rethermalization. These lengths are defined us
9) $L_{i \rightarrow j, k}=\left(\frac{D_{i j k}}{\Sigma_{i \rightarrow j, k}}\right)^{\frac{1}{2}}$.

The solutions oi the neutron balance equations $\varphi_{0}(r), \varphi_{1}(r)$ and $\varphi_{2}(r)$ for the experimental conditions in these experiments are found by numerical methods using estimated values of the rethe malization cross sections. The fluxes are then used to calculate the traverses of the activities of $\mathrm{Cu}^{64}$ for comparison with the observed traverses. On the basis of this comparison better values of $\Sigma_{i \rightarrow j, k}$ are estimated and acoin the calculated activities are compared to the observed traverses.

EXPERITENTAL APPARATUS AND PROCEDURES
The irradiations required to obtain traverses of the activities of $\mathrm{Cu}^{64}$, $\mathrm{Lu}^{177}$ and $\mathrm{Au}^{198}$ near temperature discontinuities in craphite, and in craphite and water media were made with the Physical Constants Testing Reactor. Nine irradiations were made, five in the all graphite system and four in the graphite and water system. The cssential ceometrical features of each set of experiments were similar. A cross sectional view of the reactor and experimental media taken normal to the loncitudinal axis of syrmetry is shown in Ficure 1 for the graphite and water system. Progressing radially outward from the central axis the respective resions are a column of water, and annuli of Zircaloy II, graphite, insulation, Graphite, fuel, and graphite. In the all graphite experiments the


Outside Radii of Regions
$\begin{cases}\text { Water } & =3.400 \mathrm{~cm} \\ \text { Zircaloy-2 } & \neq 4.254 \mathrm{~cm} \\ \text { Hot Graphite } & =19.050 \mathrm{~cm} \\ \text { Insulation } & =20.955 \mathrm{~cm} \\ \text { Room Temp. Graphite } & =49.530 \mathrm{~cm} \\ \text { Fuel } & =50.750 \mathrm{~cm} \\ \text { Reflector } & =110.750 \mathrm{~cm}\end{cases}$

## Figure l Caption:

Schematic equivalent of the cross section of the Physical Constants Testing Reactor and experimental regions. The ring of PCTR fuel rods and lucite is shown as a homogeneous annulus of fuel, lucite, and lead. The PCTR reflector, which is actually rectancular, is shown as an annulus of equivalent cross section. This geometry was assumed in the analysis of the experiments. The quantities $T_{1}$ and $T_{2}$ are the physical temperatures of the regions.
rersion occupied by the column of water and annulus of Zircaloy II was filled with a graphite cylinder.

The annulus of insulation was lampblack tamped between an inner and outer shell of aluminum, each 0.0625 of an inch thick. The layer of lampblack was 0.625 of an inch thick. The annulus of fuel, shown in Figure 1, simulates a ring of 32 standard PCTR fuel tubes. The metal is a $\mathrm{Pb}-\mathrm{U}^{235}$ alloy in the form of a tube 1.170 inches inside diameter and 1.235 outside diameter. Each tube was filled with a lucite rod 0.75 of an inch in diameter in an attempt to localize neutron moderation and decrease the fast to slow flux ratio in the inner regions. The decrease in the flux ratio was approximately 40 ${ }^{2}$.

The temperature discontinuities occurred in a 0.0625 of an inch air cap between the Zircalloy II and the inner graphite region or in the annulus of lampblack. The inner region of craphite was either heated with calrods or cooled with liquid nitrogen. The water was held near room temperature by adjustment of the flow rate. The lampblack insulated the outer resions from the hot or cold inner region of graphite. The water temperature was monitored with mercury thermometers at the inlet and outlet. The axial and radial distributions of temperature in the graphite recions inside and outside the lampblack insulation were monitored with iron-constantan thermocouples. Prior to irradiations the calrods were removed and the vacancies were filled with pre-heated graphite filler bars. In the cold experiments the residual liquid nitrogen was allowed to evaporate prior to irradiations.

The $\mathrm{Cu}, \mathrm{Au}$, and Lu neutron detectors, both bare and cadmium covered, were irradiated simultaneously in each experiment. The bare detectors were centered in a plane that was normal to the axis of symmetry at a position three inches from the midpoint of the axis. The cadmium covered detectors were centered in a mirror image plane. The six inch separation between the planes was sufficient to reduce to a negligible amount the flux verturbations at the bare detector positions caused by the cadmium. The latter fact was established experimentally by comparins spatial variations of the activities of $\mathrm{Cu}^{64}$ taken at room temperature with and without the cadmium present. Copper foils used in the water resions were strips 0.25 of an inch wide and 0.003 of an inch thick. They were positioned alone a diameter of the column of water by peening the ends in the wall of 0.020 of an inch thick aluminum sleeve that fit inside the Zircaloy II tube. The copper used in the graphite was in the form of pins 0.0625 of an inch in diameter and 0.500 ois an inch in lencth. These pins were positioned on 0.635 cm centers radially outward to a radius of 42.5 cm . The gold was in the form or disks 0.005 of an inch thick and 0.500 of an inch in diameter. The lutetium detectors were ceramic disks of $\mathrm{Al}_{2} \mathrm{O}_{3}-\mathrm{Lu}_{2} \mathrm{O}_{3}$ weighing approximately 450 me and containinc $10 \mathrm{mC}_{\mathrm{C}}$ of $\mathrm{Lr}_{2} \mathrm{O}_{3}{ }^{(11)}$. The disks vere 0.045 of an inch thick and 0.450 of an inch in diameter. The cold and lutetium disks were positioned radially outward to a radius of 42.5 cm with a spacing of approximately 2 cm . The cadmium covered detectors were spaced approximately 5 cm apart. The cadmium covers fit each type of detector snucly and the walls were 0.040 oil an inch thick.

The activated detectors were $\gamma$-counted on a $\mathrm{NaI}(T I)$ crystal photomultiplier system. Only the $\mathrm{Cu}^{64}$, $\mathrm{Lu}^{177}$ and $\mathrm{A} u^{198}$ activities were counted The activities of $C u^{66}$ and $L u^{177}$ had decayed to a nesligible amount prior to the start of the counting ANALYSIS, RESUITS, AND DISCUSSION

The cross sections, effective masses, and relaxation lengths for neutron rethermalization were inferred in making comparisons of calculated and observed traverses of the thermal activities of $\mathrm{Cu}^{64}$. The analyses included the reduction of bare and cadmium covered activity data to thermal activities, calculations and empirical determinations of the Group constants for the neutron balance equations, and iterative adjustment of the rethermalization cross section to minimize the variance of the fit of the calculated curves to the observed traverses.

The thermal activities $A_{t h}$ were calculated from the bare $A_{B}$ and the cadmium covered $A_{e c}$ activities under the assumption that in every region the spectrum of epithermal neutrons was $1 / E$, as Given by Eqn. 2. The effective cadmium cutoff energy was calculated to be 0.64 ev. Activities of bare foils due to epithermal-subcadmium neutrons, relative to their activities due to epicadmium neutrons, were estimated from the respective resonance integrals of $C^{63}$. The calculations were made with the expression
10) $A_{t h}=A_{B}-\alpha^{63} A_{e c}$
where $\alpha^{63}=R I_{e t}^{63} / R I_{e c}^{63}$ and $R I_{e t}^{63}$ is the total resonance integral of $\mathrm{Cu}^{63}$ and $\mathrm{RI}_{\mathrm{ec}}^{83}$ is the epicadmium resonance integral of $\mathrm{Cu}^{83}$.

The self shielding effects of the thick detectors were accounted for by using effective resonance integrals measured in previous work. (12)

The fast group constants were estimated initially with a modified age theory of slowing down (10). Subsequently, the diffusion coefficients and absorption cross sections were empirically adjusted to yield a minimum variance of the fit between the calculated and observed traverses of the epithermal activity of $A u^{198}$. The slowing down cross sections were not adjusted in order to maintain the correct rate of thermalization. The epicadmium activity of $A u^{198}$, due primarily to the absorption resonance at 4.9 ev , was assumed to be an adequate measure of the source of thermal neutrons and was assumed to be proportional to the fast group flux, $\varphi_{0}$. The observed traverses and the calculated curves that fit the data best are shown in Figures 2 and 3 for the graphite experiment and for the graphite and water experiment, respectively. These spatial variations were not affected by heating or cooling the inner region of graphite within the temperature range of 144 to $523^{\circ} \mathrm{K}$ (below the melting point of cadmium). Therefore, the assumption was made that the data in Figures 2 and 3 would adequately describe the spatial variations in the experiments at higher temperatures, also.

The thermal group constants were, in general, calculated from microscopic cross section data (13), using Eqn. 5 and 6. The fuel absorption cross sections for the room temperature experiments were determined empirically by adjusting their values to minimize the variances of the fits of the calculated and observed traverses of the thermal activities of $\mathrm{Cu}^{64}$ observed in the room temperature


Fisure 2 Caption
Graphite Experiment-Room Temperature. The comparison of calculated curves of the epicadmium activity of $\mathrm{Au}^{198}$ and thermal activity of $\mathrm{Cu}^{\text {e4 }}$ with the observed traverses. The group constants used to obtain these calculated curves were used as the basis for calculatine the group constants for experiments $1 A, I C, 1 D$, and $1 E$.


Firfure 3 Caption
Graphite and Water Experiment-Room Temperature. The comparison of the calculated curves of the epicadmium activity of $\mathrm{Au}^{198}$ and the thermal activity of $\mathrm{Cu}^{64}$ with the observed traverses. The group constants used to obtain these calculated curves were used as the basis for calculating the group constants for experiments $2 \mathrm{~B}, 2 \mathrm{~F}$, and 2 D .
experiments. The calculated curves that best fit the traverses are also shown in Figures 2 and 3. Values of the fuel absorption cross sections for the equilibrium groups with different character istic temperatures were calculated from the empirical values obtained from the room temperature experiments under the assumption that the absorption cross section of the $\mathrm{U}^{235}$ fuel of the PCTR varied as $1 / \mathrm{v}$. In the manner described, the room temperature experiments were used as normalizing experiments. The changes in reaction rates observed. in subsequent experiments were due primarily to rethermalization and were accounted for with the introduction of the cross sections for rethermalization.

Rethermalization Cross Section of Graphite
The iterative adjustment of the two rethermalization cross sections in each graphite experiment was a bivariate analysis performed with the IBM-7090 computer code "Fit-I".(14) Values for each cross section were estimated initially to be less than those predicted by the heavy gas model, given by Eqn. 7. One value was varied while the other was held fixed in repeated calculations of the variance of the fit of the traverses of the thermal activity of $\mathrm{Cu}^{64}$. With the variance minimized with respect to one variable, the fitting was repeated for the other variable. This method ultimately yielded a crude map of the isovariance lines in the cross section field. A typical map is shown in Figure 4 for experiment 1A. The straight lines on the cross section field indicate lines of iteration, the values of cross sections that were held fixed. The points on the iteration lines indicate the values of


Fisure 4 Caption
Isovariances of the rethermalization cross section field for the graphite Exp. 1A. The numerical values of the isovariances are proportional to the sum of the deviations of the experimental data from the calculated curve of thermal activity of $\mathrm{Cu}^{64}$. The critical point at ( $0.0167,0.0092$ ) is the minimum of the field and its coordinates are the rethermalization cross sections for the experimental conditions, see Tables I and II, Exp. IA. The point $(0.0098,0.0098)$ is a pseudo-critical point obtained under the assumption of equal probabilities of neutron rethermalization.
the cross section iterated upon. The isovariance curves are visual estimates based upon the field points indicated. The precise loca.tion of the critical point (minimum at $0.0167,0.0092$ ) of the field has been verified by least squares analysis under the assumption that the variance near the critical point is a quadradic function of the two cross sections for rethermalization. The point (0.010, 0.010) is the pseudo-critical point one would obtain under the assumption that the cross sections for rethermalization were equal.

This iteration procedure was repeated for each graphite experiment. The respective coordinates of the critical points, the pairs of cross sections for rethermalization in graphite, are listed in Tables I and II. The values for rethermalization of non-equilibrium neutrons in graphite at approximately $300^{\circ} \mathrm{K}$ are given in Table I; and values for the rethermalization of groups of thermal neutrons with characteristic temperatures near $300^{\circ} \mathrm{K}$ in graphite at various temperatures are given in Table II. The graphic presentation of these results in Ficure 5 illustrates that the cross section for rethermalization of $300^{\circ} \mathrm{K}$ neutrons in craphite asymtotically approaches the heavy-gas value of $0.065 \mathrm{~cm}^{-1}$ at graphite temperatures near $800^{\circ} \mathrm{K}$. The experimental results shown in Figure 6 illustrate a similar saturation behavior of the cross section of $300^{\circ} \mathrm{K}$ graphite for hot neutrons at a value significantly lower than $0.065 \mathrm{~cm}^{-1}$. One would not expect the latter to saturate as the data indicate. A behavior similar to the curve in Figure 6, a visual estimate, is to be expected since the chemical binding energy becomes small relative to the neutron energy at high neutron temperatures.

## RETHERMALIZATION PROPERTIES OF GRAPHITE

TABIE I
RETHERMALIZATION OF NEUTRONS WITH A MAXWELLIAN ENERGY DISTRIBUTION, $\operatorname{M}\left(\mathrm{E}, \mathrm{T}_{7}\right)$, IN GRAPHITE HAVING A PHYSICAL TEMPERATURE, $\mathrm{T}_{2}$

| Experiment | Characteristic Temperature of Thermal Group | Physical <br> Temperature <br> of Graph- <br> ite | Average ${ }^{a, c}$ Diffusion Coefficient | Rethermalization ${ }^{\text {d, }}$ e Cross Section | Relaxation Length | Effective <br> Mass | Average $\Sigma^{b}$ <br> Scattering <br> Cross <br> Section |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{T}_{1}$ | $\mathrm{T}_{2}$ | $\mathrm{D}_{12.3}$ | $\sum_{1 \rightarrow 2}{ }^{\prime}$ | $L_{1 \rightarrow 2,3}$ |  | $\Sigma_{\text {Si23 }}$ |
|  | ${ }^{\circ} \mathrm{K}$ | ${ }^{\circ} \mathrm{K}$ | cm | $\mathrm{cm}^{-1}$ | cm | amu | $\mathrm{cm}^{-1}$ |
| 1A | $144 \pm 5$ | $283 \pm 5$ | 0.900 | $0.017 \pm .001$ | $7.3 \pm 0.3$ | $46 \pm 2$ | $\sim 0.392$ |
| 1 C | $523 \pm 5$ | $299 \pm 5$ | 0.794 | $0.044 \pm .002$ | $4.3 \pm 0.2$ | $20 \pm 1$ | $\sim 0.445$ |
| 1D | $690 \pm 5$ | $308 \pm 5$ | 0.782 | $0.045 \pm .002$ | $4.2 \pm 0.2$ | $20 \pm 1$ | $\sim 0.451$ |
| IE | $828 \pm 5$ | $315 \pm 5$ | 0.776 | $0.041 \pm .002$ | $4.4 \pm 0.2$ | $22 \pm 1$ | $\sim 0.455$ |

a) Average diffusion coefficients are normalized to a value of $D\left(293^{\circ} \mathrm{K}, 293^{\circ} \mathrm{K}\right)=0.832 \mathrm{~cm}, \sigma_{\mathrm{tr}}=4.95 \mathrm{bn}$
b) Average scattering cross sections are assumed to be Given by $\Sigma_{\text {s123 }}=\frac{1}{3\left(1-\bar{\mu}_{0}\right) D_{123}} ; \bar{\mu}_{0}=0.056$
c) Graphite density $=1.614 \mathrm{gm} / \mathrm{cm}^{3}$
d) Free gas values:
$\sum_{2 \rightarrow 1,3}=0.0665 \mathrm{~cm}^{-1}$
$I_{z \rightarrow 1,3}=3.53 \mathrm{~cm}$
$\mathrm{M}_{\mathrm{e}_{2 \rightarrow 1,3}}=12.011 \mathrm{amu}$
e) The uncertainties are standard error limits based upon the variances of the calculated fits to the experimental $\mathrm{Cu}^{64}$ data, see Fig. 6. The estimated uncertainties due to spectrum uncertainties are $\pm 25 \%$.

TABIE II
RETHERMALIZATION OF NEUTRONS WITH A MAXWELLIAN ENERGY DISTRIBUTION, M $\left(E, T_{2}\right)$ IN GRAPHITE HAVIVG A PHYSICAL TEMPERATURE, $T_{1}$

| Experiment | Characteristic Temperature of Thermal Group | Physical <br> Temperature of Graphite | Average ${ }^{a}, \mathrm{c}$ Diffusion Coefficient | Rethermalizationd, e <br> Cross Section | Relaxa- <br> tion, ${ }^{\text {d }}$ <br> Length | Effective <br> Mass | Average ${ }^{b}$ <br> Scattering <br> Cross <br> Section |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{T}_{3}$ | $\mathrm{T}_{1}$ | $D_{211}$ | $\sum_{2 \rightarrow 1}, 1$ | $I_{2-n}, 1$ | $M_{\in}{ }_{2 \rightarrow 1}$ | $\Sigma_{5211}$ |
|  | ${ }^{\circ} \mathrm{K}$ | ${ }^{\circ} \mathrm{K}$ | cm | $\mathrm{cm}^{-1}$ | cm | amu | $\mathrm{cm}^{-1}$ |
| IA | $283 \pm 5$ | $144 \pm 5$ | 0.849 | $0.0092 \pm .0005$ | $9.6 \pm 0.5$ | $90 \pm 4$ | 0.416 |
| 1 C | $299 \pm 5$ | $523 \pm 5$ | 0.828 | $0.047 \pm .002$ | $4.2 \pm 0.2$ | $18 \pm 1$ | 0.426 |
| 1 D | $308 \pm 5$ | $690 \pm 5$ | 0.828 | $0.066 \pm .003$ | $3.5 \pm 0.2$ | $13 \pm 1$ | 0.426 |
| IE | $315 \pm 5$ | $828 \pm 5$ | 0.825 | $0.069 \pm .004$ | $3.5 \pm 0.2$ | $12 \pm 1$ | 0.428 |

a) Average dirfusion coefficients are normalized to a value of $D\left(293^{\circ} \mathrm{K}, 293^{\circ} \mathrm{K}\right)=0.832 \mathrm{~cm}, \sigma_{\mathrm{tr}}=4.95 \mathrm{bn}$
b) Average scattering cross sections are assumed to be given by $\Sigma_{\text {sa11 }}=\frac{1}{3\left(1-\mu_{0}\right) D_{a 11}} ; \bar{\mu}_{0}=0.056$
c) Graphite density $=1.614 \mathrm{gm} / \mathrm{cm}^{3}$
d) Free gas values:
$\Sigma_{2-1,1}=0.0665 \mathrm{~cm}^{-1}$
$L_{a \rightarrow 1,1}=3.53 \mathrm{~cm}$
$M_{\varepsilon 2 \rightarrow 1,1}=12.011 \mathrm{amu}$
e) The uncertainties are standard error limits based upon the variances of the calculated fits to the experimental $\mathrm{Cu}^{64}$ data, see Fig. 6. The estimated uncertainties due to spectirum uncertainties are $\pm 25 \%$.


Figure 5 Caption
Rethermalization cross sections of graphite at physical temperatures $T_{1}$ for neutrons in Maxwellian energy distributions $M\left(E, T_{2}\right)$, where the values of $T_{2}$ in Table II have been assumed equal.


Figure 6 Caption
Rethermalization cross sections of graphite at a physical temperature $T_{2}\left(\approx 300^{\circ} \mathrm{K}\right)$ for neutrons in Maxwellian energy distributions $M\left(E, T_{1}\right)$. See Table I.

The calculated curves of the thermal activities of $\mathrm{Cu}^{64}$ that best fit the traverses observed in the graphite experiments are shown in Figure 7. The tendency of the experimental data near the axis of symmetry to fall below the curves that fit best is due to an increase in the flux perturbation caused by the relative increase in the concentration of detectors near the axis of symmetry. However, droppinc the data points out to a radius of 5 cm . has a negligible influence upon the best values of the rethermalization cross sections.

## Effective Masses of Graphite

Coates and Gayther ${ }^{(5)}$ have inferred effective masses of graphite from differential measurements of the neutron spectrum in the graphite of a graphite-natural uranium lattice. The measurements were made with a fast chopper in the energy range from 0.01 ev to 50 ev for lattice temperatures of $293,433,517$, and $594^{\circ} \mathrm{K}$. Values of the effective neutron temperatures, $T_{n}$, were found by determining the Maxwellian spectra that best fit the low energy regions of the observed spectra. Those effective neutron temperatures and the moderator temperatures, $T_{m}$, were then used to calculate effective masses with the approximate Coveyou ${ }^{(15)}$ expression
11) $M_{\epsilon}=\frac{2 \sigma_{s}}{\sigma_{a}\left(k T_{n}\right)}\left[\left(T_{n}-T_{m}\right) / T_{n}\right]$
where $\sigma_{s}$ is the microscopic scattering cross section of graphite of 4.8 barns. The quantity $\sigma_{a}\left(k T_{n}\right)$ is the effective microscopic absorption cross section of the lattice cell, and for $E=k T_{n}, T_{n}=347^{\circ} K \sigma_{a}\left(k T_{n}\right)=0.0512$ barns.


Ficure 7 Caption
Graphite Experiments - Comparisons of calculated and observed traverses of the thermal activities of $\mathrm{Cu}^{64}$ near temperature discontinuities. The traverses are arbitrarily normalized at a radius of 42.5 cm . The calculated curves are normalized to the experimental data in a manner that minimizes the variance of the fit. The statistical uncertainties in the data points are standard deviations of approximately $\pm 1 \%$. The physical temperatures of the graphite cylinder are indicated for each experiment and those of the graphite annulus are approximately $300^{\circ} \mathrm{K}$ and are given in detail in Table I.

It is somewhat difficult to compare their results with those given in Tables I and II. The primary difficulty is that their neutron temperatures are always only slightly higher than their graphite temperatures, whereas the temperatures given in Tables I and II are, in general, quite different. From the latter data estimates have been made of the values of $M_{i \rightarrow i, k}$ for neutrons in spectra that are in equilibrium with the graphite. The estimates are compared in Figure 8 to the values found from Eqn. 11. The shaded area is an area of uncertainty based upon the uncertainties of the measured values siven in Tables I and II.

## Relaxation Lencths in Graphite

The thermalization or rethermalization of non-equilibrium neutrons may be considered in at least two approximations; the continuous slowing down or Fermi ace theory approximation and the multithermal group approximation presented in this paper. The mean square distance that neutrons travel in thermalizing to a tempera. ture, $T$, is determined by an age $T(T)$ in the age theory. In the two group approximation the mean square distance that neutrons travel to reach an equilibrium temperature is determined by an $\mathrm{L}^{2}$. If the two approximations describe the thermalization process reasonably well $\tau$ should be approximately equal to $L^{2}$ for the same mean temperature. The problem chosen to illustrate the methods of finding the mean temperatures for a given $L$ and $T$ is that of the thermalization of near-equilibrium neutrons in graphite at physical temperature $T_{0}=300^{\circ} \mathrm{K}$.

To illustrate the continuous slowin; down approximation the results of a theoretical study $(6)$ of the elastic and one phonon


Figure 8 Caption
Effective mass of graphite for neutrons near equilibrium.
For the Coates and Gayther data the characteristic neutron temperature is approximately $50^{\circ} \mathrm{C}$ greater than the moderator temperature. The neutron and moderator temperatures are assumed equal in determining the confidence zone shown.
inelastic scattering of neutrons in graphite are used. In the study, neutrons near equilibrium in graphite at a physical temperature $T_{0}$ are assumed to have attained a Maxwellian energy distribution $M\left(E, T_{1}\right)$, where $T_{1} \neq T_{0}$. In thermalizing to the equilibrium temperature $T_{0}$ the neutrons are assumed to remain in a Maxwellian energy distribution with a characteristic temperature that changes with time. The time rate of change of the characteristic temperature $T$ given in the paper may be approximated by
12) $\frac{d T}{d t}=-a\left(T-T_{0}\right)$.

Equation 12 is analacous to the Fermi ace equation for the time rate of change of neutron energy during slowing down (16). The Fermi ace analogy leads to the expression
13) $\tau\left(T_{1} \rightarrow T, T_{0}\right)=\frac{D}{2} \sqrt{\frac{8 k}{\pi m}} \int_{T}^{T_{2}} \frac{T^{\frac{1}{P}}}{\left(T-T_{0}\right)} d T$
for the ace to thermalize from $T_{1}$ to $T$ in graphite at $T_{0}$, where $k$ is the Boltzmann Constant, D is the diffusion coefficient of Graphite and $m$ is the mass of a neutron.

For the thermal group problem, consider a plane source of $M\left(E, T_{1}\right)$ neutrons in an infinite resion of craphite at a physical temperature $T_{0}$. The source neutrons thermalize exponentially with a relayation length $L$; where $L$ is Given by Eqn. 2 for this case of a cross section for absorption that is small with respect to the cross section for rethermalization. The equilibrium group $M\left(E, T_{0}\right)$ builds up exponentially also, with the same relaxation length. The mean neutron temperature of the two groups is taken as the
spatially weighted sum of the respective characteristic temperatures and is given by
14) $\bar{T}(x)=T_{1} e^{-x / L}+T_{0}\left(1-e^{-x / L}\right)$.

Equation 14 is used to calculate the mean temperature $\bar{T}(L)$ at $x=$ L. The quantity $\overline{\mathbb{T}}(\mathrm{L})$ is then used as the lower limit of the integration in Eqn. 13. Equation 13 is integrable and yields values of $\tau\left\{\mathrm{T}_{1}-\overline{\mathrm{T}}(\mathrm{L}), \mathrm{T}_{0}\right\}$ whose square roots are compared to L in Table III. It can be seen that $\sqrt{\tau}$ is creater than $L$ by approximately $\sqrt{2}$ for all temperatures $T_{i}$. An increase in the quantity a by a factor of two would improve the argreement significantly.

## Rethermalization Cross Sections of Water

The analyses of the graphite and water experiments and the determination of the rethermalization cross sections of water were similar to that described for the graphite experiments. The only significant difference was in the use of fixed values of the cross sections for rethermalization in the graphite regions, which were inicred from the results of the graphite experiments. This of course, introduces dependence of the values of the cross sections for water upon those found for the graphite. The values oi the cross sections for rethermalization of hot neutrons in ambient water inferred in the analyses and correspondins values for the graphite region are given in Table IV. The calculated curves of the thermal activity of $\mathrm{Cu}^{84}$ that best fit the observed traverses are shown in Figure 9. The water portion of Figure 9 is enlarged in Figure 10 for clarity. The asreemen between the calculated and observed traverses in the graphite regions is relatively poor. No systematic error has been found that would improve the fit.

TABIE III
REIAXATION IENGTHS OF GRAPHITE AT PFYSICAL TEMPERAIURE OF ~ $300^{\circ} \mathrm{K}$ FOR NON-EQUILIBRIUM
NEUTRONS IN MAXWELLIAN EIERGY DISIRIBUTIONS M (E, $\mathrm{T}_{1}$ )

| INITIAL GROUP TEMPERATURE | SLOPE OF THEORETICAL CURVE | DIFFUSION COEFFICIENT OF GRAPHIIT | TEMPE RATURE IRACHED IN ONE REIAXATION DISTANCE | AGE TO REIAX to temperature T | CALCUTATED REIAXATION DISTANCE | MEASURED REIAXATION DISTANCE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{1}$ | a | D | $\stackrel{T}{T}(\mathrm{~L})$ | $\tau\left\{\mathrm{T}_{1}-\overline{\mathrm{T}}(\mathrm{L}), \mathrm{T}_{0}\right\}$ | $\sqrt{\tau}$ | L |
| ${ }^{0} \mathrm{~K}$ | $10^{+3} \mathrm{sec}^{-1}$ | cm | ${ }^{\circ} \mathrm{K}$ | $\mathrm{cm}^{2}$ | cm | cm |
| 260 | 3.4 | 0.820 | 285.3 | 58.2 | 7.63 | 5.3 |
| 305 | 4.8 | 0.810 | 301.8 | 42.4 | 6.52 | 4.8 |
| 350 | 6.6 | 0.795 | 318.4 | 31.9 | 5.65 | 4.5 |
| 400 | 7.7 | 0.780 | 336.8 | 28.1 | 5.30 | 4.3 |
| 500 | 8.8 | 0.775 | 373.6 | 26.4 | 5.14 | 4.2 |
| 600 | 8.8 | 0.775 | 410.4 | 28.3 | 5.32 | 4.2 |

RETHERMALIZATION OF $T_{2}$ IEUTRONS IN WAIER WITH A PHYSICAL TEMPERATUKE $T_{1}$

|  |  |  |  |  |  |  |  |  | Rethermalization(b) Cross Section for Graphite |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |
|  | $\mathrm{T}_{1}$ | $\mathrm{T}_{2}$ | $\mathrm{D}_{221}$ | $\boldsymbol{\Sigma}_{2 \rightarrow 1}{ }_{1}$ | $\mathrm{I}_{2 \rightarrow 1}, 1$ | $\mathrm{M}_{\mathrm{e}^{2-1,1}}$ | $\Sigma_{\text {S221 }}$ | $\mathrm{T}_{3}$ | $\sum_{1 \rightarrow 2,3}$ | $\sum_{2 \rightarrow 1,5}$ |
|  | ${ }^{\circ} \mathrm{K}$ | ${ }^{0} \mathrm{~K}$ | cm | $\mathrm{cm}^{-1}$ | cm | amu | $\mathrm{cm}^{-1}$ | ${ }^{\circ} \mathrm{K}$ | $\mathrm{cm}^{-1}$ | $\mathrm{cm}^{-1}$ |
| $2 B$ | $292 \pm 5$ | $410 \pm 5$ | 0.1749 | $1.25 \pm .12$ | $0.37 \pm 0.04$ | $5.0 \pm 0.5$ | 3.10 | $305 \pm 5$ | 0.038 | 0.037 |
| $2 \mathbb{}$ | $293 \pm 5$ | $558 \pm 5$ | 0.2112 | $1.27 \pm .12$ | $0.41 \pm 0.04$ | $4.5 \pm 0.5$ | 2.88 | $310 \pm 5$ | 0.052 | 0.043 |
| 2D | $295 \pm 5$ | $720 \pm 5$ | 0.2290 | $0.83 \pm .08$ | $0.53 \pm 0.05$ | $6.5 \pm 0.6$ | 2.70 | $325 \pm 5$ | 0.063 | 0.043 |

a) Water density assumed $=1.0 \mathrm{gm} / \mathrm{cm}^{3}$
b) Rethermalization cross sections of graphite found from Fig. 5 and 6
c) Macroscopic scattering cross section of water assumed to be $\Sigma \mathrm{N}_{\mathrm{s} 22_{1}}=3.38 \sqrt[4]{\mathrm{T}_{0} / \mathrm{T}_{2}} \mathrm{~cm}^{-1}$
d) In the analysis of these water experiments the physical temperatures of the water and the outer annulus of graphite where averaged.


Figure 9 Caption
Graphite and Water Experiments. Comparisons of calculated and observed traverses of the thermal activities of $\mathrm{Cu}^{\mathbf{8 4}}$ near temperature discontinuities. The calculated curves are normalized to the experimental data in a manner that minimizes the variance of the fit to the data in all recions. The statistical uncertainties in the data points are standard deviations of approximately $\pm 1 \%$. The physical temperatures of the inner annulus of graphite are indicated while nominal values of $300^{\circ} \mathrm{K}$ are indicated for the water and outer annulus of graphite. Detailed temperatures for the latter are given for each experiment in Table IV.


Figure 10 Caption
Graphite and Water Experiments. Enlarcement of the water recion of Figure 9. The graphite temperatures on the figure are also the characteristic temperatures of the rethermalizing neutrons.

## Lutetium Traverses

The traverses of the bare and cadmium covered activities of Lu ${ }^{177}$ were obtained for testing the multithermal group diffusion model, the assumptions of Maxwellian energy distributions for the equilibrium spectra and a $1 / E$ spectrum for the epithermal neutrons, and the values of the rethermalization cross sections inferred from the analyses of traverses of the activities of $\mathrm{Cu}^{64}$. The experimental data were reduced to thermal activities in the manner described previously for $\mathrm{Cu}^{64}$. Values of $\alpha$ for Lu ${ }^{177}$ were obtained from the work of Schmid. (18)

The equilibrium fluxes obtained in the $C u^{64}$ analyses and the thermal cross sections of $L u^{176}$ were used to compute the expected spatial distributions of the thermal activities of Lur7. These calculated curves were normalized to the experimental traverses of the thermal activities in a manner that minimized the variance of the fit. Varying degrees of success were achieved, but the fits at higher temperatures tended to be poorer. These are illustrated for the graphite experiments in Figures 11 and 12. Additional comparisons have been made for the other experiments. (19)

The agreement between the calculated curves and experimental traverses at high temperature can be improved but it is done at the expense of destroying the agreement at the low temperatures. This has been done in the form of a first-order approximation. The $L u^{177}$ data were reduced to thermal activities using a Hurwitz epithermal spectrum $(20)$ rather than the $1 / E$ spectrum of Eqn. 2. This chance of spectrum increased the epithermal correction to the bare activity. For the experiments illustrated in Figures


Figure 11 Caption
Comparison of calculated and observed traverses of the thermal activities of $\mathrm{Cu}^{64}$ and $\mathrm{Lu}{ }^{177}$ near a temperature discontinuity in graphite. The experimental traverses are arbitrarily normalized to unity at a radius of 42.5 cm . The calculated curves are normalized to the experimental data in a manner that minimizes the variance of fit. The statistical uncertainties in the experimental data are standard deviations of approximately $\pm$ ly


Figure 12 Caption
Comparison of calculated and observed traverses of the thermal activities or $\mathrm{Cu}^{64}$ and $\mathrm{Lu}^{177}$ near a temperature discontinuity in Graphite. The experimental traverses are arbitrarily normalized to unity at a radius of 42.5 cm . The calculated curves are normalized to the experimental data in a manner that minimizes the variance of it. The statistical uncertainties in the experimental data are standard devia'tions of approximately $\pm 1 \%$.

11 and 12 the relative thermal activities of Lu $^{177}$ in the inner graphite regions are increased. However, the overall coodness-offit for all experiments was not improved sicnificantly. This analysis does indicate that perhaps some spectrum intermediate between Westcott and Hurwitz syectra could improve the goodness-ofi-fit with respect to the Lul77 data,

## Model Comparisons

The sicnificance of the trunsients incorpreted by the use of the multithermal group model of the space enercy distribution of neutrons has been illustrated by comparing its results to two extreme assumptions. In the first, two equilibrium thermal roups are assumed but transfer between sroups is not allowed. This is equivalent to settins the rethermalization cross sections to zero. If the thermal activity of $\mathrm{Cu}^{64}$ is then calculated and normalized to the observed truverse by minimizinc the variance of the fit the calculation over estimates the reaction rate in warm regions and under estimates in cold resion. In the second, the rethermalization cross sections are assumed to be infinite, foreinc the energy distribution of thermal neutrons to change abruptly at discontinuities in physical temperatures. Treating the thermal activity or $\mathrm{Cu}^{64}$ as before the error in the estimates are reversed from those found for the above extreme case. These results are compared in Pirgures 13 and 14 for a typical eraphite experiment and a typical graphite and water experiment, respectively. Firsure 14 is of particular interest in that the peak of the activity in the water is so poorly reproduced for the extreme approximations.


Figure 13 Caption
Comparisons of the observed traverse of the thermal activity of $\mathrm{Cu}^{64}$ near a temperature discontinuity in the all graphite system with the spatial variation predicted by the multithermal group model (I) and the two approximations (II) $\Sigma_{i \rightarrow j, k}=0$ and (III) $\Sigma_{i \rightarrow j, k}=\infty$. The calculated curves are normalized to the experimental data in a manner that minimizes the variances of the fits.


Figure 14 Caption
Comparisons of the observed traverses of the thermal activity of $\mathrm{Cu}^{64}$ near temperature discontinuities in the graphite and water system with the spatial variation predicted by the multithermal croup model (I) and the two approximations (II) $\Sigma_{i \rightarrow j, k}=0$ and (III) $\Sigma_{i \rightarrow j, k}=\infty$. The calculated curves are normalized to the experimental data in a manner that minimizes the variances of the fits.

## Conclusions

The results of this work illustrate the rather strong dependence of the effective mass of graphite upon both neutron and moderator temperatures. The results acree approximately with those of Coates and Gayther and with the relaxation lengths calculated from a simplified theory of neutron thermalization in Craphite. The cross section for rethermalization of $300^{\circ} \mathrm{K}$ neutrons in sraphite usymptotically approaches the value for a heavy cus, at a physical temperature of ubout $800^{\circ} \mathrm{K}$. One vould expect the asymptotic behavior to occur above or at least near the Debye temperatures ( 1200 and/or $2000^{\circ} \mathrm{K}$ ) where chemical binding enercy is small rolative to the neutron ener, $y$.

The values of the cross sections for rethermalization of hot neutrons in $300^{\circ} \mathrm{K}$ water indicate a surprising decrease with increasing temperature. This might be expected, however, in view of the rapid decline of the scattering cross section of water with increasing neutron energy. The indicated increase in the effective mass with temperature is unexpected and, in viev of the rather large uncertainties in the rethermalization cross sections, may not be real.

The uncertainties in the results obtained Srom these experiments due to statistics are acceptable. Hovever, those uncertainties attributed to the assumed energy distributions of neutrons are not. If a satisfactory model or the spectra in the epithermalsubcadmium region were available, the resolution of the neutron and moderator temperature dependence oi the rethermalization properties could be improved signiricantly.
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## NEUTRON THERMALIZATION STUDIES AT SAVANNAH RIVER*

by
H. Dean Brown and E. J. Hennelly
E. I. du Pont de Nemours \& Co. Savannah River Laboratory Aiken, South Carolina

## SUMMARY

Recent experimental work on neutron thermalization at Savannah River has centered on the thermal neutron diffusion coefficient in $D_{2} O$ as a function of temperature and on neutron spectra in $D_{2} O$ lattices. The diffusion coefficient measurements were made by poisoning techniques in the Pressurized Subcritical Experiment (PSE) at temperatures up to $220^{\circ} \mathrm{C}$. Excellent agreement was obtained with theoretical predictions. In addition an analysis of all the earlier room-temperature measurements in terms of more recent cross sections and spectral hardening corrections brought the old and new results into agreement, within experimental errors.

Spectrum measurements have dealt both with high temperature lattices and with flux hardening in heavy fuel assemblies. As an extreme example of the latter case, foil activation measurements have been made in lattices of 3 -inch-diameter uranium metal rods containing 3 wt \% U $\mathrm{U}^{235}$ at a triangular pitch of 18 inches in $\mathrm{D}_{2} 0$. Similar measurements were made at temperatures up to $215^{\circ} \mathrm{C}$ for lattices of 2-inch-diameter uranium metal tubes in $\mathrm{D}_{2} \mathrm{O}$. Extensive use has been made of the THERMOS code for analysis.

[^27]Measurements of the thermal neutron diffusion coefficient for $\mathrm{D}_{2} \mathrm{O}$ have been made at temperatures from $20^{\circ} \mathrm{C}$ to $220^{\circ} \mathrm{C}$ and compared to theory and other measurements. The method was to measure the relaxation length of the neutrons in $D_{2} O$ to which known amounts of neutron poison had been added. A heterogeneous absorber was selected because of design features of the Pressurized Subcritical Experiment (PSE) ${ }^{(1)}$, the facility used for the experiments. Copper tubes with a nominal OD of 1.125 inches and a wall thickness of 0.050 inch were used at square lattice pitches ranging from 4.55 to 12.87 inches. Tube weights and measured intracell flux profiles were combined with a copper cross section of $3.79 \pm 0.04$ barns ${ }^{(2)}$ to give effective macroscopic absorption cross sections. The purity of the copper was established by chemical analyses and neutron absorption tests. Relaxation lengths were measured by gamma counting of activated manganese foils.

The measurements were corrected for the volume displacement and scattering of the copper as well as for the thermal expansion of components. Table I gives values of the diffusion coefficient at the experimental moderator purity and at the calculated extrapolation to $100 \% \mathrm{D}_{2} 0$. The values $\mathrm{D}^{\prime}\left(\mathrm{T}_{0}\right)$ are obtained by direct extrapolation of the data without correction for the fact that the effective neutron temperature ${ }^{(3)}, T_{N}$, is greater than the moderator temperature, $T_{O}$, in the poisoned lattices. The values $D\left(T_{O}\right)$ are corrected for this effect. Table I also gives values of the diffusion coefficient as obtained by other experimenters using comparable techniques. These latter values have been corrected by use of the latest boron cross section of $762 \pm 3$ barns to put them on the same basis as the current experiments. Figure $l$ shows the measurements of $D\left(T_{0}\right)$ and the equivalent curve calculated by Radkowsky's method (4) plotted against temperature.

If the diffusion coefficient is in cm and the temperatures are in ${ }^{\circ} \mathrm{K}$, the experimental data as well as the calculations by Radkowsky's method can be fitted very closely by the formula

$$
\begin{equation*}
D\left(T_{N}, T_{O}\right)=0.8395\left[0.69+0.31\left(T_{N} / 293\right)^{1 / 2}\right] \frac{\rho(293)}{\rho\left(T_{0}\right)} \tag{1}
\end{equation*}
$$

where the p's are $D_{2} O$ densities.
The agreement among the experimental measurements and with the calculations is remarkable in that the measurements were made by such diversemethods as boron poisoning $(5,6)$, measurement of extrapolation distance ${ }^{(7)}$, pulsed sources (8), and pile oscillators ${ }^{(9)}$. LATTICE SPECTRUM MEASUREMENTS WITH FLUX HARDENING IN HEAVY FUEL ASSEMBLIES (10)

## Experimental Arrangement

Neutron spectrum measurements were made on $D_{2} O$ lattices of uranium rods 3.0 inches in diameter and about 48 inches long. The uranium metal was enriched to $3.00 \pm 0.005$ wt $\% \mathrm{U}^{235}$. All measurements were carried out in the Savannah River Subcritical Experiment (SE), a cylindircal tank 5 ft in diameter and 7 ft tall. The tank rests on a graphite pedestal, which forms a thermal column above the Standard Pile (SP) (ll). The uranium rods were suspended vertically in the $S E$ tank in a triangular lattice at an 18-inch pitch. The moderator purity was 99.3 mol \% $\mathrm{D}_{2} \mathrm{O}$ throughout the experiments. The lattice cells contained only fuel rods and moderator; however, the rods were coated with a thin layer of lacquer to prevent chemical reaction with the moderator. Experimental Measurement of Thermal Flux Distributions

The experimental value of the disadvantage factor was obtained from measurement of the activation ratios of manganese foils placed throughout a unit cell of the lattice.

Bare Mn foils, $1 / 2$ inch in diameter and 0.010 inch thick, and cadmium-covered Mn foils, $1 / 4$ inch in diameter and 0.010 inch
thick, were loaded into a diametral hole, $1 / 2$ inch in diameter, in one of the uranium rods, hereinafter referred to as the "traverse rod". The Cd covers were 0.030 inch thick. Uranium metal spacers, 0.48 inch long, $1 / 2$ inch in diameter, and made of 3.0 wt $\% \mathrm{U}$, occupied the space in the diametral hole not otherwise taken up by foils. Aluminum foils, 0.002 inch thick and $1 / 2$ inch in diameter, were used to prevent contamination of the Mn foils by fission fragments escaping from adjacent $U$.

Bare and Cd-covered Mn foils were also attached to three Al strips, which were fastened to the traverse rod and projected into the moderator. Two of these strips were pointed at neighboring U rods and the third was pointed at the midpoint of the moderator between the two rods.

The activity of each foil was determined after the irradiation by counting the induced $\mathrm{Mn}^{56}$ activity with a scintillation detector. The activity of the foils was corrected for the radial flux shape in the $S E$ by multiplying each foil activity at the radius, $r$, from the center of the tank by the quantity $\left[J_{0}(0.0308 r)\right]^{-1}$.

The foil activation profiles in a unit cell are shown in Figure 2. There was very little azimuthal variation ( $\pm 1 \%$ ) in the Mn foil activations in the moderator of the unit cell. Comparison of Experiment and Calculation

A comparison between the thermal flux in the unit cell as predicted by THERMOS ${ }^{(12)}$ and P-3 calculations, and the subcadmium Mn foil activations is given in Figure 3. The curves are normalized so that the calculated values of the average fluxes in the fuel are equal to the average Mn foil activations in the fuel.

Figure 4 compares the subcadmium Mn foil activation in a unit cell as predicted by THERMOS and as measured. The data show that, because of spectral hardening, the Mn foil activation ratio,
$A_{M n}(M o d) / A_{M n}(f u e l)$, cannot be equated directly to the corresponding flux ratio $\Phi($ Mod $) / \Phi(f u e l)$. The agreement between the calculated and experimental Mn foil activation profiles within the fuel rod is good. However, in the moderator, the predicted foil activation is about $5 \%$ greater than that which was observed experimentally. In a second experiment in the same lattice, Pu and Mn foils were irradiated in the traverse rod. The $1 / 4$-inch-diameter Pu foils were made of an alloy of 5 wt $\% \mathrm{Pu}^{239}$ in Al and were Ni-clad. Each foil was about 0.006 inch thick and contained about $1 \mathrm{mg} \mathrm{Pu}{ }^{239}$. The Mn foils were identical to those used in the first experiment. Both bare and Cd-covered folls were also mounted on thin Al spears projecting into the moderator from the $U$ rod. Only bare foils were placed in the traverse rod, inasmuch as the Cd ratio of $M n$ in the fuel was already available from the previous experiment. Decay corrections on the Pu foils were obtained from a reference foil counted repeatedly during the counting period. Decay corrections for the Mn foils were made analytically using a decay constant of $4.48 \times 10^{-3} \mathrm{~min}^{-1}$.

The corrected foll activities as a function of radius in the cell are shown in Figure 5. The shapes of the curves shown for the Mn data agree very well with those obtained previously.

A test of the validity of the calculated spectrum is available from the activation data on the Pu foils. The Pu activation data within the metal rod are compared to those calculated by THERMOS in Figure 6. The calculated Pu foil activation data are normalized to the subcadmium activity at a radius of about 3.6 cm ( 0.2 cm from the outer radius of the rod). Cd-covered Pu foil data were not obtained within the rod but were estimated as shown by the dashed part of the "Pu Epicadmium" curve given in Figure 5. At the normalization point the $C d$ ratio of the Pu foils is $\geqslant 20$, so that this normalization should be subject to little error.

The standard deviation shown on the experimental points in Figure 6 includes a $\pm 50 \%$ uncertainty in the Cd-covered Pu activation estimates.

The data of Figure 6 show that the Pu foil activations calculated from THERMOS agree very well with the measured activations within the fuel rod. This is an encouraging indication that the neutron flux spectrum upon which the calculated activations are based is close to that which actually occurs in the rod. THERMOS Calculations of Spectral Hardening

Figure 7 depicts the neutron flux as a function of energy, as predicted by THERMOS, for three different positions in the unit cell: at the cell boundary, at the first space region inside the rod (near the outer rod radius), and at the rod center. The dashed curve shows the relative absorption cross section of $U^{235}$ as a function of energy.

The Maxwellian shape is hardened by absorptions in the rod and is distorted severely by the capture resonance in $U^{235}$ at 0.3 ev. Since the low-energy fission resonance in $\mathrm{Pu}^{239}$ also occurs at 0.3 ev , this depression in the flux at 0.3 ev distorts neutron temperature measurements made with Pu foils. The activations are less than would be expected if the foil were exposed to a thermal Maxwellian flux with a l/E tail.

The THERMOS calculations were made on the basis of a constant epithermal neutron source distribution. It is believed that the agreement between calculated and measured activations in the moderator will be improved by changing to the epithermal source distribution suggested by the epithermal foil activations.

Experiments of this type with $2-i n c h$ rather than 3 -inch diameter rods are now under way. In these new experiments, foil activation profiles with a variety of different materials, e.g., $\mathrm{Mn}, \mathrm{Dy}, \mathrm{U}, \mathrm{Au}, \mathrm{Cu}$, and Mo will be obtained in order to compare the results with calculation.

## Temperature Dependent Studies

Foil activations were obtained in the PSE ${ }^{(1)}$ on lattices of uranium metal tubes that are 1.957 inches in OD, and 1.387 inches in ID and are clad with 0.030 -inch aluminum. The measurements were made at 7- and l2-inch lattice pitches with $D_{2} 0$ moderator temperatures between $20^{\circ} \mathrm{C}$ and $220^{\circ} \mathrm{C}$. Detectors used were 0.25 -inch diameter Pb -In foils and 0.25 -inch diameter Mn foils. No measurements could be made inside the fuel tubes because the cladding had to be kept intact to prevent a rapid uranium water reaction at elevated temperatures. The foil activation measurements were compared with THERMOS and P-3 calculations as in the previous cases. The THERMOS calculation, normalized to the foil data adjacent to the fuel, gave values of the flux which were in good agreement with the measurements over the whole range of temperature. Epicadmium measurements showed that the epithermal flux was almost constant over the lattice cell. This may account for the much better agreement in these cases between the THERMOS calculation and the measurements when compared with the results for massive $U$ rods at wide pitches.

THERMOS was also useful in obtaining the "thermal" $\eta$ for comparison of traverses with buckling measurements as a function of temperature.

## FUTURE EXPERIMENTAL PROGRAM

The Savannah River $D_{2} O$ critical reactor, the PDP, is ideally suited for making cell traverses at very wide lattice pitches -- e.g. 24 inches -- and we plan extensive activation experiments using a wide variety of foils in support of theoretical studies. In addition the PSE is well suited for making rethermalization measurements in $D_{2} O$ similar to those that have been made in graphite at Hanford ${ }^{(12)}$. These experiments are also being considered.

FUTURE THEORETICAL PROGRAM
In addition to the interpretation of experimental cell traverses by THERMOS, extensive comparisons between THERMOS and Monte Carlo calculations are planned. New kernels will be generated to adapt THERMOS for use with organic moderators.
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## TABLE I

DIFFUSION COEFFICIENTS FOR D 20 FROM POISON ADDITION TECHNIQUES ( $D^{\prime}\left(T_{0}\right)$ is uncorrected, $D\left(T_{0}\right)$ is corrected for spectral hardening)

| $\mathrm{D}_{2} \mathrm{O}$ Temp., | $99.30 \mathrm{~mol} \% \mathrm{D}_{2} \mathrm{O}$ | 100 mol | \% D2O |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{\mathrm{O}},{ }^{\circ} \mathrm{C}$ | $\mathrm{D}^{\prime}\left(\mathrm{T}_{0}\right), \mathrm{cm}$ | $\mathrm{D}^{\prime}\left(\mathrm{T}_{0}\right), \mathrm{cm}$ | $D\left(T_{0}\right), \mathrm{cm}$ | Reference |
| 20 | $0.827 \pm 0.010$ | $0.852 \pm 0.010$ | $0.841 \pm 0.010$ | This experiment |
| 100 | $0.897 \pm 0.011$ | $0.922 \pm 0.011$ | $0.912 \pm 0.011$ | This experiment |
| 165 | $0.974 \pm 0.012$ | $1.000 \pm 0.012$ | $0.989 \pm 0.012$ | This experiment |
| 220 | $1.073 \pm 0.013$ | $1.102 \pm 0.013$ | $1.091 \pm 0.013$ | This experiment |
| 23 | -- | $0.852 \pm 0.008$ | $0.843 \pm 0.008$ | Kash and Woods ${ }^{\text {(5) }}$ |
| 18 | -- | $0.84 \pm 0.03$ | $0.83 \pm 0.03$ | Dexter, et al. ${ }^{(6)}$ |
| 18 | -- | $0.96 \pm 0.02$ | $0.83 \pm 0.02$ | Dexter, et al. ${ }^{(6)}$ |



FIG. 1 DIFFUSION COEFFICIENT OF $D_{2} O$ AS A FUNCTION OF TEMPERATURE


Fig 2 RELATIVE MANGANESE FOIL ACTIVATIONS in a Unit cell


FIG. 3 COMPARISON BETWEEN RELATIVE Mn SUBCADMIUM FOIL ACTIVATIONS AND THERMAL NEUTRON FLUX IN A UNIT CELL AS CALCULATED BY THERMOS AND P-3 METHODS


FIG. 4 COMPARISON BETWEEN EXPERIMENTAL AND CALCULATED Mn SUBCADMIUM FOIL ACTIVATIONS IN A UNIT CELL


FIG. 5 RELATIVE ACTIVATIONS OF BARE AND CADMIUMCOVERED Mn AND Pu FOILS IN A UNIT CELL


FIG. 6 COMPARISON BETWEEN MEASURED AND CALCULATED Pu FOIL ACTIVATIONS IN THE ROD


FIG. 7 PREDICTED NEUTRON FLUX AS A FUNCTION OF ENERGY FOR THREE POSITIONS IN A UNIT CELL
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## MEASUREIENTS OF EXTRAPOLATION LENGTHS IN PUISED WATER S YSTEMS

J. A. DeJuren ${ }^{*}$, R. Stooksberry, and E. E. Carroll

Moderator parameters such as diffusion length and transport mean free path can be derived from both steady-state and pulsed-neutron decay measurements. In general, both parameters have lower values for a given medium when derived from decay measurements of the fundamental mode of thermal neutrons. The discrepancy is enhanced in hydrogenous media where the scattering cross section is not constant over the thermal spectrum. Following a neutron pulse the fundamental mode decays as $e^{-a t}$ where $a=v L_{a}+D_{o} B^{2}-C B^{4}$. 1 In past interpretation of pulsed data, a value of the extrapolation length is usually assumed and $D_{0}$ is obtained from a least squares fit of the a versus $B^{2}$ data. The transport mean free path, $\lambda_{t r}$, is obtained from $D_{0}=\frac{\lambda_{t r}}{3}$ where $\bar{V}$ is the mean thermal neutron velocity. Then a new extrapolation length $d$ is computed from $d=0.71 \lambda_{t r}$ and iteration continues until values converge. Recently both Nelkin ${ }^{2}$ and Gelbard ${ }^{3}$ have shown that in the case of water, $d=0.76 \lambda_{t r}$ for the zero buckling limit.

We have measured extrapolation lengths for cylinders of three different diameters and for one cube. A Li ${ }^{6}$ I crystal mounted on a lucite light pipe was used as a traverse detector. A black boron polyester crystal was also used with the 16.43 cm diameter cylinder to investigate the effect of neutron depression on the measurements. The cylinders were made of $1 / 32$ in. Al and were filled with water to a height equal the diameter. The surfaces were shielded with cadmium and indium and the smaller sizes were also shielded with borax and paraffin to minimize room return background. A 100 kev accelerator was used as a source of pulsed 14 Mev neutrons. Decay curves were measured with the traverse detector inside the medium and a

[^28]2 in. diameter. $L_{i}{ }^{6} I$ crystal mounted outside the cylinder at half water height.

A countin interval was selected in the rerion where the decays appeared to contain only the fundamentol spatial mode. The neutron distribution parallel to the beam direction is more sensitive to the nresence of modes and was measured first to determine the center. Then a more accurate measurement was made at rirht ancles. Least square fits of the $J_{0}$ function yielded the effective radii. Successive points near the edge were eliminated and several fits were obtained with the same data. Results are given for the 16.43 cm diameter cylinder and a 11.28 cm edge cube. The boron polyester would cause a neutron depression of $16 \%$ and the $L i{ }^{6} I, 3.5 \%$, in an infinite water medium. In a finite cylinder the depression is greater at the center than at, the edge of the medium. If no depression correction is made, the least square fit will vield a value which is too high. This effect probably causes the variation observad in the boron polyester case.

A small modal impurity will also cause incorrect results. It was not possible to increase the ratio of the fundamental to the nearest (third) harmonic by a large factor by delaying the countinc interval because of source strength limitations. Our results, Table I, are consistent with an extrapolation length of 0.4 cm for all cases. Campbell and 3 telson ${ }^{4}$ obtained a value of $0.46 \pm .05 \mathrm{~cm}$ for an 8 in . height by 8 in . diameter cylinder. Additional measurements utilizing hipher intensity sources are required and are currently in procress. These measurements shonld determine the extent spatial modes may have influenced nrevious results. Thermal neutron time decays at each spatial noint of the traverse are now being obtained. The analysis then involves a least square fit of the fundamental
modal function at successive times followins the neutron pulse. Recent data indicate the presence of some modal contamination. It would only require $3 / 4$ percent of a third harmonic contamination to increase the measured extrapolation length by $15 \%$. However, indications are that this method should, after the accumulation of more data, give rise to an unambiguous value for the asymptotic extrapolation distance.

## TABLE I

## TRAVERSE MEASTrREMENT RESULTS

|  | Case No. | Traverse Detector | Rance of Fit (cm) | $\begin{gathered} \mathrm{d} \\ (\mathrm{~cm}) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| (1) | 16.43 cm | $\underline{L i}{ }^{6}$ | $\pm 7 \mathrm{~cm}$ | $.446 \pm .023$ |
|  | diam. cyl. |  | $\pm 6.5$ | $.467 \pm .028$ |
|  |  |  | $\pm 6.0$ | $.434 \pm .037$ |
|  |  |  | $\pm 5.5$ | $.456 \pm .048$ |
|  |  |  | $\pm 5.0$ | $.475 \pm .066$ |
| (2) | 16.43 cm | Boron | $\pm 7 \mathrm{~cm}$ | $.518 \pm .022$ |
|  | diam. cyl. | Polyester | 6.5 | $.490 \pm .027$ |
|  |  |  | 6.0 | $.471 \pm .033$ |
|  |  |  | 5.5 | $.435 \pm .048$ |
| (3) | 11.28 cm | $\underline{L i}{ }^{6}$ | $\pm 4.8$ | $.402 \pm .014$ |
|  | cube |  | $\pm 4.6$ | $.423 \pm .016$ |
|  |  |  | $\pm 4.4$ | $.436 \pm .019$ |
|  |  |  | $\pm 4.2$ | $.433 \pm .023$ |
|  |  |  | $\pm 4.0$ | $.425 \pm .028$ |

Note: The standard deviations listed for the extrapolation distance $d$, include only statistical errors due to counting.
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## I. INTRODUCTION

In this paper, we discuss a series of measurements, performed in simple geometry, which provide extensive data on the variation of the neutron flux near the interface between material regions of considerably different nuclear properties. These measurements and concurrent progress in the theoretical treatment of the results have led to the development of a quite powerful calculational method.

The experiment is concerned with the behavior of the neutron flux near medium discontinuities. Prior to the initiation of this program, calculations were generally performed by assuming that infinite medium spectra for a given region and the group constants obtained from these spectra applied up to the boundary of the region. It is clear physically that such an abrupt change in spectrum is not realistic, but no simple prescription for describing the transition near the boundary existed. In order to formulate a theory or even a prescription to describe the phenomena encountered a significant amount of data needed to be obtained.

The Preliminary Pile Assembly (PPA), with its test lattice geometry, was considered to be well suited for a study of a number of lattices differing significantly in composition. The size of the test lattice region is just large enough that at its center spectra characteristic of a full size core of the lattice compositions are achieved. The reactivity effect of the lattice on the whole reactor, however, is small so that lattice changes can be made easily and safely.

With this geometry, it is then possible to perform activation experiments and use the results to guide and check the development of calculational techniques.

* Knolls Atomic Power Laboratory, operated by the General Electric Company for the Atomic Energy Commission.
** Now at General Atomic, San Diego, California.

We will proceed to describe the experimental set-up and techniques used in some detail, present the characteristics of the lattices studied, and then trace the development of the analytical models used to interpret the data.

## II. EXPERIMENTAL ARRANGEMENT

As shown in Figure $I$, the PPA is a four-region assembly consisting of:
(I) the central test lattice region,
(II) the main part of the core,
(III) a booster region, and
(IV) a reflector.

The central region is approximately $8.4^{\prime \prime}$ in diameter; in hydrogen moderator lattices, this is sufficient to achieve the infinite medium spectrum of the lattice in question at the center provided a number of restrictions are kept in mind. (1) If the metal to moderator ratio is low, i.e. less than . 5, the $k_{\infty}$ of the test lattice region should be between .9 and 1.2 . (2) If the metal to moderator ratio is greater than $1, k_{\infty}$ may be as great as 1.4 but care must be taken that no slabs of material are inserted into the test lattice region which would allow significant neutron streaming in from the core region, II. When these conditions are satisfied, one can show both experimentally and analytically that the lattice infinite medium spectrum is achieved. Experimentally, one can see this by performing a radial flux traverse and noting that the buckling near the axis of the lattice region is very small, indicating very slight leakage into or out of the region. Calculationally, one can compare the flux ratios obtained from calculations for an infinite medium of this composition with that for simple one-dimensional radial calculations of the experiment. Results so obtained are shown in Table I for a number of lattices studied. The limitation on $k_{\infty}$ of the lattices studied means that it is not possible to study directly all compositions of practical interest. However, since the neutron spectrum is determined by the ratio of absorptions to scattering, it is possible to produce the spectra of
interest by replacing some fuel with poison materials and thus lower the $k_{\infty}$ to acceptable values without affecting the physics of the problem. The core region (II) of the PPA consists of slugs (Figure 2) held in a hexagonal matrix of steel tubes. Two irch diameter discs of enriched uranium-aluminum alloy, aluminum, and polyethylene are threaded on $3 / 16^{\prime \prime}$ diameter steel rods to form a repeating array of cells each $1.3^{\prime \prime}$ long. The atom densities of the elements in the core, both actual and effective, i.e. flux weighted, are presented in Table 2.

The booster region (III) is similarly constructed. The fuel density in this region is roughly twice as great as in the core and serves to flatten the radial flux shape.

The reflector region (IV) is composed of polyethylene cylinders inserted into the matrix tubes.

The control rods are located in the interstices between matrix tubes in the booster region (III). In this region, cadmium slivers may also be inserted as reactivity shims so that activations may be performed with the control rods essentially all out of the reactor.

We will now discuss the actual methods of performing the experiments. In Figure 3 are exhibited some of the component materials of the test lattice region. Hexagonal slabs of polyethylene, iron, fuel and aluminum form the building blocks from which the lattices are constructed. These are stacked into the test lattice region drawer in the fashion shown in Figure 4. A repeating array of small unit cells of the order of .l to . 2" thick is placed in the drawer in this fashion.

Medium discontinuities are introduced into the lattices by substituting moderator slabs and absorber plates for part of the lattice region. Pure polyethylene and polyethylene plus absorbers were used for the moderator gaps and hexagonal plates of cadmium and boron loaded glass for the absorber experiments. Activation profiles were measured by activating small foils of materials with different energy responses to neutrons. In Figure 5 are shown the hex plates which are especially equipped to have foils mounted in them as well as an example of a detector foil. The foils, made of fuel, manganese, indium and gold, are $7 / 16^{\prime \prime}$ in diameter and generally a few mils thick. They are mounted so as to minimize the perturbing effects which
they would impose on the lattice configuration. Measurements were also made with cadmium covers surrounding the foils in order to separate the sub and epi-cadmium contribution to the activity. Figure 6 is a schematic representation of the arrangement of the foils for a measurement.

## III. CHARACTERISTICS OF LATTICES

The characteristics and salient parameters of the lattices studied are presented in Table 3. The metal to water ratios listed refer to the effective ratios had the moderator been in the form of water. The attempt was made to span a sizable range both in metal-water ratio and in spectrum hardness as characterized by

$$
B \gamma=\frac{\Sigma_{\mathrm{a}}(\mathrm{KT})}{\xi \Sigma_{\mathrm{s}}} .
$$

In Figure 7, the unit cell construction of the lattices studied is shown schematically as well as the construction of the moderator gaps.

## IV. EXPERIMENTAL RESULTS

Figure 8 is a schematic representation of the results obtained. By performing suitable normalized measurements with and without the perturbing absorber or moderator in place, two types of quantities are obtained from the data:
(1) The peaking or flux depression near or at the medium boundary, defined as the ratio of activity with perturbation present to that without, and
(2) The shape of the spatial transient, defined as the activity with perturbation minus activity without the perturbation.

These quantities may be obtained for a number of detectors with and without cadmium covers.

A striking feature of the initial results was that within the experimental uncertainty, the spatial transients could be represented by single exponentials, i.e. $A(x)=A_{0} e^{-x / L}$ where $A(x)$ is the position
dependent transient activity, $A_{0}$ is an amplitude factor, $x$ is the distance of the foil from the lattice-perturbation interface, and L is a characteristic length which we will call the relaxation length of the transient. Figure 9 is a graph of $A(x)$ versus $x$ for a representative case. Table 4 presents the relaxation length for the moderator gap measurements and Table 5 those fcr the absorber plates. It should be noted that for the 20 mil cadmium plate measurement in lattice $L-7$, a simple exponential was not obtained so that no relaxation length is listed. The measurements listed in Tables 4 and 5 were performed with 2 mil thick manganese foils.

In Tables 6 and 7 are listed the experimental peaking values, again as determined with manganese foils and fuel foils ( $\Sigma_{a} t=.03$ at .025 ev ). It should be noted that the fuel values for (peaking - 1) are from $25-40 \%$ higher than the manganese values. This is a consequence of the relatively smaller epithermal contribution to the fuel activity as compared with manganese.

The elrors quoted in the tables are arrived at by analyzing the individual components of error entering into the measurements such as counting statistics, foil weight and power level normalization uncertainties, as well as from reproducibility checks made in a fairly large number of instances.

In Figure 10 epi-cadmium traverse taken in lattice $\mathrm{I}-7$ are plotted. Graphs are shown for a 1 " moderator gap and the boron plate with $\Sigma_{a} t=1$ and indicate an epithermal source dip of 10 to $15 \%$. For the case of a cadmium slab the dipping is less severe.
V. ANALYSIS
A. Spectrum-independent Model

Initial comparison of the experiments was made with the then existing programs; SOFOCATE ${ }^{(1)}$ (Wigner-Wilkins spectrum) for thermal group constants, MUFI ${ }^{(2)}$ for the fast group constants, and WANDA ${ }^{(3)}$ a one-dimensional lew group diffusion code. In Tables 4 and 5, the

SOFOCATE diffusion iengths, $I_{0}=\sqrt{\frac{D}{\Sigma_{a}}}$, are listed for two values of the cut-off energy in the calculation. It is seen that $L$ calculated with a 0.625 ev cut-off agrees reasonably well with the measured cadmium relaxation lengths. However, for the moderator gaps, a cut-off energy of about 0.3 ev is required to give agreement - a rather unsatisfactory state of affairs.

For the peaking values, MUFT-SOFOCATE group constants were obtained for the gap and lattice regions and fourgroup WANDA calculations performed. From the results, the manganese peakings listed in Table 6 were calculated.

It is clear that this procedure underestimates the peaking drastically.
B. Space-energy Separable Transient Model $-\gamma(E)$
(1) Relaxation Lengths

As mentioned before, a striking feature of the initial experimental results was that within the accuracy of the experiments, the spatial transients measured could be represented by single exponentials. That such a simple behavior should be found in a region of rapidly changing spectrum seemed quite surprising. The simplest form of diffusion theory of course predicts that there should only be one characteristic diffusion length,

$$
L^{2}=\frac{\int \phi(E) D(E) d E}{\int \phi(E) \Sigma_{a}(E) d E}
$$

where $D(E)$ is the energy dependent diffusion constant for the lattice composition and $\Sigma_{a}(E)$ the macroscopic absorption cross section. This picture, however, is clearly too simple since it was observed that the characteristic length, L, depended on whether the perturbation was a moderator or absorber.

In this attempt at analysis of the data, use was made of the two striking experimental observations:
(1) The transients are characterized by a single exponential.
(2) Their characteristic length depends on the nature of the perturbation.

Number (1) suggests that the analysis be made in terms of a spatially independent transient spectrum, $\varnothing_{t}(E)$. Numver (2) suggests that $\phi_{t}(E)$ must be a function of the perturbation. Since the experiment emphasizes primarily the thermal region, we chose $\oint_{t}(E)$ to be a Maxwellian in the case of the moderator gaps and a transmission modified Wigner-Wilkins spectrum for the absorbers. Thus we write

$$
\begin{align*}
& I_{t}^{2}=\int_{0}^{\infty} \frac{D(E) \phi_{t}(E) d E}{\sum_{a}(E) \varnothing_{t}(E) d E}  \tag{I}\\
& \phi_{t}(E)=\phi_{\max }\left(K T_{\text {eff. }}\right) \\
& K T_{\text {eff }}=(K T)\left(I+B \gamma_{g a p}\right) \quad \text { for the moderator slabs, }
\end{align*}
$$

and

$$
\begin{equation*}
\phi_{t}(E)=\frac{\phi_{\infty}(E)}{1+\frac{2 \bar{D}}{\bar{L}}\left(\frac{1+T(E)}{1-T(E)}\right)} \tag{2}
\end{equation*}
$$

where $\phi_{\infty}(E)=$ Wigner-Wilkins spectrum for the lattice.
$\overline{\mathrm{D}}$ and $\overline{\mathrm{L}}$ are averages taken over this Wigner-Wilkins spectrum

$$
T(E)=2 E_{3} \quad[\xi(E)]
$$

where

$$
\xi(E)=\Sigma_{a}(E) t \quad \text { for the plate. }
$$

The results obtained with this model are given in Tables 4 and 5 and indicated substantial agreement with the experiments. It should be noted that the value of $L$ obtained from (I) is insensitive to the spectrum used to obtain $\frac{\overline{\mathrm{D}}}{\overline{\mathrm{L}}}$ in equation (2).
(2) Peaking Measurement

In order to apply this simple model to the peaking measurement, it must be extended to provide the relative amplitudes of $\phi_{t}(E)$ and $\oint_{\infty}(E)$. To do this, we present a derivation based on the following assumptions:
(a) There is an energy, $E *$, not too far above thermal such that for $E \geq E *$ the flux, $\varnothing(E)$, is essentially unperturbed by the absorber plates and moderator gaps.
(b) The spectrum, $\varnothing(E, x)$ for $E<E *$, in the gaps as well as in the lattice is a superposition of the infinite medium Wigner-Wilkins spectrum of the respective regions plus a spatially varying component separable in space and energy.

These assumptions plus the physically reasonable requirement of flux and current continuity at all energies permit the calculation of the peaking. The derivation proceeds as follows:

Consider an infinite medium $A$ that has a well defined neutron spectrum $\oint_{A}(E)$ everywhere. Insertion of a region $B$ of different cross sections into $A$ will result in a position dependent spectrum in A near the $A-B$ boundary. In the diffusion theory approximation, this spectrum will satisfy the equation

$$
\begin{align*}
-D_{A}(E) \nabla^{2} \phi_{A}(E, r) & +\Sigma_{\text {total }}^{A}(E) \phi_{A}(E, r)=S(E, r) \\
& +\int_{0}^{E^{*}} \emptyset_{A}\left(E^{\prime}, r\right) \Sigma_{A}\left(E^{\prime} \rightarrow E\right) d E^{\prime} \tag{3}
\end{align*}
$$

where $S(E, r)$ is the source term:

$$
\int_{E *}^{\infty} \phi_{A}\left(E^{\prime}, r\right) \Sigma_{A}\left(E^{\prime} \rightarrow E\right) d E^{\prime}
$$

and $E *$ is some cut-off energy. If $\frac{\Sigma_{a}(E)}{\Sigma_{\text {tot }}(E)} \ll 1$ for $E>E *$ in both $A$ and $B$, then the source will be independent of position and $S(E, r)=S(E)$.

Asymptotically in A the spectrum becomes stationar $y$ and will satisfy the equation

$$
\begin{equation*}
\Sigma_{\text {total }}^{A}(E) \phi_{A}(E)=S(E)+\int_{0}^{E *} \phi_{A}^{*}\left(E^{\prime}\right) \Sigma_{A}\left(E^{\prime} \rightarrow E\right) d E^{\prime} \tag{4}
\end{equation*}
$$

Defining $\gamma(E, r)=\varnothing_{A}(E, r)-\varnothing_{A}(E)$ and subtracting (2) from (1):
$-D_{A}(E) \nabla^{2} \gamma(E, r)+\Sigma_{\text {total }}^{A}(E) \gamma(E, r)=\int_{0}^{E *} \gamma\left(E^{\prime}, r\right) \Sigma_{A^{\prime}}\left(E^{\prime} \rightarrow E\right) d E^{\prime}$
which is an equation for the transient introduced in $A$ by the insertion of $B$. As pointed out before we observe experimentally in a large number of cases that the spatial transients were exponential, i.e.

$$
\int \gamma(E, x) \sigma_{f \circ i l}(E) d E \sim e^{-k x}
$$

A solution of equation (5) which would lead to this result is $\gamma(E, x)=\gamma(E) f(x)$.

Noting that $\Sigma_{\text {total }}(E)=\Sigma_{a}(E)+\int_{0}^{E *} \Sigma\left(E \rightarrow E^{\prime}\right) d E^{\prime}$ (since energies above $E *$ are not perturbed) the insertion of the separable solution into (5) yields:
$-\frac{\nabla^{2} f(x)}{f(x)} D_{A}(E) \gamma(E)+\Sigma_{a}(E) \gamma(E)=\int_{0}^{E *}\left[\gamma\left(E^{\prime}\right) \Sigma_{A}\left(E^{\prime} \rightarrow E\right)\right.$

$$
\begin{equation*}
\left.-\gamma(E) \Sigma_{A}\left(E \rightarrow E^{\prime}\right)\right] d E^{\prime} \tag{6}
\end{equation*}
$$

Letting $\frac{\nabla^{2} f}{f}=\frac{1}{L_{\gamma}^{2}}$ and integrating equation (6) over energy:

$$
\begin{align*}
& -\frac{1}{L_{\gamma}^{2}} \int_{0}^{E *} D_{A}^{*}(E) \gamma(E) d E+\int_{0}^{E^{*}} \Sigma_{a}^{A}(E) \gamma(E) d E  \tag{7}\\
& \quad=\int_{0}^{E^{*}} \int_{0}^{E *} \gamma\left(E^{\prime}\right) \Sigma_{A^{\prime}}\left(E^{\prime} \rightarrow E\right)-\gamma(E) \Sigma_{A}\left(E \rightarrow E^{\prime}\right) \quad d E d E^{\prime} \\
& \quad=0
\end{align*}
$$

so that

$$
\begin{equation*}
L_{\gamma}^{2}=\frac{\int_{0}^{E^{*}} D_{A}(E) \gamma(E) d E}{\int_{0}^{E^{*}} \Sigma_{a}^{A}(E) \gamma(E) d E} \tag{8}
\end{equation*}
$$

To obtain $\gamma(\mathrm{E})$, we consider the spectrum equation in region $B$ namely:

$$
\begin{align*}
-D_{B}(E) \nabla^{2} \phi_{B}(E, r) & +\Sigma_{\text {total }}(E) \phi_{B}(E, r)=S_{B}(E) \\
& +\int_{0}^{E *} \phi_{B}(E ; r) \Sigma_{B}\left(E^{\prime} \rightarrow E\right) d E^{\prime} \tag{9}
\end{align*}
$$

Again $S_{B}(E)$ is independent of position because of the choice of $\mathrm{E} *$. There exists an asymptotic spectrum characteristic of the cross sections of $B$ and the source $S_{B}(E)$ satisfying the equation

$$
\begin{equation*}
\Sigma_{\text {tot }}^{\mathrm{B}}(E) \phi_{B}(E)=S_{B}(E)+\int_{0}^{E^{*}} \phi_{B}\left(E^{\prime}\right) \Sigma_{B}\left(E^{\prime} \rightarrow E\right) d E^{\prime} \tag{10}
\end{equation*}
$$

If the dimensions of $B$ are small, an asymptotic spectrum never obtains but one can be defined, as in equation (10) and subtracted from equation (9) yielding:

$$
B(E, r)=\phi_{B}(E, r)-\phi_{B}(E)
$$

and

$$
-D_{B}(E) \nabla^{2} B(E, r)+\Sigma_{\text {total }}^{B}(E) \beta(E, r)=\int_{0}^{E *} \beta\left(E^{\prime}, r\right) \Sigma_{B}\left(E^{\prime} \rightarrow E\right) d E^{\prime}
$$

We now assume that $\beta(E, x)$ is separable in energy and position for the case of a slab gap. Then writing the energy dependent flux explicitly for the lattice (A) and the gap (B) as:

$$
\begin{equation*}
\phi_{A}(\mathrm{E}, \mathrm{x})=\phi_{\mathrm{A}}(\mathrm{E})+\gamma(\mathrm{E}) \mathrm{e}^{-(\mathrm{x}-\mathrm{a}) / \mathrm{L}_{\gamma}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{B}(E, x)=\oint_{B}(E)+\beta(E) \cosh x / L_{\beta} \tag{12}
\end{equation*}
$$

we equate flux and current at the gap boundary ( $x=a$ ) so that:

$$
\begin{equation*}
\gamma(E)=\frac{\phi_{B}(E)-\phi_{A}(E)}{1+\frac{D_{A}(E)}{D_{B}(E)} \frac{L_{B}}{L_{\gamma}} \operatorname{coth} a / L_{B}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(E)=-\gamma(E) \frac{D_{A}(E)}{D_{B}(E)} \frac{L_{B}}{L_{\gamma}} \operatorname{csch} a / L_{\beta} \tag{14}
\end{equation*}
$$

where a is the half gap thickness and $\phi_{A}(E)$ and $\phi_{B}(E)$ are normalized at energies $E>E *$ and $L_{\beta}$ is defined analogously to $L_{\gamma}$.

For small gap thicknesses:

$$
\begin{aligned}
& \lim _{a \rightarrow 0} \gamma(E) \rightarrow 0 \\
& \lim _{a \rightarrow 0} \beta(E) \rightarrow \varnothing_{A}-\phi_{B} ; \quad \phi_{B}(E, x) \rightarrow \phi_{A}(E)
\end{aligned}
$$

For large gap thickness

$$
\phi_{B}(E, x)=e^{-a / L_{\beta}} \gamma(E) \frac{D_{A}(E)}{D_{B}(E)} \frac{L_{\beta}}{L_{\gamma}} \operatorname{csch} x / L_{B}+\phi_{B}(E)
$$

so that $\phi_{B}\left(E, a / L_{\beta} \gg I\right) \rightarrow \phi_{B}(E)$.

These relations indicate that the spectrum in the gap varies in hardness between the spectrum of the lattice and that of an infinite gap region, whereas the spectrum in the lattice is softened by the presence of the gap. In calculations of $\gamma(\mathrm{E})$, $\phi_{A}(E)$ and $\phi_{B}(E)$ were taken to be the Wigner-Wilkins spectra for the lattice and gap respectively, normalized in the l/E region. At high $\beta \gamma$, a 2 ev cutoff is necessary in the Wigner-Wilkins calculation to insure l/E behavior in the high energy tail.

Figurell compares the $\gamma(\mathrm{E})$ for a type B gap in $\mathrm{L}-7$ with a Maxwellian spectrum at $T_{\text {eff }}=\left[1+(\beta \gamma)_{\text {gap }}\right] T$ and the $L-7$ Wigner-Wilkins spectrum. The comparison shows that Maxwellian averages will be in good agreement with averages taken over $\gamma(\mathrm{E})$.

From equations (11) and (13), the experimental peaking measured by a foil of cross section $\sigma_{\text {foil }}(E)$ corresponds to:

$$
\text { Peaking }=1+\frac{\int_{0}^{\infty} \gamma(E) \sigma_{f \circ i l}(E) d E}{\int_{0}^{E_{c o}} \phi_{S O F}^{l a t t i c e}(E) \sigma_{f \circ i l}(E) d E+\phi\left(E E_{c .0 .}\right) \int_{E_{c o}}^{\infty} \sigma_{f \circ i l}(E) d \ln E}
$$

Using the present terminology and applying transmission theory boundary conditions to the case of absorber plates leads to

$$
\left.\left.\gamma(E)=\frac{-\phi_{\infty}}{1+\frac{2 D_{A}(E)}{L_{\gamma}}} \right\rvert\, \frac{1+T(E)}{1-T(E)}\right)
$$

quite similar to equation (2).
In Tables 4 through 7, the peakings and relaxation lengths calculated with the above model - called the $\gamma(\mathrm{E})$ model - are presented. It is clear that this simple space-dependent spectrum model produces significantly better agreement with experiment than the space independent (MUFT-SOFOCATE-WANDA) model and that moreover agreement within $10 \%$ in both the peaking and relaxation lengths is obtained for nearly all the cases studied. This good agreement is surprising in view of the crudity of the approximations of the model in particular that of the spatially independent epithermal source and the strict space-energy separability of the transient spectrum.

## C. SWAKRAUM Variational Approach

The next development in the analysis of the experiments was the formulation of the SWAKRAUM variational approach by G. P. Calame and F. D. Federighi ${ }^{(4)}$. In the $\gamma(E)$ model, we set

$$
\phi(E, x)=\phi_{\infty}(E)+\phi_{t}(E) e^{-x / L}
$$

where $\oint_{\infty}(E)$ is the infinite medium Wigner-Wilkins lattice spectrum and $\phi_{t}(E)$ is a Maxwellian for the gap effective temperature. The SWAKRAUM approach generalizes this formulation to $\phi(E, x)=$ N $\sum_{i=1} \chi_{i}(x) \psi_{i}(E) \quad N \leq 4$ where the $\psi_{i}(E)$ (base spectra) may be arbitrarily chosen and the $\chi_{i}(x)$ are found from a variational principle.

In its simplest form, we perform $P$-l calculations using a flat epithermal source, the mass one scattering kernel and the Radkowsky-Esch ${ }^{(5)}$ prescription for $D(E)$. The results of these calculations are also presented in Tables $4-7$. It is seen that the values obtained are quite similar to those from the $\gamma(E)$ model.
D. Additional Effects

Having obtained agreement to within about $10 \%$ with experiment we may now turn to a number of less significant but still important and interesting effects. The SWAKRAUM program allows us to investigate them rather easily. We have chosen to investigate them for the case of a l" polyethylene gap in lattice L-7 for two reasons: We have the most reliable data for this lattice and the lattice itself - being the hardest one studied exhibits the most pronounced spectrum-dependent effects.

We have investigated the effect on the calculations of the following:
(1) Choice of trial spectra, $\psi_{i}(E)$
(2) Number of spectra used, - 2, 3, 4
(3) Transport approximation used

- P-1, DP-1, P-3
(4) Spatial distribution of the epi-thermal source
(5) Scattering kernel
$\left.\begin{array}{l}\text { (a) Radkowsky - water } \\ \text { (b) Radkowsky-Esch polyethylene }\end{array}\right\}$ mass 1
(c) Nelkin - water
(d) Goldman - polyethylene

The results are tabulated in Table 8 and reflected in Figures 12 and 13. Each of the effects is scen to be of a magnitude of a few percent and their relative importance will depend on the particular case studied.

Since SWAKRAUM is a thermal program, one may make the cleanest comparison with sub-cadmium activations. Figures 12 and 13 show such a comparison for the case of the boron plate absorber and a polyethylene gap in lattice $\mathrm{L}-7$. It is seen that for these two quite different cases agreement to within a few percent is now achievable for the sub-cadmium energy region.

## PPA Lattice and Infinite Medium Epithermal to Thermal

 FIux Ratios (F.R.)| Lattice | (F.R.) * | (F.R.) |
| :--- | :---: | :---: |
| L-3 | 2.453 | 2.39 |
| L-4 | .725 | 0.68 |
| L-5 | 1.286 | 1.26 |
| L-7 | 4.27 | 4.32 |
| HL-1 | 0.24 | 0.24 |

* (F.R.) $=\begin{aligned} & \text { Ratio of epithermal to thermal flux from a L-group } \\ & \text { WANDA calculation }\end{aligned}$
+ See Table 3 for characteristics of the lattices

Table 2

PPA Regional Atom Densitites - atoms/barn-cm

|  |  | Actual Atom | Effective (Flux-weighted) Atom |
| :---: | :---: | :---: | :---: |
| Region | Elements | Densities | Densities |
| Core II | H | . 05160 | .05160 |
|  | C | $.02580-4$ | $.02580-4$ |
|  | $\{\mathrm{U}-235$ | . $782 \times 10^{-5}$ | $.483 \times 10^{-5}$ |
|  | U-238 | $.56 \times 10^{-5}$ | $.35 \times 10^{-5}$ |
|  | A1 | . 00902 | .00556 |
|  | Fe | . 00537 | .00494 |
| Booster III | $[\mathrm{H}$ | . 03958 | . 03958 |
|  | C | . 01979 -3 | . 01979 -3 |
|  | U-235 | $.223 \times 10^{-3}$ | $.183 \times 10^{-3}$ |
|  | \{ U-238 | . $163 \times 10^{-4}$ | $.134 \times 10^{-4}$ |
|  | Al | . 00422 | . 00395 |
|  | Fe | . 00360 | . 0033 |
|  | Zr | . 0111 | . 0078 |
| Reflector IV |  |  |  |
|  | H | . 0696 | . 0696 |
|  | $\left\{\begin{array}{l}\text { C }\end{array}\right.$ | . 0348 | . 0348 |
|  | Fe | . 00297 | . 00297 |

Table 3

Characteristics of the Lattices


Table 4

Relaxation Lengths from Moderator Gaps (Manganese Foils) - in cm

| 1 | $\mathrm{~L}-3$ | $\mathrm{CH}_{2} \mathrm{O}+\mathrm{U}$ | 0.828 | $1.71 \pm .10$ | 2.08 | 2.28 | 1.708 | 1.590 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 |  | $\mathrm{CH}_{2} \mathrm{O}+\mathrm{U}$ | 1.722 | $1.75 \pm .06$ | 2.08 | 2.28 | 1.703 | 1.625 |
| }{} |  | $\mathrm{CH}_{2} \mathrm{O}+\mathrm{U}$ | 2.616 | $1.78 \pm .05$ | 2.08 | 2.28 | 1.700 | 1.640 |
| 1 |  | $\mathrm{CH}_{2} \mathrm{O}$ | .381 | $1.82 \pm .16$ | 2.08 | 2.28 | 1.689 | 1.620 |
|  | $\mathrm{CH}_{2} \mathrm{O}$ | 2.667 | $1.64 \pm .04$ | 2.08 | 2.28 | 1.685 | 1.575 |  |
|  | $\mathrm{L-4}$ | $\mathrm{CH}_{2}+\mathrm{U}$ | 2.037 | $2.14 \pm .08$ | 2.53 | 2.68 | 2.360 | 2.125 |
|  | $\mathrm{L-5}$ | $\mathrm{CH}_{2}+\mathrm{U}$ | 2.490 | $2.35 \pm .06$ | 2.89 | 3.15 | 2.563 | 2.330 |
|  | $\mathrm{I}-7$ | $\mathrm{CH}_{2}$ | 0.826 | $1.23 \pm .05$ | 1.23 | 1.42 | 0.998 | 0.96 |
|  | $\mathrm{CH}_{2}$ | 1.638 | $1.10 \pm .03$ | 1.23 | 1.42 | 0.994 | 0.935 |  |
|  | $\mathrm{CH}_{2}$ | 2.451 | $1.00 \pm .01$ | 1.23 | 1.42 | 0.992 | 0.925 |  |

Table 5

Relaxation Lengths 20 mil Cadmium Plates (Manganese Foils) in cm

| 1 | Lattice | Experimental Relaxation Length | SOFOCATE <br> .3 ev cut-off $f^{L}=\sqrt{D / \Sigma_{a}} .625 \mathrm{ev} \text { cut-off }$ |  | $y(E)$ <br> Model | SWAKRAUM ${ }^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| $\stackrel{\circ}{\stackrel{\circ}{\infty}}$ | L-3 | 2.29 | 2.08 | 2.28 | 2.26 | 2.14 |
| 1 | L-4 | 2.75 | 2.53 | 2.68 | 2.68 | 2.41 |
|  | L-5 | 2.99 | 2.89 | 3.15 | 3.18 | 2.78 |

*Flat epi-thermal source

Table 6

Moderator Gap Peaking

|  | Lattice | Gap Type |  | $\underset{\text { cm }}{\text { Thickness }}$ | Experimental Peaking |  | MUFT-SOFOCATE WANDA (Mn) | $\begin{array}{r} Y(E) \\ \text { Model } \end{array}$ |  | SWAKRAUM Flat Epi- |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Manganese | Fuel |  | Mn | Fuel | Thermal Source |
| 1 | L-3 | $\mathrm{CH}_{2}{ }^{+}+\mathrm{U}$ |  | 0.821 | $1.390 \pm .012$ |  | 1.260 | 1.340 |  | 1.389 |
|  |  | $\mathrm{CH}_{2} \mathrm{O}+\mathrm{U}$ |  | 1.772 | $1.646+.020$ |  | 1.482 | 1.590 |  | 1.672 |
|  |  | $\mathrm{CH} 2 \mathrm{O}+\mathrm{U}$ |  | 2.616 | $1.852 \pm .025$ |  | 1.627 | 1.749 |  | 1.820 |
|  |  | $\mathrm{CH}_{2} \mathrm{O}$ |  | 0.381 | 1.209£.012 |  | 1.227 | 1.286 |  | 1.305 |
| 1 |  | $\mathrm{CH}_{2} \mathrm{O}$ |  | 2.667 | $2.483 \pm .025$ |  | 2.085 | 2.758 |  | 2.881 |
|  | L-4 | $\mathrm{CH}_{2}+\mathrm{U}$ |  | 2.037 | $1.37 \pm \pm .014$ |  | 1.292 | 1.371 |  | 1.382 |
|  | L-5 | $\mathrm{CH}_{2}{ }^{+}$ |  | 2.490 | $1.750 \pm .022$ |  | 1.601 | 1.796 |  | 1.819 |
|  | L-7 | $\mathrm{CH}_{2}$ |  | 0.826 | $2.090 \pm .025$ | $2.37 \pm .04$ | 1.600 | 2.098 | 2.35 | 2.138 |
|  |  | $\mathrm{CH}_{2}$ |  | 1.638 | $3.000 \pm .030$ | $3.64 \pm .04$ | 2.012 | 3.061 | 3.54 | 3.141 |
|  |  | $\mathrm{CH}_{2}$ |  | 2.451 | $3.650 \pm .040$ | $4.18 \pm .05$ | 2.350 | 3.888 | 4.54 | 3.988 |
|  |  | $\mathrm{CH}_{2}+\mathrm{U}$ |  | 0.889 | $1.847 \pm .018$ | $2.07 \pm .03$ | 1.452 | 1.702 | 1.86 | 1.770 |
|  |  | $\mathrm{CH}_{2}+\mathrm{U}$ |  | 1.740 | $2.186 \pm .022$ | $2.66 \pm .03$ | 1.733 | 2.056 | 2.30 | 2.145 |
|  |  | $\mathrm{CH}_{2}+\mathrm{U}$ |  | 2.629 | $2.560 \pm .030$ | $3.02 \pm .04$ | 1.901 | 2.236 | 2.52 | 2.320 |
|  |  | $\mathrm{CH}_{2}+\mathrm{Fe}$ |  | 2.778 | $2.636 \pm .030$ |  | 1.850 | 2.780 |  |  |
|  |  | $\mathrm{CH}_{2}+\mathrm{Dy}$ |  | 1.968 | $1.898 \pm .025$ |  |  | 1.884 |  | 2.038 |
|  |  | $\mathrm{CH}_{2}+\mathrm{Al}$ |  | 1.956 | $2.093 \pm .025$ |  | 1.597 | 2.076 |  | 2.135 |

Table 7

Absorber Plate Activity Depression

| Lattice | Absorber Type | Absorber Thickness mil | Experimental <br> Activity Depression | $\begin{aligned} & v(E)^{\dagger} \\ & \text { Model } \end{aligned}$ | SWAKRAUM ${ }^{+}$ <br> Blackness <br> Flat Epi-thermal | SWAKRAUM ${ }^{\dagger}$ <br> DP-1 <br> l Source |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L-3 | Cd | 3 | 0.517 | 0.522 | 0.504 | 0.460 |
|  | Cd | 20 | 0.421 | 0.402 |  | 0.397 |
| L-4 | Cd | 3 | 0.312 | 0.302 | 0.299 | 0.261 |
|  | Cd | 20 | 0.230 | 0.209 |  | 0.202 |
| L-5 | Cd | 3 | 0.396 | 0.396 | 0.389 | 0.345 |
|  | Cd | 20 | 0.317 | 0.285 |  | 0.284 |
| L-7 | Cd | 3 | 0.632 |  | 0.609 | 0.569 |
|  | Cd | 3 | $0.420 *$ |  | 0.409* | $0.350 \%$ |
|  | Cd | 20 | 0.615 | 0.507 |  | 0.503 |
|  | Boron | $\sum_{\mathrm{a}} \mathrm{t}=1$ at .025 ev | - $0.455 \%$ |  |  | 0.425* |
|  | Boron | $\Sigma_{a} \mathrm{t}=2$ at .025 ev | 0.365\% |  |  | 0.305* |

KSub-cadmium depression only
TThe epicadmium contributions to the calculated values have been detcrmined rather crudely. Since they amount to $30-50,0$ of the total activity with absorber, the quoted calculated values are uncertain to $10-20 \%$ 。

Effect of Various Quantities on the Peaking (L-7)

| Quantity | Relative to | Case | Effect |
| :---: | :---: | :---: | :---: |
| Experimental epithermal source | Flat source | 1" moderator gap B plate absorber | $\begin{aligned} & -4.6 \% \\ & -7.8 \% \text { (thermal) } \end{aligned}$ |
| Approximation |  |  |  |
| DP=1 | P-1 | I" moderator gap <br> .1" moderator gap | $\begin{aligned} & +1.0 \% \\ & +3.9 \% \end{aligned}$ |
| P-3 | P-1 | I" moderator gap <br> .1" moderator gap | $\begin{aligned} & 0.7 \% \\ & 2.8 \% \end{aligned}$ |
| No. of Spectra |  |  |  |
| 3 spectra <br> 4 spectra | 2 spectra <br> 2 spectra | $1 \prime$ moderator gap 1' moderator gap | ```M-0.4% +0.2% (thermal peaking)``` |
| Kernel |  |  |  |
| Radkowsky-water | $\begin{aligned} & \text { Radkowsky-Esch } \\ & \text { Polyethylene } \end{aligned}$ | 1" moderator gap | -1.6\% |
| $\begin{aligned} & \text { Goldman-Federighi } \\ & \text { polyethylene } \end{aligned}$ | " | 1" moderator gap | -5.7\% |
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LEGEND:
$\begin{array}{lll}= & \mathrm{CH}_{2} \quad 1.016 \mathrm{~mm} \text { FOR L-4, L-5, L-7 } \\ = & \mathrm{CH}_{2} \mathrm{O} \quad 1.270 \mathrm{~mm} \text { FOR L-3 }\end{array}$
=- Al 0.508 m
Fe 0.711 mm

DENSITIES: $\mathrm{CH}_{2} \mathrm{O}: 1.20 \mathrm{gm} / \mathrm{cc}$
$\mathrm{CH}_{2}: 0.907 \mathrm{gm} / \mathrm{cc}$
$A \ell: 2.74 \mathrm{gm} / \mathrm{cc}$
Fe: $7.79 \mathrm{gm} / \mathrm{cc}$
U-A $: 3.95 \mathrm{gm} / \mathrm{cc}$ ( $35 \mathrm{w} / \mathrm{o}$ HIGHLY ENRICHED URANIUM)
$\left\lvert\, \begin{aligned} & 0 \\ & 0 \\ & 0\end{aligned}\right.$
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Large Delay Times Observed in Establishment of Single Mode Decay in Water Moderators Fred Holzer and Marshall F. Crouch

Case Institute of Technology

We have performed a measurement of the thermal neutron mean lifetime in a large cylindrical moderator in order to determine the neutron proton capture cross section. $1,2,3$ A network of sources was used to synthesize the fundamental mode of the neutron density distribution, so that higher modes would not be excited. Although better analyses can be made, it is noted that the Fermi age equation, which crudely describes conditions during the slowing down process, has the same eigenfunctions as the time dependent diffusion equation, 2,4 and therefore it was expected that a simple exponential decay would be observed after $\sim 10$ microseconds, since the slowing down time in water to the cadmium edge is $\sim 2$ microseconds. 5

Somewhat surprisingly, the simple exponential decay did not commence until after about 35 microseconds (See Fig. I) Thus the behavior was similar to that observed by von Dardel and sjystrand ${ }^{6}$ and by Stooksberry and Crouch in large moderators 7 using a point source of fast neutrons.

There are several possible interpretations of the long delay preceding the exponential decay. Analysis in terms of age theory may be too crude for present purposes, though this analysis has proved to be surprisingly good even for hydrogen. Or the slight differences in boundary conditions for the age equation and the diffusion equation may affect the distributions. The mode synthesis procedure may not be sufficiently precise, giving some admixture of
higher modes, although several different assumptions regarding the point source distribution led to virtually the same mode synthesis network. Finally it is possible that the long observed delay indicates that the time required for the neutrons to reach thermal equilibrium with the moderating nuclei is somewhat longer than expected. This latter explanation is not completely unreasonable considering that measurements of slowing down time utilize detectors of epithermal neutrons, and models for calculating the details of the slowing down process are not very satisfactory in the region where the neutron energy is comparable to molecular binding energies.
 2Fred Holzer and Marshall F. Crouch, Nuclear Sci. and Eng. 6, 545 (1959). 3 Fred Holzer, Thesis, Case Institute of Technology, 1960 (unpubilshed).
${ }^{4}$ A.V. Antonov, A.I. Isakoff, I.D. Murin, B.A. Neupocoyev, I.M. Frank, F.L. Shapiro, and I.V. Shtranich, Proc. Intern. Conf. Peaceful Uses of Atomic Energy, Geneva, 1955 (United Nations, New York, 1956), Vol. 5, p. 3.
${ }^{5}$ N.G. Sj8strand, private communication.
${ }^{6}$ G. von Dardel and N.G. Sjystrand, Phys. Rev. 96, 1245 (1954).
7R.W. Stooksberry and M.F. Crouch, Phys. Rev. 114, 1561 (1959).
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## Abstract

The $\alpha$ vs. $B^{2}$ curve for graphite has been carefully remeasured. Lifetimes were observed on 45 different blocks with $B^{2}$ ranging from $7 \cdot 10^{-4}-240 \cdot 10^{-4} \mathrm{~cm}^{-2}$. The results are compared with all previous measurements on graphite. The validity of the power serious expansion of $\alpha\left(B^{2}\right)$ is discussed.

## 1. Introduction

When a burst of fast neutrons is injected into a finite moderator the asymptotic thermal neutron flux dies away exponentially. According to simple one-group theory the decay constant $\alpha$ should be a linear function of $\mathrm{B}^{2}$. A deviation from this linear dependence was found by $v$. Dardel and attributed to the so-called diffusion cooling effect. In a power series expansion

$$
\alpha=\alpha_{0}+D B^{2}-C B^{4}
$$

C should be a measure of the thermalization properties of the moderator; for this reason, pulsed neutron experiments could be a

Submitted to the Conference on Neutron Thermalization, Brookhaven National Laboratory, April $30-$ May 2, 1962
tool for testing thermalization theories. A lot of work has been done along these lines, but the agreement between theory and experiments was not always satisfactory ${ }^{1}$ ).

For graphite Antonov et al. 2) and Beckurts ${ }^{3)}$ have made measurements obtaining a value of about $15 \cdot 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ for the diffusion cooling coefficient $C$, which agrees well with a theoretical value of $\mathrm{C}=14 \cdot 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$ as calculated by Nelkin ${ }^{4}$ ). However recent measurements showed a $C$ value about twice as high 5)6), and there also were discrepancies in other parameters. Therefore, careful remeasurement seemed necessary to investigate all possible sources of error.

45 piles were constructed out of blocks $20 \times 20 \mathrm{~cm}$ square with different lengths, $B^{2}$ ranging from $7 \cdot 10^{-4}$ to $240 \cdot 10^{-4} \mathrm{~cm}^{-2}$. The measurements were performed with the apparatus described by Beckurts ${ }^{3)}$; the $T(d, n) \mathrm{He}^{4}$ reaction was used.
2. Measurements and analysis of decay constants.
2.1 Waiting time for the asymptotic mode.

After a burst of fast neutrons has been injected into a moderator, one has to wait for thermalization and the decay of harmonic modes, before one may start measuring the asymptotic mode. By varying the waiting time it was found to be sufficient to wait for about 3 decay times of the asymptotic mode, provided source and detector had been arranged properly to suppress the most pronounced harmonic and $B^{2} \leq 70 \cdot 10^{-4}$. For larger bucklings thermalization time
exceeds decay time of the harmonics, and a waiting time of about 2 msec was necessary, nearly indipendent of buckling. When measurements were started too early, larger values of $\alpha$ were obtained, though the decay looked like a good exponential.

### 2.2 Background and backscattering.

When using long waiting times background and backscattering become serious problems, particularly for large bucklings. Therefore, this point was investigated in a $40 \times 40 \times 40 \mathrm{~cm}$ cube.

Measurements were made with the pile covered with cadmium only, with Cd and $20 \mathrm{~cm} \mathrm{~B}_{2} \mathrm{O}_{3}$, and with Cd and 20 cm paraffine. The first two measurements agreed well enough, but the paraffine-covered pile yielded a higher value of $\alpha$. This may be due to backscattering of epicadmium neutrons from paraffine.

Moreover, in one case with the pile covered by cadmium only and $B^{2}=60 \cdot 10^{-4} \mathrm{~cm}^{-2}$, a waiting time of 15 decay times was used and the $\alpha$-value agreed well with the other ones.

### 2.3 Accuracy of $\alpha$-measurements.

Usually, the asymptotic mode was observed over three or four decay times and some $10^{6}$ counts were taken giving an accuracy of about $0,2 \%$ for $\alpha$. For piles with $B^{2} \geq 100 \cdot 10^{-4} \mathrm{~cm}^{-2}$ the intensity was too low and only an accuracy of $1 \%$ or even worse could be achieved. More-over, with $\mathrm{B}^{2} \geq 150 \cdot 10^{-4} \mathrm{~cm}^{-2}$ waiting time was restricted to 1 msec or less for background and intensity reasons, and one cannot very well rely on the $\alpha$ values in this region.
3. Analysis of $\alpha \mathrm{Vs} . \mathrm{B}^{2}$
3.1 Determination of $B^{2}$

The values of $B^{2}$ were calculated from geometry with an extrapolation length of $0,71 \lambda_{t r}=1,82 \mathrm{~cm} .{ }^{+}$) Corrections for density and temperature were applied, where necessary.

The anisotropy of neutron diffusion in the graphite blocks was investigated by measuring $\mathcal{\alpha}$ in extremely flat geometries, where one direction of diffusion is preferred. It was found that $D_{1}$ $\frac{D_{1}}{D_{\perp}}=1,010 \pm 0,005$, where $D_{\|}$and $D_{\perp}$ are the diffusion coefficients parallel and perpendicular to the central axis of a single block. This gives a negligible effect for nearly cubical assemblies.
3.2 Three and four-parameter analysis.

With a least squares fit of the decay constants $\mathcal{\alpha}$ versus $B^{2}$ to

$$
\begin{aligned}
& \alpha=\left(\Sigma_{a} v\right)+D B^{2}-C B^{4} \\
& \alpha=\left(\Sigma_{a} v\right)+D B^{2}-C B^{4}+F B^{6}
\end{aligned}
$$

the parameters ( $\Sigma_{a} v$ ), D, C, and $F$ were obtained. The result of a diffusion length measurement was included as a point with $\alpha=0$ and $B^{2}=-\frac{1}{L^{2}}$. The $\alpha$ values are weighted according to their relative
+) Other values for the extrapolation length were also tried, but when the $\propto$ vs. $B^{2}$ dependence was fitted to a parabola, a minimum fluctuation of the experimental points around the curve was achieved with the value given here.
accuracy. Fig. 1 shows the experimental points and a three-parameter fit.

The calculation was repeated; all points with $B^{2}$ larger than an arbitrarily fixed value $B_{\text {max }}^{2}$ were successively omitted in order to investigate the dependence of diffusion parameters on the $B^{2}$ range used. The results are given in Fig. 2 and 3. The case of the 3-parameter fit shows these features:

1) If the $B^{2}$ range is small and includes only a few points - the graph starts with 11 points - low values for $\lambda_{t r}$ and $C$ are obtained. This is due to the fact that the fluctuation of experimental points allows almost a straight line to fit them.
2) When $B_{\max }^{2}$ exeeds $60 \cdot 10^{-4} \mathrm{~cm}^{-2} \lambda_{\mathrm{tr}}$ and $C$ grow continuously, indicating that a 3-parameter fit is no longer adequate.

For the 4-parameter fit no definite tendencies can be recognized, but the $\lambda_{\operatorname{tr}_{r}}$ and $C$ values are somewhat lower in the whole $B_{\max }^{2}$ range. Thus we obtain the following results; referred to the density

$$
\rho=1,60 \mathrm{~g} / \mathrm{cm}^{3} \text { with } \lambda_{\mathrm{tr}}=\frac{3 \mathrm{D}}{\overline{\mathrm{v}}}
$$

## 3-parameter analysis

$$
\begin{aligned}
\sigma_{a} & =4,77 \pm 0,07 \mathrm{mb} \quad \lambda_{\mathrm{tr}}=2,58 \pm 0,02 \mathrm{~cm} \\
\mathrm{c} & =(26 \pm 5) \cdot 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}
\end{aligned}
$$

4-parameter analysis

$$
\begin{aligned}
& \sigma_{\mathrm{a}}=4,80 \pm 0,07 \mathrm{mb} \quad \lambda_{\mathrm{tr}}=2,56 \pm 0,02 \mathrm{~cm} \\
& \mathrm{c}=(16 \pm 5) \cdot 10^{5} \mathrm{~cm}^{4} / \mathrm{sec} \quad \mathrm{~F}=-(20 \pm 10) \cdot 10^{7} \mathrm{~cm}^{6} / \mathrm{sec}
\end{aligned}
$$

The most striking feature is the value for $F$. A $B^{6}$-term was predicted by theory due to (1) non-applicability of diffusion theory ${ }^{4}$ ), 7)
(2) more accurate description of the diffusion cooling effect,
but always it turned out that $F$ should be positive, the order of magnitude being about $\frac{C^{2}}{D}$, whereas the measurement yielded

$$
F=-11 \frac{C^{2}}{D}
$$

4. Discussion of results.
4.1 Comparison with other measurements.

For comparison of our results with previous measurements, all data of pulsed neutron experiments on graphite available in literature and unpublished work of this institute were plotted in one diagram of $\propto$ versus $B^{2}$. The absorption term, different for different graphiwas
tes, subtracted and all values were reduced to the same density. The result is given in Fig. 4.

Satisfactory agreement exists for $\mathrm{B}^{2}<60 \cdot 10^{-4}$, but then deviations start to become appreciable, higher values of $\propto$ often corresponding to lower waiting times used by the authors, as is to be expected from our statement in 2.1 .
4.2 Validity of the power series expansion of $\alpha$ vs. $B^{2}$.

If a power series expansion

$$
\alpha=\Sigma_{a} v+D B^{2}-C B^{4}+F B^{6}+\ldots
$$

is an appropriate description of the $\propto \mathrm{vs} . \mathrm{B}^{2}$ dependence and the diffusion cooling coefficient $C$ is a constant to be checked with theory, there should be a range of $B^{2}$ values for which $F B^{6} \ll B^{4}$ and from which C could be determined with reasonable accuracy. This is not the case for graphite, where,for instance, $\mathrm{FB}^{6}=0,1 \mathrm{CB}^{4}$ when $B^{2} \approx 10^{-3}$ and no accurate value of $C$ can be obtained from measurements with $B^{2} \leq 10^{-3}$, because then $C B^{4}$ would always be less than $1 \%$ of $\propto$.

Moreover, careful inspection of the 4-parameter curve will reveal that it does not fit the points very well for low $B^{2}$, because $\lambda_{\text {tr }}$ is too small. The general impression is that a parabola does not describe the dependence of $\propto$ on $B^{2}$ very well. Nevertheless, it is reasonable to make a power series expansion for the determination of $\sigma_{a}$ and $\lambda_{t r}$ although the physical meaning of the $C$-value remains doubtful.
4.3 Conclusions.

When experimental results of pulsed neutron measurements on moderators are compared, $\propto$-values should be compared instead of diffusion parameters which depend too much on the $B^{2}$-range and evaluation procedure used.

Besides when thermalization theories are tested, a direct comparison between calculated and measured $\mathcal{\alpha}$ values is to be preferred.

1) K.H. Beckurts, Reactor Physics Research with Pulsed Neutron Sources. Nucl.Instr.Meth. 11, 144, (1961)
2) A.V. Antonov, A.J. Isakoff, J.D. Murin, B.A. Neupocoyev, J.M. Frank, F.I. Shapiro, J.V. Shtranich, Proc.Intern.Conf. Peaceful Uses Atomic Energy, Geneva 2, 3 (1955)
3) K.H. Beckurts, Nuclear Sci. and Eng. 2, 516 (1957) also Thesis, Göttingen, 1956
4) M. Nelkin, J. Nuclear Energy 8, 48 (1958)
5) Lalande, Industries atomiques, No.5-6, 71 (1961)
6) unpublished Karlsruhe work
7) M. Nelkin, Nuclear Sci.and Eng. 7, 210 (1960)
8) K.S. Singwi, J. Nuclear Energy 11, 19 (1959/60)


Fig. $1-\alpha=87.8+2.07210^{5} B^{2}-23.710^{5} B^{4}$

$$
\rho=1.651 \mathrm{~g} / \mathrm{cm}^{3}
$$



Fig 2


Fig 3

$$
\varrho=160 \mathrm{~g} / \mathrm{cm}^{3} \quad \begin{array}{ll} 
& \bullet 4 \text { parameter fit } \\
& \circ 4 \text { parameter fit }
\end{array}
$$
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## AND THE POISONING TECHNIQUES

by J. U. Koppel and W. M. Lopez

## Introduction

The measurement of neutron die-away times in pulsed assemblies of decreasing size and the measurement of diffusion lengths in media of increasing poison concentration are known $(\underline{(1)}$ to be closely related experiments. This is most easily seen from the space-time-energy dependent Boltzmann equation in the diffusion theory approximation

$$
\begin{equation*}
-D v \Delta n(v, r, t)+\frac{\partial n(v, r, t)}{\partial t}=-\left(\Sigma_{s}+\Sigma_{a}\right) n(v, r, t) v+\int n\left(v^{\prime}, r, t\right) v^{\prime} \Sigma\left(v^{\prime} \rightarrow v\right) d v^{\prime} \tag{1}
\end{equation*}
$$

The (asymptotic) solution corresponding to the experiment mentioned in first place is of the kind

$$
\begin{equation*}
n(v, r, t)=e^{i B \cdot r-\alpha t} N(v) \tag{2}
\end{equation*}
$$

where $B^{2}$ is usually called the geometrical buckling of the assembly, $\alpha$ being the decay constant measured for different valued of $\mathrm{B}^{2}$.

The (asymptotic) solution applying to the second experiment is

$$
\begin{equation*}
n(v, r)=e^{-k r} N(v) \tag{3}
\end{equation*}
$$

where $\kappa$ is the inverse of the diffusion length. Obviously eq. (3) is a special case of (2) with $\alpha=0$ and $B=i_{k}$. Thus $\kappa^{2}$ is equivalent to a negative buckling.

Now, replacing (2) in (1) yields

$$
\begin{equation*}
\left(B^{2} D v-\alpha_{+} \sum_{a} v\right) N(v)=-\sum_{s} v N(v)+\int N\left(v^{\prime}\right) v^{\prime} \Sigma\left(v^{\prime} \rightarrow v\right) d v^{\prime} \tag{4}
\end{equation*}
$$

which is an eigenvalue problem with either $B^{2}$ or $\alpha$ being the eigenvalue.

It is seen that the time dependent problem can be reduced to a stationary one just by introducing a fictitious $1 / v$ poison with cross section $-\alpha / v$. Integrating eq. (4) over all energies and considering only $1 / v$ absorbers, it is found

$$
\begin{equation*}
B^{2} \overline{D v}+\alpha_{0}-\alpha=0 \tag{5}
\end{equation*}
$$

with

$$
\alpha_{0}=\Sigma_{a} v ; \quad \overline{D v}=\frac{\int N(v) v D d v}{\int N(v) d v}
$$

For $B^{2}=O$ (Pulsed infinite medium) the solution of eq. (4) is a Maxwellian and $\alpha=\alpha_{0}$. For $B^{2}>0$ the spectrum $\mathbb{N}(v)$ is shifted to lower energies (diffusion cooling) whereas for $B^{2}<0$ it is shifted to higher energies (diffusion hardening). Thus $\overline{D v}$ is a continuous function of $B^{2}$ and can be expanded in the power series:

$$
\begin{equation*}
\overline{D v}\left(B^{2}\right)=D_{0}-C B^{2}+F B^{4}-\ldots \tag{6}
\end{equation*}
$$

where $C$ is known as the diffusion cooling constant. Substituting (6) into (5)

$$
\begin{equation*}
\alpha-\alpha_{0}=B^{2} D_{0}-C B^{4}+F B^{6} \cdots \tag{7}
\end{equation*}
$$

of course the relation between $\alpha-\alpha_{0}$ and $B^{2}$ can also be expressed by the inverse series

$$
\begin{equation*}
B^{2}=\frac{\alpha-\alpha_{0}}{D_{0}}+c^{\prime}\left(\frac{\alpha-\alpha_{0}}{D_{0}}\right)^{2}+\ldots \tag{8}
\end{equation*}
$$

It is easily seen that:

$$
\begin{equation*}
C^{\prime}=\frac{C}{D_{0}^{2}} \tag{9}
\end{equation*}
$$

The shape of the function relating $x$ and $B^{2}$ is shown in Figure 1 . It follows from the foregoing discussion that the portion of the curve
lying in the first quadrant can be measured by the pulsed technique. The intercept $\alpha_{0}$ corresponds to the decay in an assembly of infinite dimensions. The intercept $\kappa_{0}^{2}$ is the inverse of the diffusion length in the unpoisoned medium. If now a $1 / v$ poison is uniformly added to the medium the curve of Figure 1 will be shifted in the direction of positive $\alpha$ without changing its shape. As the magnitude of the shift, $\Delta \alpha=v \Delta \Sigma_{a}$ (where $\Delta \Sigma_{a}$ is the increase in absorption) is known, the measurement of the diffusion length for increasing poison concentration yields points of the curve of Figure 1 lying in the third quadrant. Only the small segment between the intercepts cannot be measured by either one of the techniques mentioned above.

## Interpretation of Experimental Data

The parameters of the function $\alpha=f\left(B^{2}\right)$ which are of physical interest are $\alpha_{0}=v_{0} \Sigma_{a}\left(v_{0}\right)$ (intercept at $\left.B^{2}=0\right), D_{0}\left(\right.$ slope at $B^{2}=0$ ) and $C$ (onemalf times the second derivative at $\left.B^{2}=0\right)_{0} \alpha_{0}$ and $D_{0}$ can be obtained with good accuracy by both methods, and the values measured are in fair agreement with each other and with theory (2). Concerning $C$, however, there is a large discrepancy between different published values ${ }^{(*)}$. We believe that this is largely due to different ways of analyzing data, and simply reflects the inherent difficulty of determining the curvature of an unknown function defined by a set of experimental points with finite standard deviation. The usual way to determine the two mentioned parameters is to fit the experimental points by a least squares technique to an expression like (7) or (8) truncated after two or three terms. As the higher order terms are obviously not zero, the result of the analysis will depend on the range

[^29]covered by the experiment. It appears that for a given experimental error of the measured points there is an optimum range beyond which no further accuracy is gained in the determination of the three diffusion parameters. In fact, as more terms have to be retained in order to fit larger $B^{2}$ intervals, the uncertainty in the first three coefficients remains roughly constant. Thus a three parameter fit of the optimum interval seems to be as good as a fit to more parameters over a wider range of $B^{2}$. It is possible to get a feeling of the error involved in truncating the fit, by plotting the coefficients obtained for a decreasing number of points, thus dropping progressively those of maximum buckling. The plots obtained for the two ways of fitting, (7) and (8), should approach roughly the same limit, obviously with a continuously increasing uncertainty. On the other hand, in order to determine the number of terms of (7) or (8) to be retained for the best fit of given experimental data, a good criterion is to compute the empirical variance
$$
x=\frac{\Sigma\left(y_{i}-y_{c a i} c^{2}\right.}{n-m}
$$
and to retain that number of terms which makes $X$ minimum。 $y_{i}$ and $y_{c a l c}$ are the measured and the calculated values of either $\alpha$ or $\kappa^{2}, n$ is the number of points and $m$ the number of parameters.

## Comparison of Recent Measurements in Water

We are going to show briefly how the foregoing considerations apply to the results of two recent measurements of $\Sigma_{a}, D_{o}$ and $C$ for water (3, 4). The first is a pulsed experiment while the second uses the stationary method. ${ }^{(*)}$

[^30]1) Since the publication of paper (3) more data has been obtained by its authors, extending the buckling range from 0.6 to $1.5 \mathrm{~cm}^{-2}$. The results for the complete range are shown in Figure 2 and Table I. Case 1 and 2 refer to different ways of computing the bucklings. In Case 1 the extrapolation distance was supposed constant and given by

$$
\mathrm{d}=2.131 \frac{\mathrm{D}_{\mathrm{O}}}{\mathrm{v}}
$$

with

$$
\overline{\mathrm{v}}=\frac{2}{\sqrt{\pi}} 2.2 \times 10^{5} \mathrm{~cm} / \mathrm{sec}
$$

In Case 2, $d$ was supposed to vary with $B^{2}$ according to the formula $d^{\prime}=\frac{r}{r-d} d, r$ being the radius of an equivalent sphere with the same buckling:

$$
B^{2}=\left(\frac{\pi}{r+d^{\prime}}\right)^{2}=\left(\frac{\pi}{a+2 d^{\prime}}\right)^{2}+\left(\frac{\pi}{b+2 d^{\prime}}\right)^{2}+\left(\frac{\pi}{c+2 d^{\prime}}\right)^{2}
$$

The dropping points technique is illustrated by Table II and Figures 3,4. From Table III it is seen that the three parameters fit of the $0-0.6 \mathrm{~cm}^{-2}$ interval is in fair agreement with the four parameters fit of the $0-1.6 \mathrm{~cm}^{-2}$ interval ( $X$ is minimum for $M=4$ ). It is also seen that the uncertainties of $\Sigma_{a}, D_{0}$, and $C$ are practically the same for those two fits.
2) The experiment reported in (4) has already been analyzed the way we are suggesting in this note. The results are reproduced in Figures 5, 6, and 7, and Tables IV and $V^{*}$. The error bars of the

[^31]least squares fitted coefficients have been recalculated using the correct statistical expression (5). It is seen that while $\Sigma_{a}$ and $D_{o}$ are in good agreement ${ }^{* *}$ with the previous results, a large discrepancy seems to remain between the values found for $C$. That the uncertainty due to the extra. polation distance applying to the pulsed experiment may account at least for part of the discrepancy is seen from the following considerations. For the sake of simplicity let us take the case of spherical assemblies. Their buckling is given by
$$
B^{2}=\frac{\pi^{2}}{R^{2}}
$$
where $R=r+d$ is the extrapolated radius. Suppose $R=R_{o}+\epsilon$ where $\epsilon$ is the error of $d$, then
\[

$$
\begin{equation*}
B^{2}=\frac{\pi^{2}}{R_{0}^{2}}\left[1-2 \frac{\epsilon}{R_{0}}+3\left(\frac{\epsilon}{R_{0}}\right)^{2}-\cdots \cdot\right] \tag{10}
\end{equation*}
$$

\]

Substituting this expression for $B^{2}$ into the expansion (7) it follows

$$
\alpha-\alpha_{0}=D_{0} B_{0}^{2}\left[1-\frac{2}{\pi} \epsilon B_{0}+\frac{3}{\pi^{2}} \varepsilon^{2} B_{0}^{2}-\cdots \cdots\right]-C B_{0}^{4}+\cdots \cdot
$$

with

$$
\begin{equation*}
B_{0}=\pi / R_{0} \tag{20}
\end{equation*}
$$

Rearranging terms on the right side of (20)
$\alpha-\alpha_{0}=D_{0} B_{0}^{2}-\left(C+\frac{2}{\pi} \frac{\epsilon D_{0}}{B_{0}}-\frac{3}{\pi^{2}} \epsilon^{2} D_{0}\right) B_{0}^{4}+\cdots \cdots$
For $\epsilon=0.1 \mathrm{~cm}$ and $B_{0}=1 \mathrm{~cm}^{-1}$ the term in $\epsilon$ introduces a correction of more
** The experiments reported in (2) and (4) were performed at $26.7^{\circ} \mathrm{C}$. and
$21^{\circ}$ C. respectively.
than $50 \%$ of $C$. The term in $\epsilon^{2}$ becomes significant only for much larger bucklings.

Another source of discrepancies is the weighting of the experimental points. The figures of tables II and III were obtained assuming a constant relative error in the measurement of $\alpha=f\left(B^{2}\right)$. The results listed in Table $V$ were obtained assuming a constant relative error of $\kappa{ }^{2}$. Figures 2 and 5 seem to justify both assumptions.

## Conclusions

It appears that both the pulsed and the poisoning method are suitable experiments for measuring $\Sigma_{a}$ and the infinite medium diffusion constant $D_{0}$ However, in view of the unavoidably increasing uncertainty in the determination of higher order coefficients of the series (7) or (8) it seems to be preferable to compare the function $\alpha=f\left(B^{2}\right)$ obtained with different experiments (and theoretical calculations) point by point rather than by the coefficients of their least square fits.

TABLE I
Experimental Data From (3)

| Size (cm) | $\alpha\left(\sec ^{-1}\right)$ | $\mathrm{B}^{2}\left(\mathrm{~cm}^{-2}\right)$ |  |
| :---: | :---: | :---: | :---: |
| $44.5 \times 44.5 \times 48.9$ | 5336 | 0.01372 | 0.01370 |
| $28.6 \times 31.1 \times 60.2$ | 5668 | 0.02400 | 0.02399 |
| $31.1 \times 60.2 \times 26.4$ | 5722 | 0.02598 | 0.02594 |
| $31.1 \times 60.2 \times 19.1$ | 6147 | 0.03769 | 0.03775 |
| $31.1 \times 60.2 \times 16.5$ | 6437 | 0.04599 | 0.04599 |
| $15.2 \times 29.7 \times 16.5$ | 7854 | 0.08341 | 0.08346 |
| $15.2 \times 29.7 \times 16.5$ | 7904 | 0.08341 | 0.08346 |
| $76.2 \times 76.2 \times 10.2$ | 7908 | 0.08795 | 0.08702 |
| $17.6 \times 17.6 \times 17.7$ | 8132 | 0.08871 | 0.08847 |
| $15.2 \times 29.7 \times 14.6$ | 8140 | 0.09232 | 0.09231 |
| $17.6 \times 17.6 \times 12.6$ | 8989 | 0.1156 | 0.1153 |
| $17.6 \times 17.6 \times 12.6$ | 9037 | 0.1156 | 0.1153 |
| $76.2 \times 76.2 \times 7.62$ | 10205 | 0.1478 | 0.1471 |
| $10.2 \times 10.2 \times 10.2$ | 13970 | 0.2538 | 0.2503 |
| $10.2 \times 10.2 \times 9.5$ | 14330 | 0.2647 | 0.2621 |
| $10.2 \times 10.2 \times 8.9$ | 14749 | 0.2779 | 0.2744 |
| $10.2 \times 10.2 \times 8.26$ | 15430 | 0.2940 | 0.2903 |
| $10.2 \times 10.2 \times 7.62$ | 16230 | 0.3139 | 0.3099 |
| $10.2 \times 10.2 \times 6.35$ | 18116 | 0.3712 | 0.3660 |
| $10.2 \times 10.2 \times 5.72$ | 19315 | 0.4136 | 0.4069 |
| $7.62 \times 7.62 \times 7.62$ | 19843 | 0.4340 | 0.4288 |
| $7.62 \times 7.62 \times 7.62$ | 20012 | 0.4340 | 0.4288 |
| $10.2 \times 10.2 \times 5.08$ | 21547 | 0.4709 | 0.4626 |
| $7.62 \times 7.62 \times 6.35$ | 21656 | 0.4913 | 0.4846 |
| $6.84 \times 6.95 \times 6.95$ | 23100 | 0.5192 | 0.5117 |
| $7.62 \times 7.62 \times 5.72$ | 23473 | 0.5338 | 0.5252 |
| $7.62 \times 7.62 \times 5.08$ | 25168 | 0.5910 | 0.5807 |
| $5.93 \times 6.00 \times 5.95$ | 28400 | 0.6798 | 0.6667 |
| $4.91 \times 4.93 \times 4.92$ | 36800 | 0.9576 | 0.9308 |
| $4.49 \times 4.49 \times 4.47$ | 42000 | 1.1292 | 1.0913 |
| $3.82 \times 3.79 \times 3.82$ | 53000 | 1.4935 | 1.4251 |

TABLE IIa
Fit (7) With 3 Parameterc (nul sed data)


TABLE IIb
Fit (8) With 3 Parameters (pulsed data)

|  | $B^{2}$ | $\Sigma$ |  | $\alpha_{0}$ |  | $\mathrm{D}_{0}$ |  | C | $\epsilon_{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{cm}^{-2}$ | mb |  | $\mathrm{sec}^{-1}$ |  | $\mathrm{cm}^{2} / \mathrm{sec}$ |  | $\mathrm{cm}^{4} / \mathrm{sec}$ |  |
| $\left\lvert\, \begin{array}{r} -1 \\ 0 \\ 0 \\ 0 \\ \hline \end{array}\right.$ | 1.4935 | 326.5 | 1.4 | 4788 | 20 | 37078 | 193 | 4461 | 308 |
|  | 1.1292 | 325.9 | 1.4 | 4779 | 20 | 37271 | 221 | 4933 | 433 |
|  | . 95757 | 325.7 | 1.5 | 4777 | 22 | 37309 | 265 | 5028 | 587 |
|  | . 67977 | 325.7 | 1.6 | 4777 | 24 | 37310 | 347 | 5030 | 839 |
|  | . 59100 | 325.0 | 1.6 | 4766 | 24 | 37586 | 368 | 5890 | 976 |
|  | . 47090 | 325.1 | 1.7 | 4768 | 25 | 37519 | 4.19 | 5578 | 1251 |
| ® | 1.4251 | 326.5 | 1.5 | 4789 | 22 | 37063 | 215 | 3052 | 334 |
|  | 1.0913 | 325.6 | 1.5 | 4775 | 22 | 37348 | 243 | 3726 | 459 |
|  | . 93078 | 325.3 | 1.6 | 4770 | 23 | 37443 | 289 | 3976 | 622 |
|  | . 66668 | 325.1 | 1.8 | 4768 | 26 | 37493 | 374 | 4114 | 891 |
|  | . 58070 | 324.5 | 1.8 | 4759 | 26 | 37718 | 404 | 4805 | 1049 |
|  | . 46265 | 324.8 | 1.8 | 4763 | 27 | 37589 | 458 | 4258 | 1338 |

Temperature: $26.7^{\circ} \mathrm{C}$

TABLE III
Fit (7) With a Variable Number of Parameters (pulsed data)


Temperature" $26.7^{\circ} \mathrm{C}$.

TABLE IV
Experimental Data From (4)

| $L$ | $\kappa^{2}$ | $\Delta \Sigma_{a}$ | $\alpha=v \Delta \Sigma_{a}$ |
| :---: | :---: | :---: | :---: |
| cm | $\mathrm{~cm}^{-2}$ | $\mathrm{~cm}^{-1}$ | $\mathrm{sec}^{-1}$ |
| 2.754 | 0.1318 |  | - |
| 2.459 | 0.1653 | 0.005245 | 1153.9 |
| 2.166 | 0.2130 | 0.013870 | 3051.4 |
| 1.978 | 0.2556 | 0.020470 | 4503.4 |
| 1.639 | 0.3721 | 0.040397 | 8887.3 |
| 1.255 | 0.6348 | 0.087314 | 19209 |
| 1.063 | 0.8848 | 0.13427 | 29539 |
| 0.9429 | 1.1248 | 0.17895 | 39369 |
| 0.8469 | 1.3942 | 0.23462 | 51616 |
| 0.7308 | 1.8724 | 0.34655 | 76241 |

TABLE Va
Fit (7) With 3 Parameters (poisoning data)

| $k^{?} \mathrm{nax}$. | $\Sigma_{\text {a }}$ | $\epsilon_{\sigma}$ | $\alpha_{0}$ | $\epsilon_{\alpha}$ | D | $\epsilon_{\alpha}$ | C | $\epsilon_{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{cm}^{-2}$ | mb |  | $\sec ^{-1}$ |  | $\mathrm{cm}^{2} / \mathrm{sec}$ |  | $\mathrm{cm}^{4} / \mathrm{sec}$ |  |
| 1.8724 | 317.5 | 2.1 | 4663 | 31 | 34833 | 170 | 4238 | 187 |
| 1.3942 | 324.9 | 1.4 | 4771 | 21 | 35609 | 129 | 3413 | 179 |
| 1.1248 | 326.1 | 1.6 | 4790 | 24 | 35751 | 148 | 3234 | 253 |
| . 8848 | 323.2 | 1.7 | 4747 | 25 | 35405 | 169 | 3754 | 367 |
| . 6348 | 324.3 | 2.0 | 4763 | 30 | 35541 | 229 | 3507 | 674 |

TABLE Vb
Fit (8) With 3 Farameters (poisoning data)

| $\kappa^{2}$ max | $\Sigma_{a}$ | $\epsilon_{\sigma}$ | $\alpha_{0}$ | $\epsilon_{\alpha}$ | $D_{0}$ | $\epsilon_{d}$ | $C$ | $\epsilon_{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~cm}^{-2}$ | mb |  |  | $\mathrm{sec}^{-1}$ | $\mathrm{~cm}^{2} / \mathrm{sec}$ |  | $\mathrm{cm}^{4} / \mathrm{sec}$ |  |
|  |  |  |  |  |  |  |  |  |
| 1.8724 | 326.6 | 1.4 | 4796 | 21 | 35874 | 205 | 2662 | 101 |
| 1.3942 | 328.6 | 1.5 | 4826 | 22 | 36079 | 120 | 2481 | 150 |
| 1.1248 | 328.6 | 1.7 | 4825 | 25 | 36074 | 14.1 | 2499 | 223 |
| .88481 | 325.8 | 1.7 | 4784 | 25 | 35754 | 156 | 2878 | 310 |
| .63481 | 326.2 | 2.0 | 4791 | 29 | 35808 | 213 | 2797 | 596 |

## Notes

1) Temperature : $21^{\circ} \mathrm{C}$
2) The large errors appearing in
the first line of Table Va
show the need of retaining
one more term of expansion (7)
in order to fit these data
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# The time scale of neutron slowing down in water $\xrightarrow{n+m}$ <br> by <br> E. Möller, $A B$ Atomenergi, Studsvik, Tystberga, Sweden and <br> N.G. Sjöstrand, Chalmers University of Technology, Göteborg, Sweden 

## Abstract.

The time scale of neutron slowing down in water has been studied using the pulsed beam of the van de Graaff-accelerator at Studsvik for the production of neutron bursts in the moderator. The moderation process is followed by the measurement of the neutron capture rate in non-disturbing amounts of cadmium and gadolinium dissolved in the water, the time resolution being ten times better than in earlier studies. With both elements a thermalization time constant of about $4 \mu_{\text {sec }}$ was found.

by E. Möller<br>AB Atomenergi, Studsvik, Tystberga, Sweden and<br>N.G. Sjöstrand<br>Chalmers Univ. of Technology, Göteborg, Sweden

## Introduction

The process of slowing down and thermalization of fast neutrons in hydrogenous materials is of very short duration since the neutron may loose all its energy in one collision with a proton. The elementary theory (1) predicts that on the average only 18 collisions are needed to make the neutron thermal, and this process can be estimated to take about $10 \mu \mathrm{sec}$ in water. These figures, based as they are on assumptions which are valid only for heavier moderators, give a qualitative indication of the orders of magnitude involved. Important parameters, which characterize the time behaviour of the neutrons in the moderator, are the slowing down time to the cadmium limit, the thermalization time constant, which describes the time rate of energy exchange between the thermalizing flux and the moderator, and the life time of the thermal neutrons in the moderator.

## Earlier experimental information about water

The slowing down time to the cadmium cut-off energy may be obtained from steady state measurements as pointed out by DeJuren (릉. The reaction rate between a neutron flux and a $1 / v$-detector is independent of the energy of the neutrons. Hence the counting rates of a bare $1 / v-$ detector and a cadmium-covered one in a constant flux are proportional to the time the neutron can spend in the energy region for which the detector is sensitive, that is to the whole neutron Iife time and the slowing down time respectively. From available data a value of $1.54 \pm 0.13 \mu \mathrm{sec}$ was found for the slowing down time to 0.35 eV .

A natural approach to the problem is to apply the pulsed neutron source technique with time analysis of detector pulses. The first extensive use of this method was made by von Dardel (3) using a time resolution of $2 \mu \mathrm{sec}$ and boron counters. The measurements supported the assumption that the flux during the thermalization is very like a Maxwell distribution, the temperature of which decreases exponentially during the energy exchange with the moderator. The thermalization time constant was found to be about $7 \mu \mathrm{sec}$.

A direct measurement of the slowing down time, combining the two principles now mentioned, was performed by Crouch (4), who made a time analysis of the neutron capture in a boron counter without and with a cadmium shield, using a weak Po-Be source, the time for neutron emission being given by the accompanying $4.4 \mathrm{MeV} \gamma$-ray. The difference between the two measurements gives the rate of arrival into the region below the cadmium cut-off. The result was a mean slowing down time of $5.2 \mu \mathrm{sec}$ to 0.35 eV .

Since the values of the slowing-down times presented are in disagreement, and as Monte Carlo calculations (5, 6) indicated a large error in the most direct measurement, we decided to make a more thorough investigation of the slowing down and thermalization process using the pulsed source method.

## Principles of the present investigation

With the low intensity of the available neutron source, only an integral measurement, similar to the earlier ones, could be made. However, to yield improved information, the experiment ought to be improved in several respects. 1. The neutron pulse must be short, 0.5 usec being the maximum tolerable. 2. The time analyzer must have an equally short channel width. 3. The detector must be fast. 4. Time-of-flight effects in detectors and outside moderating assemblies must be reduced of eliminated.

In connection with the choice of a suitable detector the limited value of the boron counter must be pointed out. Its $1 / v$ sensitivity makes it a neutron density detector, and to get energy selective information by the use of it, the sensitivity has to be modified for example by a shield, the neutron absorbing properties of which are energy dependent. The time resolution which can be achieved with a boron counter is also rather bad. To study the moderation in water it would therefore be advantageous to use a method without the mentioned limitations.

In our investigation we have used the following method for the detection. A small amount of a neutron capturing element of known cross section is dissolved in water. Of the fast neutrons injected in the medium, some are captured in the solute during the slowing-down process. The capture $\boldsymbol{\gamma}$-rays are detected by a fast scintillation counter. The counting rate depends on the time-varying energy spectrum and the capture cross section of the solute. Thus the added element serves as a spectrum indicator for the slowing-down process.

There are several advantages with this method of measurement. 1. The detector is fast, a time resolution of $10 \mathrm{~m} \mu \mathrm{sec}$ being easily obtained. 2. The measurement is made within the medium. 3. The medium is practically undisturbed, since there is no tube for extraction of neutrons, and the amount of absorber added is very small. 4. Time-of-flight effects are completely absent. 5. The energy sensitivity can be chosen by the use of elements of suitable capture cross sections.

In the experiments to be described here, cadmium and gadolinium are chosen for the neutron detection. Having large cross sections with strong deviations from the l/v-law in the thermal region (Fig. 1), they can be expected to give information about the state of affairs in the near-thermal region. It is also natural to get a connection with earlier work using cadmium. The two cross sections have quite different shapes, which should manifest itself in a large difference in the reaction rate curve for the two elements.

## Experimental procedure

Fast neutrons are produced in bursts by the $\mathrm{Li}(\mathrm{p}, \mathrm{n})$ reaction at the center of a tank of water, the volume being $1 \mathrm{~m}^{3}$. The proton source is the 5.5 MV van de Graaff generator in Studsvik. The neutron absorber solution is contained in a $250 \mathrm{~cm}^{3}$ plastic bottle which can be placed at a chosen position. The $\gamma$-rays are detected by a plastic scintillator, linked to a photomultiplier above the water tank by a lucite light guide. The whole $\gamma$-ray detection arrangement has practically no disturbing effect in the water, the neutron cross sections for lucite and water being very similar. Before the time analysis the detector pulses pass through a discriminator, which is used to suppress the $\gamma$-ray background from neutron capture in water. The time between successive neutron bursts is long enough to assure complete thermalization of each neutron before the next is injected. The time resolution is $0.30 \mu s e c$.

## Preliminary results of the measurements

In Fig. 2 the first results of the measurements, the reaction rates between the changing flux and the cross sections of cadmium and gadolinium, are shown. The curves are corrected for overlap and deadtime in the analyzer, and the contribution from neutron capture in water is subtracted. The curves have been normalized at the end of the time period for ease of comparison. The plastic bottle was placed 10 cm from the neutron source.
$I_{t}$ is immediately evident that the peak in the cadmium curve at 4 Hec must depend on the cadmium resonance, which has the energy of 0.18 eV . The mean energy of the flux seems to pass the resonance at this time. Gadolinium has a low cross section at this energy, which explaines the low reaction rate in the gadolinium curve at this time. Later, both curves approach an almost horizontal line. From about $7 \mu \mathrm{sec}$ the cadmium curve can be described as a sum of two exponentials, with time constants of about 4 and $200 \mu_{\text {sec }}$ respectively. (More precise values will be
measured within short.) For gadolinium the same seems to be true in the same region, the fast exponential being smaller in amplitude and of opposite sign.

The slow decay expresses the normal neutron absorption in water during the time when the neutrons are in thermal equilibrium with the slightly absorbing medium. In a separate measurement without any foreign element added to the water, this exponential decay law is found to be valid from the very beginning of the curve for the reaction between the flux and the protons. Hence no appreciable changes in the neutron density occur in the volume of interest during the fast exponential. Therefore, the fast decay reflects mainly the effect of moderation.
$I_{t}$ is reasonable to assume that the neutron distribution is near Maxwellian with a higher temperature even some time before the thermalization is finished. It is then of interest to see how the effective cross sections of the chosen elements depend on the temperature. From the tables of Westcott (7) the relative deviation from the room temperature value of the effective cross section may be calculated, Fig. 3. (The deviation is of interest here since in the exponential division, the subtraction of the slow decay implies both correction for absorption and subtraction of the effective cross section at room temperature.) The figure shows that the deviation is a linear function of temperature. In our experiment, we measure in fact the effective cross section if we have no effects of neutron density changes. Therefore an exponential decay of the reaction rate means an exponentially decreasing temperature. Thus the fast decay constant is the thermalization time constant.

The neutron temperature concept being somewhat obscure, the thermalization time constant may be defined in other ways. A popular method in the theorists' treatment of the time-dependent flux during thermalization is the following:

$$
\varphi(E, t)=\underset{v}{\Sigma} \varphi(E) \cdot e^{-\lambda} v^{t}
$$

where $\frac{1}{\hbar}$ is the decay constant for the equilibrium distribution
(Maxwellian) and $\lambda_{1}=\lambda_{0}+\frac{1}{t_{\text {th }}} \sim \frac{1}{t_{\text {th }}}$ if $\lambda_{0}$ is small, $t_{\text {th }}$ being named the thermalization time constant (8). Using this formalism, the reaction rate is
$R(t)=\int \varphi(E, t) \cdot \Sigma(E) d E=\int \sum_{\boldsymbol{\nu}} \varphi_{\boldsymbol{v}}(E) \cdot \Sigma(E) \cdot e^{-\lambda_{\nu} t} d E=R_{0} e^{-\lambda_{0} t}+$ $+R_{1} e^{-\lambda_{1} t}+\ldots \ldots$.

This means that the fast decay constant even in this respect should be considered as the thermalization time constant if the higher terms can be neglected. The preliminary numerical value obtained here agrees rather well with recent theoretical predictions by Purohit (9).

Further experimental and theoretical work is under way. Among other things it is important to study the space dependence of the time behaviour.
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Fig.1. Thermal neutron cross sections of cadmium and gadolinium.


Fig. 2. Reaction rate between the slowing-down flux and cadmium and gadolinium respectively. Time resolution $0.30 \mu s e c$.


Fig. 3. Relative deviation with temperature of the effective neutron cross sections of cadmium and gadolinium in a Maxwell flux.

# M. Reier ${ }^{+}$and J. A. DeJuren ${ }^{+}$ <br> Bettis Atomic Power Laboratory 

Steady state diffusion measurements of thermal neutrons have been made in water at $23^{\circ}, 49^{\circ}, 70^{\circ}, 165.6^{\circ}$, and $24^{\circ} .4^{\circ}$ centigrade and at $23^{\circ}$ with various amounts of boron poison and one cadmium poison.

Because of the unavailability of an intense reactor source of thermal neutrons, an $\mathrm{Sb}^{124}$ - Be photoneutron source was used in all the measurements. The neutrons are emitted at an energy of about 24 kev and slow down into the thermal region. The diffusion equation, therefore, has a source term, $q$, which varies as $e^{-r / b /} r^{2}$ at large distances from the source. The relaxation length of the fast neutrons, $b$, was measured to be $1.58 \pm 0.02 \mathrm{~cm}$. The solution of the inhomogeneous diffusion equation, assuming spherical symmetry, varies as $e^{-r / L} / r$ multiplied by a slowlyvarying correction term which involves exponential integrals. Fortunately, it is not necessary to know the absolute value of the source strength in order to evaluate the correction. It is sufficient to know the ratio of the thermal neutron density to the slowing down density. This is accom-

[^32]plished by effectively measuring the cadmium ratio as a function of radius and the ratio of the integrals $\frac{\int_{0}^{C} A_{C d} r^{2} d r}{\int_{t h} r^{2} d r}$, where $A_{C d}$ and $A_{\text {th }}$ are the activities of Cd-covered foils and bare minus Cd-covered foils, respectively. The correction for the source term should be made if possible as it reduces the measured $L$ by $0.8 \%$ for pure water at $23^{\circ} \mathrm{C}$ evaluated for $r$ between 15 and 25 cm . Usually $\ln \left(\mathrm{rA}_{\mathrm{th}}\right) \mathrm{vs}$. r appears to be a straight line within statistics in the region where $L$ is evaluated. In spite of this, the correction for the source term is not negligible and cannot be accurately inferred from the change in $L$ from the region where the curve is obviously bending. This correction becomes progressively greater at a given radius as $L$ approaches $b$ and breaks down for $L \leqslant b$. As L approaches b, data should be taken farther from the source.

Indium-tin foils were used except in some of the high temperature measurements where foils made of dysprosium oxide in an aluminum oxide matrix were mployed. All foils were counted in continuous gas-flow proportional counters on both sides and the results averaged.

The data is shown in Table I. $\quad \rho / P_{0}$ is the specific gravity.

|  | $\mathrm{T}^{\bullet} \mathrm{C}$ | $\mathrm{L}(\mathrm{cm})$ | $L C / \rho_{0}(\mathrm{~cm})$ |
| :---: | :---: | :---: | :---: |
|  | 23 | $2.781 \pm 0.006$ | $2.775 \pm 0.006$ |
|  | 49 | $2.895 \pm 0.011$ | $2.862 \pm 0.011$ |
|  | 70 | $3.024 \pm 0.013$ | $2.957 \pm 0.013$ |
|  | 90 | $3.162 \pm 0.006$ | $3.051 \pm 0.006$ |
|  | 166* | $3.653 \pm 0.017$ | $3.302 \pm 0.016$ |
|  | 244* | $4.328 \pm 0.025$ | $3.497 \pm 0.020$ |
| $\sum_{a B}$ | $=0.5 \sum_{a H}$ | $2.270 \pm 0.011$ |  |
| $\sum_{a B}$ | $=1.0 \sum_{\text {aH }}$ | $1.951 \pm 0.011$ |  |
| $\Sigma_{a B}$ | $=1.5 \Sigma_{\text {aH }}$ | $1.806 \pm 0.006$ |  |
| $\sum_{a C d}$ | $=1.5 \Sigma_{\text {aH }}$ | $1.762 \pm 0.004$ |  |

[^33]The pure water measurements were compared with a theoretical model suggested by Radkowsky (ANL-4476). This model averages the flux-weighted diffusion constant and cross section over the Naxwellian spectrum to ob$\operatorname{tain} L^{2}$.

$$
D=\frac{D_{0}}{v} \frac{\lambda_{\mathrm{sc}}}{3(1-\overline{\cos \theta})},
$$

where $\overline{\cos \theta}=2 / 3 A$. A is the effective mass of the target and is assumed to be a free proton whose mass increases from a value of one when
$\sigma_{s c}=20 b$ to a value determined by the energy dependence of the scattering cross section of neutrons in water as given by the Born approximation.

$$
\sigma_{S C}(E)=K \mu^{2}
$$

where $\mu$, the reduced mass of the neutrons, equals $A / A+1$. The calculated value is higher than the measured diffusion length by about one percent at $23^{\circ}$. This divergence increases to about six percent at $244^{\circ} \mathrm{C}$. The Selengut-Goertzel approximation is implicit in tine calculations and may cause the calculated value to be high by about one percent at $23^{\circ} \mathrm{C}$.

A plot of $1 / L^{2}$ vs. $\sum_{a} / \sum_{H}$ for the poisoned cases shows a departure from linearity at $\sum_{a} / \sum_{H}=2.5$, the highest poison used. Based on measurements by E. Starr (private communication) who used a thermal colurn on the Brookhaven reactor and consequently did not require a large source term correction, this departure may be spurious and the value reported here may be in error. A weighted average of $L^{2} \Sigma_{a}$ for $\Sigma_{a} / \Sigma_{H}=1.0$, 1.5, and 2.0 gives a value of $D_{0}=v D=37618 \pm 205 \mathrm{~cm}^{2} / \mathrm{sec}$. The boron cross section was assumed to be $755 \pm 2 \mathrm{~b}$. In addition, the ratio $\dot{\sigma}_{a B} / \sigma_{a H}$ was calculated in terms of the ratio of $L^{2}$ for the different amounts of poison assuming $D_{0}$ is a constant and $\sigma_{a B}=755 \pm 2 \mathrm{~b}$. A value of $\sigma_{a H}=0.328 \pm 0.006$ is obtained.

Experimental Investigation of Persisting Changes
in the Thermal Neutron Decay Constant in Finite Media of Ice and Beryllium as a Function of Temperature and Buckling
E. G. Silver

Oak Ridge National Laboratory* Oak Ridge, Tennessee


#### Abstract

During investigations of the decay constant of the fundamental-mode neutrons in finite beryllium bodies, using the pulsed-neutron-source technique, it was observed that long-term changes in the decay "constant" occurred which were not expected on the basis of the approximate solutions of the transport equations usually applied to this experiment.

More extensive experiments in both beryllium and water (ice) as a function of temperature from $+25^{\circ} \mathrm{C}$ to $-100^{\circ} \mathrm{C}$ showed that in beryllium such changes, which continue over the time span accessible to observation (approximately 10 half-lives), are a strong function of temperature and buckling, increasing with buckling, and decreasing with increasing temperature. In ice, on the other hand, it appears that, within the limits of experimental accuracy, an asymptotic value of the decay constant is attained a few thermal-neutron half-lives after the neutron burst at all temperatures down to $-100^{\circ} \mathrm{C}$.

These observations are in accord with the "trapping effect" postulated by G. de Saussure in another paper submitted to this Conference.


1. Introduction

For some time G. de Saussure and the author have been engaged in measurements of the diffusion parameters of beryllium metal by the pulsed-neutron source method at elevated temperatures up to $500^{\circ} \mathrm{C}$, at

[^34]room temperature, and more recently at low temperatures in the range down to $-100^{\circ} \mathrm{C} .^{1,2,3}$

We had long observed that measurements of the decay constants in small assemblies (large buckling) at room temperature, and on all bodies at very low temperatures, yielded results which appeared to continue to exhibit small changes for long periods after the neutron pulse which, by their duration, could not be ascribed to either spatial modes or "primary" thermalization effects.

In a companion paper to this one, G. de Saussure describes a theoretical model which apparently accounts for the observed effects in beryllium. In this paper experimental evidence supporting this model will be presented.

Since there existed the possibility that instrumental or analytical difficulties might be the cause of a spurious effect, similar measurements to those performed in beryllium were also done in $\mathrm{H}_{2} \mathrm{O}$ (ice). It was expected that, if the theoretical model were valid and if a spurious effect did not exist, the $\mathrm{H}_{2} \mathrm{O}$ data would not exhibit changes in the decay constant, or that they would at least be at a very much reduced amplitude, since the ratio of incoherent to coherent scattering cross sections is much smaller in $\mathrm{H}_{2} \mathrm{O}$ (ice) than in beryllium. Thus, in $\mathrm{H}_{2} \mathrm{O}$ (ice) no significant trapping effect would be expected, and much less change in the decay constant should occur after thermalization has occurred.

## 2. The Experiment

The beryllium data were obtained with neutrons of about 14 Mev incident on the beryllium assembly. Following a waiting period after
the end of the burst, some of the moderated neutrons leaking from the assembly were detected in a $L i^{6}-I$ crystal-photomultiplier detector, and the counts stored in an 18-channel time analyzer with variable channel width. Immediately following the closing of the gate in the 18th channel the next burst was delivered to the assembly.

The data from the 18 channels, or selected portions thereof, were then analyzed by means of the "Cornell Method" ${ }^{4}$ fitting to the equation

$$
C(t)=a_{0}+a_{1} \exp (-\lambda t)
$$

where $C(t)$ is the detector count rate at time $t, a_{0}$ and $a_{1}$ are constants, and $\lambda$ is the presumed asymptotically constant value of the fundamental mode decay constant.

That is to say, $N_{i}$, the number of counts in the ith channel (of width $(\Delta t)$ ) is given by

$$
N_{i}=a_{0}(\Delta t)+a_{1} \exp [-\lambda i(\Delta t)]
$$

The variance of $\lambda$ was calculated from the deviations of the observed $N_{i}$ from the calculated values obtained by the best fit to the points analyzed.

It is, therefore, apparent that deviations in the decay from the shape assumed in the model will be reflected in an increased variance associated with the values of the parameters. The analysis does not weight the data points by the counting statistics and is, therefore, strictly applicable only if all the data points have enough counts so as to make counting statistics a negligible source of error. In the data presented here this condition holds fairly well. The statistical uncertainties in the decay constants are of the order of fractions of
a percent, so that the large standard deviations shown are almost entirely due to the variation of $\lambda$ with time over the interval of analysis.

In order to determine the change in decay constant with time, successive portions of the 18 -channel data series were separately analyzed utilizing four overlapping series of 15 channels each (1-15, 2-16, 3-17, and 4-18), or seven overlapping series of 12 channels each (1-12, ..., 7-18).

In order to facilitate comparisons between changes in decay curves observed in different materials and with different bucklings all curves of decay constant vs time are plotted in time units of the reciprocal decay period, $T=I / \lambda$, using the "best" measured value of $\lambda$. Further, the decay constants are in all cases normalized to unity for the value obtained in the analysis commencing as close as possible to $t=T$ after the end of the neutron burst. All values of $\lambda$ are, therefore, relative to this norm for each material and buckling. In several cases more than one run was made at a given condition, with varying waiting times to the beginning of data collection, in order to extend the time of observation. In such cases all the points from all the runs are normalized to the first point.

Figure 1 shows the results for a beryllium block of dimensions $8^{\prime \prime} \times 8-5 / 8^{\prime \prime} \times 8-5 / 8^{\prime \prime}$ whose buckling (fundamental mode buckling at room temperature is meant in all cases) is $0.054 \mathrm{~cm}^{-2}$, both at $25^{\circ} \mathrm{C}$ and at - $98^{\circ} \mathrm{C}$. Each point represents a value from an analysis extending over a time interval of about 4.7 T , i.e. the first point in each curve represents a value obtained in the interval from 1 T to 5.7 T , whereas
the last point is obtained from data covering the interval from about 1.9 T to 5.6 T . The relatively large errors, of the order of $\pm 2 \%$ to $\pm 4 \%$, are due largely to the large variation in $\lambda$ over the course of each measurement, as discussed above. It will be noted that lower temperature leads to larger variation. At $175^{\circ} \mathrm{K}$ the variation per unit time is about 3.6 times as big as at $300^{\circ} \mathrm{K}$ in this case. While the errors are large, as noted, there is no evidence, over the interval shown, of a diminution of the rate of decrease of $\lambda$ with time.

Figure 2 shows the same information for a larger beryllium assembly of dimensions $12^{\prime \prime} \times 14-3 / 8^{\prime \prime} \times 14-3 / 8^{\prime \prime}$ whose buckling is $0.0236 \mathrm{~cm}^{-2}$, both at $0^{\circ} \mathrm{C}$ and at $-96^{\circ} \mathrm{C}$. There is no evidence of change in the decay constant within experimental limits of accuracy at $0^{\circ} \mathrm{C}$. Accordingly the errors in this case appear much smaller, being of the order of $\pm 0.5 \%$ to $\pm 0.8 \%$. At the low temperature in the same assembly the same linearly changing behavior is noted as in the two cases shown in the previous figure.

Since these data all terminate with analyses beginning at approximately 1.9 T (i.e. extending from 1.9 T to about 6.6 T ), further experimental data were obtained with still longer waiting times to determine whether the rate of change of slope would continue unaltered for longer times. Such data are difficult to obtain with the equipment available since it makes extreme demands on background suppression and source intensity. By long counting times and careful minimizing of background, it was possible to extend the observation time to about 8 T .

A beryllium assembly of dimensions $11.5^{\prime \prime} \times 11.5^{\prime \prime} \times 9^{\prime \prime}$ ( $\mathrm{B}^{2}=0.0359 \mathrm{~cm}^{2}$ ) was pulsed, therefore, with extended waiting times at both $25^{\circ} \mathrm{C}$ and $-25^{\circ} \mathrm{C}$. Figure 3 shows the result of 12 -channel analyses from two runs at $25^{\circ} \mathrm{C}$. After an initial decrease in $\lambda$ which extends to the 12 -channel segment of data 2.4 T to 5.7 T , there is no further evidence of change in $\lambda$ as far as the data extend. The later values are all, within the probable errors, consistent with a constant value from 2.4 T on.

Figure 4 gives the data for the same beryllium assembly but at - $25^{\circ} \mathrm{C}$. The difference is obvious. In this case there is no evidence of leveling out and the large probable errors associated with changing slope are observed. In this case, then, with data extending to 7.3 T (the last point represents an analysis from 4.2 T to 7.3 T ) an almost constant rate of change of slope with time is observed.

As a check on possible instrumental sources of the observed change in $\lambda$ as well as to test the predictions of the theoretical model, similar measurements extending to long waiting times were carried out on a right-cylindrical ice block with a buckling of $0.300 \mathrm{~cm}^{-2}$. Figure 5 shows the results at $-5^{\circ} \mathrm{C}$, and Figure 6 gives the results at $-90^{\circ} \mathrm{C}$. In ice the familiar initial drop observed in all small bodies, ascribable to higher modes or slowing down, is seen; but thereafter the value of $\lambda$ levels out even at the very low temperature and remains constant within the limits of accuracy of the experiment.

It should be observed that the $\mathrm{H}_{2} \mathrm{O}$ data were obtained using 2.4-Mev neutrons from the D-D reaction, even though the yields from this reaction are much smaller than the yields from the D-T reaction.

This change was necessitated by the large neutron background observed in $\mathrm{H}_{2} 0$ experiments with $14-\mathrm{Mev}$ neutrons. This large background was due to photoneutrons from the heavy hydrogen component of the water; the gammas initiating these photoneutron reactions arise from the decay of $7.4 \mathrm{sec} \mathrm{N}^{16}$ which, in turn, was produced by the primary neutrons from the $0^{16}(n, p) N^{16}$ reaction. In view of the long half-life of the $N^{16}$ this reaction sequence caused a flat neutron background. The lise of $2.4-\mathrm{Mev} \mathrm{D}-\mathrm{D}$ neutrons eliminated this source of background since the threshold for the $(n, p)$ reaction is about 10.5 Mev . (The cross section at 14 Mev is 51.2 mb.$)^{5}$

## 3. Conclusion

In all the curves, except in the largest Be assembly, the analyses commencing prior to about $2 T$ after the end of the neutron burst show a decrease in $\lambda$ which is most likely associated with "primary" neutron thermalization or higher modes and which, therefore, is expected even if no long-term spectrum-change effects exist. Its absence in the case of the largest Be assembly may be ascribed to the fact that in this case $T$ is large and, therefore, "primary" thermalization is essentially complete at l.l T when the data analysis begins. The decrease in $\lambda$ in the same assembly at low temperatures is thus to be ascribed to the long-term effect. Table I summarizes the decay constants and initial rates of change of $\lambda$ observed in all the cases presented here.

At times greater than $2 T$ the value of $\lambda$ became constant in the Be assembly at the high temperature, and in the $\mathrm{H}_{2} \mathrm{O}$ block at both high and low temperatures, whereas in Be even at the relatively high
temperature of $-25^{\circ} \mathrm{C}$ no evidence of leveling out was observed over the time span accessible to observation.

To the limited extent that these data permit, it may thus be concluded that a long-term spectrum-change effect does exist in Be which is absent or much reduced in magnitude in $\mathrm{H}_{2} \mathrm{O}$, and thus these data support the model discussed by de Saussure.

TABLE I

Values of $\lambda$ and Initial Rate of Change of $\lambda$ in $\mathrm{H}_{2} \mathrm{O}$ and Be Bodies

| Material | $\begin{gathered} \text { Buckling } \\ \mathrm{cm}^{-2} \end{gathered}$ | $\underset{\mathrm{C}}{\text { Temp. }}$ | $\begin{gathered} \lambda \text { at } t=2 T \\ 10^{3} \mathrm{sec}^{-1} \\ \hline \end{gathered}$ | \% Change in <br> $\lambda$ per time $T$ <br> from $\sim T \rightarrow \sim 2 T$ | Figure No. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Be | 0.054 | +25 | $6.59 \pm .11$ | 2.4 | 1 |
|  |  | -98 | $5.99 \pm .21$ | 6.6 | 1 |
|  | 0.0359 | +25 | $4.53 \pm .02$ | 2.0 | 3 |
|  |  | -25 | $4.25 \pm .06$ | 3.8 | 4 |
|  | 0.0236 | 0 | $2.90 \pm .02$ | 0 | 2 |
|  |  | -96 | $2.54 \pm .04$ | 5.7 | 2 |
| $\mathrm{H}_{2} \mathrm{O}$ | 0.300 | -5 | $\underline{12.58 \pm .09}$ | 1.8 | 5 |
|  |  | -90 | $11.34 \pm .08$ | 1.9 | 6 |

## REFERENCES

1. G. de Saussure and E. G. Silver, "Determination of the Neutron Diffusion Parameters in Room-Temperature Beryllium," ORNL-2641 (1959).
2. G. de Saussure and E. G. Silver, "Measurements of the Transport Mean Free Path of Thermal Neutrons in Beryllium as a Function of Temperature," Nuclear Sci. and Eng. 6, No. 2 (1960).
3. G. de Saussure and E. G. Silver, "Pulsed-Neutron Measurements in Beryllium," Neutron Phys. Ann. Prog. Rep., Sept. 1, 1961, ORNL-3193, pp. 215-222; G. de Saussure, "A Note on Measurements of Diffusion Parameters by the Pulsed-Neutron Source Technique," Neutron Phys. Ann. Prog. Rep., Sept. 1, 1961, ORNL-3193, pp. 223-228.
4. R. G. Cornell, "A New Estimation Procedure for Linear Combinations of Exponentials," ORNL-2120 (1956).
5. N. Tralli et al., "Neutron Cross Sections for Titanium, Potassium, Magnesium, Nitrogen, Aluminum, Silicon, Sodium, Oxygen, and Manganese," UNC-5002, p. 102 (January 31, 1962).

March 23, 1962


Relative Values of Decay Constant, $\lambda$, as a Function of Time Elapsed Between End of Neutron Pulse and Start of Data Analysis. Time is in units of $T=1 / \lambda ; \lambda$ normalized to unity at about $T=1$. The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.
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Relative Values of Decay Constant, $\lambda$, as a Function of Time Elapsed Between End of Neutron Pulse and Start of Data Analysis. Time is in units of $T=1 / \lambda ; \lambda$ normalized to unity at about $T=1$. The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.
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Relative Values of $\lambda$ as Functions of Time Elapsed Between End of Neutron Pulse and Start of Data Analyzed. Time is in Units of $T=1 / \lambda ; \lambda$ is Normalized to Unity at $\sim T=1$.
The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.

Fig. 4


Relative Values of $\lambda$ as Functions of Time Elapsed Between
End of Neutron Pulse and Start of Data Analyzed. Time is in Units of $T=1 / \lambda ; \lambda$ is Normalized to Unity at $\sim T=1$.
The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.


Relative Values of $\lambda$ as Functions of Time Elapsed Between End of Neutron Pulse and Start of Data Analyzed. Time is in Units of $T=1 / \lambda ; \lambda$ is Normalized to Unity at $\sim T=1$.
The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.


Relative Values of $\lambda$ as Functions of Time Elapsed Between End of Neutron Pulse and Start of Data Analyzed. Time is in Units of $T=1 / \lambda ; \lambda$ is Normalized to Unity at $\sim T=1$.
The lines are drawn to connect points obtained from the same run and do not represent the rate of change in $\lambda$.
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## ABITRACT

The diffusion cooline coefficient in graphite has boen determined by measuring the change in the asymptotic average velocity with buckling, by pulsed neutron methods. The tines necessary to establish equilibrium spectra in graphite and heavy water have been measured and are reported.

## Theory

If a moderator has been injected with a burst of neutrons, the asymptotic decay constant is given by

$$
\begin{equation*}
\left.\lambda=\lambda_{0}+\bar{D} B^{2} \mid 1-C^{1} B^{2}+\ldots \ldots\right] \tag{1}
\end{equation*}
$$

which if $D$ is constant can be rowritten

$$
\begin{equation*}
\left[\frac{\lambda-\lambda_{0}}{B^{2} D}\right]=\bar{v}=\bar{\nabla}_{0}\left[1-c^{\prime} B^{2}+\ldots \ldots\right] \tag{2}
\end{equation*}
$$

Therefore a direct measurement of the averaye velocity as a function of buckling will yleld the diffusion cooling coefficient.

The average of a given neutron velocity distribution can be measured by comparing the response of two detectors with sensitivities which differ in bohavior as a function of velocity. The measurements described below were done using $\mathrm{BF}_{3}$ detectors: one in which every neutron is counted, and a second which has a $1 / v$ neutron response sensitivity.

The rate of absorption of neutrons in either detector is given as

$$
\begin{equation*}
\Sigma \phi=\int_{i}^{1} \Sigma(E) \phi(E) d E \tag{3}
\end{equation*}
$$

where $I$ is the absorption cross section.
The flux $\varnothing$ can be expanded in a set of time eigenfunctions of the form

$$
\begin{equation*}
\phi(\mathbb{E}, t)=\sum_{n} A_{n} \phi_{n} e^{-\lambda_{n} t} \tag{4}
\end{equation*}
$$

Equation (3) then becomes

$$
\begin{equation*}
\Sigma \not \varnothing=\sum_{n} A_{n}\left\langle\Sigma \phi_{n}\right\rangle e^{-\lambda_{n} t} \tag{5}
\end{equation*}
$$

where

$$
\left\langle\Sigma \phi_{n}\right\rangle=\mid \phi_{n} \Sigma d E
$$

The absorption cross section $\Sigma$ depends on the nature of the detector. The ratio $\Gamma$ of count rates of two different detectors will be given fron equation (5) as

$$
\begin{equation*}
A=\frac{\frac{\partial}{n} A_{n}\left\langle\Sigma_{2} \phi_{n}\right\rangle e^{-\lambda_{n} t}}{\sum_{n} A_{n}\left\langle\Sigma_{2} \phi_{n}\right\rangle e^{-\lambda_{n} t}} \tag{C}
\end{equation*}
$$

Rewriting the sumation and factoring out the lowest eigenfunction $\varnothing_{0}$ leads to

$$
\begin{equation*}
R=\frac{\left\langle\Sigma_{1} \phi_{0}\right\rangle}{\left\langle\Sigma_{2} \phi_{0}\right\rangle}\left[\frac{1+\frac{A_{1}}{A_{0}} \frac{\left\langle\Sigma_{1} \phi_{1}\right\rangle}{\left\langle\Sigma_{1} \phi_{0}\right\rangle} e^{-\left(\lambda_{1}-\lambda_{0}\right) t}+\ldots \ldots \cdot}{1+\frac{A_{1}}{A_{0}} \frac{\left\langle\Sigma_{2} \phi_{1}\right\rangle}{\left\langle\Sigma_{2} \phi_{0}\right\rangle} e^{-\left(\lambda_{1}-\lambda_{0}\right) t}+\ldots \ldots .}\right. \tag{7}
\end{equation*}
$$

At sufficiently long times, the sumation can be approximated by the expression involving the first order terms. If the denominator is small, it can be expanded in a power series:

$$
\begin{equation*}
R=\frac{\left\langle\Sigma_{1} \emptyset_{0}\right\rangle}{\left\langle\Sigma_{2} \phi_{0}\right\rangle} 1+\frac{A_{1}}{A_{0}}\left(\frac{\left\langle\Sigma_{1} \phi_{1}\right\rangle}{\left\langle\Sigma_{1} \phi_{0}\right\rangle}-\frac{\left\langle\Sigma_{2} \phi_{2}\right\rangle}{\left\langle\Sigma_{2} \emptyset_{0}\right\rangle}\right) e^{-\left(\lambda_{1}-\lambda_{0}\right\rangle t} \tag{8}
\end{equation*}
$$

This equation relates the eigenfunctions $\varnothing$ and eigenvalues $\lambda$ to $F$, to the ratio of the counting rates in the two detectors. At long times, $R$ reduces to

$$
\begin{equation*}
R=\frac{\left\langle\Sigma_{1} \phi_{0}\right\rangle}{\left\langle\Sigma_{2} \phi_{0}\right\rangle} \tag{9}
\end{equation*}
$$

apuation ( $)$ ) will then pive the value of the ratio R after equilibrium is reachei for a riven size of moderator. Since $\Sigma_{I}$ is assumed to be constant for an energ range $0 \rightarrow E_{1}$ and $\Sigma_{2}$ varioc as $l / v$ in this same interval, $R$ is proportional to the density weighted average velocity $\bar{\nabla}$. If the lowest elgenfunction $\phi_{0}$ is a maxwellian form, the error introduced by integrating from $0 \rightarrow \infty$ instead of to the finite limit $E_{1}$ is in our case about $1 \%$.

During the transient period after the burst of neutrons, the ratio R will change. The approach to equilibrium will be governed by the decay constant ( $\lambda_{1}-\lambda_{0}$ ).
Detectors
The detectors were two physically identical $\mathrm{EF}_{3}$ proportional counters, filled to 70 cm pressure. The blaok detector oontained $96 \%$ enriched Boron 10, and the grey detector contained 11\% depleted Boron 10. The counters vere placed in a sleeve of cadmium inside an annular cylinder of borated paraffin $3^{n}$ in thickness. The leakage spectrum from a block of moderator was passed through a collimator of cadmium in the end of the sleeve, and into the detector parallel to its length.

## Avaratus

The same pro-ampliflor, amplifier and voltage supply were used for the two detectors, so as to eliminate any arror associated with different electronics. Both detectors were operated at the same voltage plateau and discriminator settings. The neutron pulses were fed into a 100 channel time analyzer. To normolizo runs with separate detectors, a mondtor $\mathrm{BF}_{3}$ detector
was used to record the total number of neution counts. The burst of neutrons was obtained from a 1 MEV Van de Craaff generator by means of the $\mathrm{Be}^{9}(\mathrm{~d}, \mathrm{n}) \mathrm{Be} \mathrm{e}^{10}$ reaction.

## yrocedure

The variations of detector sensitivities with energy were measured through use of neutrons from a crystal spectrometer. The variation of the ratio with energy is show in figure l. If $R$ is assumed to be linear with volocity in the range $1.5 \times 10^{5} \mathrm{ca} / \mathrm{sec}$ to $4 \times 10^{5} \mathrm{~cm} / \mathrm{sec}$, the average value $\overline{\mathrm{E}}$ for a maxwellian spectrum at $20^{\circ} \mathrm{C}$ differs by about 5\% from the value of $\bar{R}$ obtained by using the general equation of the curve in flgure 1, and averaging over the same maxwellian. Therefore the approximation of the linearity of ratio with velocity is justified for the range of this experiment.

The average velocity was determined for the sizes of graphite moderator listed in table 1. The graphite stacks were placed in an enclosure of cadiniura covered boral to eliminate the effect of room return neutrons. The source was situated in the moderator. The collimator was allgned parallel to the graphite bars, so that the neutrons leaking out of a beam hole in one of the graphite bars entered the end of the cetector in a cirection parallel to the detector axis. The data were accumalated by the time analyzer, and the ratio was normalized by the ratio of total monitor counts obtained during the same time interval. The value of the ratio $\overline{\mathrm{R}}$ for one of the stack sizes is shown in figure 2. Two different channel widths were used to record the data from each detector, to substantiate that the asymptotic value of $\bar{R}$ was reachod, and to test the calibration of the time analyzer.

## Resultis

The values of the eaymptotic ratio as a function of buckling are tabulated in table 1 and plotted in flgure 3. The value of the diffusion cooling coefflcient for graphite was found to be $38 \pm 5 \times 10^{5}$ emipec.

The time necessary for $\bar{K}$ to reach the equilibrium value appears to be independent of buckling: and is approximately 2 milliseconds for Eraphite. Hence, this is the minimum waiting time in order to masure the fundamental deesy constant in pulsed neutron experiments with graphite.

The time rate of change of F is shova in flgure 4. It was obtained by subtracting the asymptotic value $\frac{F}{\text { I }}$ from the curve of $R$ an a function of time. Since the accuracy of the measurement is not extremaly good, no attempt has been made to determine if the decay constant associated with $\frac{d r}{\partial t}$ is bucicing dependent. The decay constant given in figure 4 is an average for the five stacke show. If the black triangles of stack 6 are typical of the decay convtant, then the value of 1905 sec ${ }^{-2}$ should represent $\left(\lambda_{2}-\lambda_{0}\right)$ at a buokling of .00959 . This may be compared with the values of $\lambda_{0}$ and $\lambda_{1}$ obtained from the deasy data of one of the detectors. wie find the asymptotic decay constent $\lambda_{0}$ is 1690 sec ${ }^{-1}$ while $\lambda_{1}$ is approximately $3500 \mathrm{esc}^{-1}$. The velue of $\left(\lambda_{1}-\lambda_{0}\right)$ is then $1800 \mathrm{sec}^{-2}$ which agrees very well with the value obtained from the measurement of time rate of change of F .

The time for equilibrium has also been determined in a tenk of heavy watar, with the measurament showing that approximately $600 \mu \mathrm{sec}$ is necessary for the higher modes to die away. Prom the value of the ratio obtained for this one tank, which had an equivalent buckling of .0076,
and with the value of $\overline{\mathrm{V}}$ at $\mathrm{B}^{2}=0$, an estimated value of the diffusion cooling coefficient of heavy water is $5 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$.

## Conclusion

The teahnique of using the average ratio of the two detectors is ideally suited to pulsed neutron measurements, if only to measure the time necessary to wait in order to determine the fundamental decay constant. The technique also yields information about thermalization beyond simply the equilibrium time. Hore information about the thermaliaation process can be obtained with improved systems of detectors.
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## Figure Captions

1. Ratio $B^{10} / B^{11}$ Vs Valocity cm/sec - Neg. \# 12-339-61.
2. Ratio Vs Time - Neg.\# 12-198-61.
3. Average Neutron Velocity as a Function of Buckling - Neg. \# 12-197-61.
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TABLE I

Tabulation of Measured Ratio

| Stack No. | R ( $\bar{v}$ ) | $\mathrm{B}^{2}\left(\mathrm{~cm}^{-2}\right)$ | Stack Size (cm) |
| :---: | :---: | :---: | :---: |
| 1 | $6.20 \pm .25$ | . 001765 | $128 \times 128 \times 122$ |
| 2 | $5.77 \pm .35$ | . 00220 | $109 \times 108 \times 122$ |
| 3 | $5.85 \pm .20$ | . 00295 | $89 \times 89 \times 122$ |
| 4 | $5.87 \pm .65$ | . 00366 | $69 \times 89 \times 122$ |
| 5 | $5.00 \pm .40$ | . 00770 | $49 \times 49 \times 122$ |
| 6 | $4.75 \pm .35$ | . 00959 | $49 \times 49 \times 59$ |
| 7 | $5.54 \pm .30$ | . 00550 | $69 \times 89 \times 59$ |
| 8 | $4.50 \pm .25$ | . 01139 | $49 \times 39 \times 59$ |
| 9 | $3.00 \pm .50$ | . 01505 | $29 \times 49 \times 59$ |
| 10 | $4.20 \pm .40$ | . 01320 | $39 \times 39 \times 59$ |
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## ABSTRACT

Diffusion lengths have been measured in poisoned $\mathrm{H}_{2} \mathrm{O}$ of increasing concentration of boric acid. Values of $L a$, $\bar{D}$ and diffusion hardening coefficient are therefrom detemined.

The one dimensional tranaport problem of thermal neutrons in a source free infinite medium has the asymptotic solution

$$
\begin{equation*}
N(r, v)=n(v) e^{-x} \tag{1}
\end{equation*}
$$

where $1 / X$ is usually called the diffusion length. $n(v)$ represents the spectrum of this asymptotic solution which holds at large distance from any source. For very weak absorption $n(v)$ is a maxweliian at room temperature but in general it deviates progressively from a mexwellian and becomes hardened as the absorption in the medium is increased. The reason for this is that usually the average energy of the neutrons absorbed in any volume element is lowar than the average energy of the neutrons leaking into the same element to oompensate for the absorption losses. As a matter of fact in the case of $1 / v$ absorption the latter are proportional to the neutron density while the leakage 1s proportional to the flux.

Let us write down the neutron balance equation in the diffusion theory approximation:
$-D \nabla^{2} N(v) v+\Sigma_{a} N(v) v=\int N\left(v^{\prime}\right) v^{\prime} \Sigma_{B}\left(v^{\prime} \rightarrow v\right) d v^{\prime}-\Sigma_{g} N(v) v$
Substituting (1) into (2) wo have in abbreviated notation

$$
\begin{equation*}
\left(L_{a}-D \cdot t^{2}\right) n(v) v=\operatorname{Ln}(v) \tag{3}
\end{equation*}
$$

This is a standard eigenvalue problem and we are interested in the lowest eigenvalue $\dot{r}_{0}^{2}$ and lowest aigenfunction $n_{0}(v)$. If the ratio $\tau a / D$ were energy independent the aimple relation $x_{0}^{2}=\Sigma a / D$ would


However $[a / D$ is usually energy dependent and taking the most common case we shall assume a $1 / \mathrm{v}$ absorption:

$$
\begin{equation*}
\Sigma_{a}=\frac{\lambda_{0}}{v} \tag{4}
\end{equation*}
$$

Now the expression for $x_{0}^{2}$ a found by integrating eq. (3) over all energies. The integral over the right side being zero, it follows

$$
\begin{equation*}
y_{0}^{2}=\frac{\lambda_{0}}{D v\left(\lambda_{0}\right)} \tag{5}
\end{equation*}
$$

where $\overline{\mathrm{DV}}\left(\lambda_{0}\right)$ is the average value

$$
\begin{equation*}
\overline{D v}\left(\lambda_{0}\right)=\frac{\int n(v) D_{y v d v}}{\int n(v) d v} \tag{6}
\end{equation*}
$$

Since $\overline{\operatorname{DV}}\left(\lambda_{0}\right)$ is a amooth function of $\lambda_{0}$ we can make the expansion

$$
\begin{equation*}
C_{0}^{2}=\frac{\lambda_{0}}{D_{V}}\left[1-H \frac{\lambda_{0}}{D_{V}}+\ldots .\right] \tag{7}
\end{equation*}
$$

where now

$$
\begin{equation*}
\overline{D v}=\overline{D v}(0)=\frac{\int D v^{3} \exp \left(-\frac{\left.\frac{\pi y^{2}}{2 k^{2}}\right) d v}{\int v^{2} \exp \left(-\frac{m y^{2}}{2 K^{T}}\right) d v}\right.}{\int \frac{1}{2}} \tag{8}
\end{equation*}
$$

because $n(v)$ goes over into a Naxwellian at room temperature $T$ as $\lambda_{0}$ goes to 0 . H is the so called hardening coefficient, which we want to determine for $\mathrm{H}_{2} \mathrm{O}$ from the present experiment by measuring the diffusion lengths of solution of $\mathrm{H}_{3} \mathrm{BO}_{3}$ of increasing concentrations.

We want to point out that this experiment is olosely related to the well known pulsed neutron experiment where a burst of fast neutrons is produced in a finite medium and the asymptotic decay constant of the neutron population is measured for different almes of the moderator assembly.

As matter of fact, inverting the series (7) it is

$$
\begin{equation*}
\lambda_{0}=\overline{\mathrm{V}} \mathscr{X}_{0}^{2}\left(1+\mathrm{H} X_{0}^{2}+\ldots\right) \tag{9}
\end{equation*}
$$

Let us compare this expression with the familiar formula of the inverse decay constant $\lambda$ in the pulsed experiment:

$$
\begin{equation*}
\lambda-\lambda_{0}=B^{2} \overline{D V}\left(1-C B^{2}+\ldots\right) \tag{10}
\end{equation*}
$$

where $\mathrm{B}^{2}$ is the geometrical buckling of the stack. The similitude is not fortuitous as $X_{0}^{2}$ is equivalent to a negative buokling whereas the term $\frac{d n}{n d t}=-\lambda$ which appears in the time dependent balance equation can be correlated to a nagative poison. Thus $C$ and $H$ are identical. EXPERIMENTAL TECHNIQUE

The diffuaion length in poisoned deminersilaed water was meabured In an exdating oylindrical tank $51 / 2$ feet in diameter and 5 feet high situated atop the Brookhaven Graphite Reactor. The available thermal flux from the graphite face of the reactor is approximately $10^{7}$ neutrons/om ${ }^{2}$ /sec.

The relative flux was measured by situating bare indium foila .150 inches in diameter and .010 inches thick weighing approximately 21 mg , along the direction perpendicular to the almost infinite plane source. Accurate spacing of the foils was accomplished with the use of a plexdglass holder, as shown in FYgure 1, having dimensions . 390 inches wide $x .125$ inches thick. The distance between adjacent foils was - 375 inches for the slightly poisoned measurements and . 250 inches for the heaviest poison measurements. All foils used for any eiven measurement were sorted into groups having a weight spread less than .3\% of each other. Figure 2 shows the experimental arrangement for the diffuaion length meacurement.

The activated foils were counted in each of four gas flow proportional counters with each side of the foil counted twice. To inaure that the spacing between foils did not reault in any large perturbation, activations were made at twice the normal spacing for each poison measurement. To determine the epi-cadmium component to the measured activity, bare indium foils were ueed with a cadmium sheot placed between the source and the water tank.

With the addition of each poison, the tank was agitated for 1 hour and two poisoned water samples, one from the bottom of the tank and one from the top of the tank were chemically analysed for boric aoid content. THE ANALYSIS OF DATA

The presence of higher spacial modes to the radial flux was found to have no aignificant contribution to the foll positions nearest the source. Hence the fundemental flux in a cylindrical tank is then given asi

$$
\begin{aligned}
& \phi(x, s)=J_{0}\left(\frac{2 / 05 r}{R}\right)_{e}^{-2 X} \text { where } J_{0} \text { is the sero order Bessel function } \\
& X \text { is the inverse relaration length } \\
& R \text { is the extrapolated radius of the tank }
\end{aligned}
$$

Since the total length of the equally spaced foils was small compared to the overall axial dimension, no end effect correction is required. With the medium being radially fintte, the diffusion length $L$ is then related to the relaxation length $1 / X$ by the equation

$$
\begin{equation*}
\frac{1}{L^{2}}=x^{2}-\left(\frac{2.405}{R}\right)^{2} \tag{12}
\end{equation*}
$$

In the reduction of the data, the activities of the foils were corrected for dead time, background and the known indium decay and finally

```
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normalised to a given counter by a standard source interoalibration of detectors.

The relative foil actioity was then least square fitted to an exponential, with all foils aituated in a region whose epi-cadalum component exceeded. $3 x$ eliminated from the fit. Figures 3, 4, and 5 show the normalised activity plotted as a function of axial distanoe for all poison measurements. The value of relaxation length was then corrected for the leakage offect by the data obtained from the $J_{0}$ fit of the radial activity shom in Figure 6. This correction was greatest for the pure water data and amounted to $.6 \%$. Consideration was given to the effeot of the foil holder on the diffusion length for the heavy poison measurements, but calculation of the upper limit of such an effect showed it was extremely small. The tabulated values of the diffusion lengths in Table I were obtained by a weighted average of all the runs for a given poison.

TABLE I

Measured Diffusion Length at $21^{\circ} \mathrm{C}$

| $\mathrm{L}(\mathrm{cm})$ | Boric Acid (mg/ml) | $\Sigma_{\text {Boron }}\left(\mathrm{cm}^{-1}\right)$ |
| :---: | :---: | :---: |
| $2.7540 \pm .0080$ | - | - |
| $2.4594 \pm .0025$ | .7160 | .005245 |
| $2.1665 \pm .0070$ | 1.8935 | .013870 |
| $1.9779 \pm .0021$ | 2.7945 | .020470 |
| $1.6394 \pm .0012$ | 5.5150 | .040397 |
| $1.2551 \pm .0020$ | 11.920 | .087314 |
| $1.0631 \pm .0021$ | 18.330 | .13427 |
| $.9429 \pm .0019$ | 24.430 | .17895 |
| $.8469 \pm .0032$ | 32.030 | .23462 |
| $.7308 \pm .0015$ | 47.310 | .34655 |

## 

The aet of experimental points $\left(X_{1}^{2}, \Sigma a_{1}\right)$ has been fitted by a least square method to the function

$$
\begin{align*}
& \frac{X^{2}}{I_{a}}=A_{1}+A_{2} E_{a}  \tag{23}\\
& \frac{I_{a}}{x^{2}}=B_{1}+B_{2} X^{2} \tag{14}
\end{align*}
$$

where $\Sigma_{a}=\Sigma_{H}+\Sigma_{B}$ is the total macroscopic absorption croas section of the poisoned medium. The value of the absorption cross section of hydrogen was found by varying the value of $\Sigma_{H}$ in the expreasion $\sum_{n}\left\{\frac{x^{2}}{\sum_{a}}-\frac{K^{2}}{\Sigma_{a}} \text { (calculated) }\right\}^{2}$, until the varlance frome a least squares fit to $A_{1}, A_{2}$ was a minimum. Equal veights were attributed to all points which corresponde to the assumption of constant absolute errors of the values of $\frac{x^{2}}{\Sigma_{a}}$. The scattering of the experimental points with respect to the fit as show in Fig. 9 has justified this assumption. Other weighting procedures were tried but the influence on all the coefficients was very mall. The values obtained for constant weights are show by the firat line of table II.

DV and $H$ are determined ather by (7) or by (9). If terms of higher order than $\Sigma_{a}^{2}$ in (7) or $夭^{4}$ in (9) are at first neglected, thees two equations beoome identioal with (13) and (14), therefore yielding
and

$$
\left.\begin{array}{l}
\left(\mathrm{DV}_{A} \approx \frac{\mathrm{~V}_{0}}{A_{1}}=35852 \mathrm{~cm}^{2} \mathrm{sen}^{-1}\right.  \tag{15}\\
\mathrm{B}_{\mathrm{A}} \approx \frac{A_{2}}{A_{1}^{2}}=.07648 \mathrm{~cm}^{2}
\end{array}\right\}
$$

It is meen that both values of DV are in excellent agreement With each other, whereas the values obtained for $H$ are quite different. This ahowe that the higher order terms cannot be neglected (which is not too surpising with a roughly $20 \%$ spectral shift in the most heavily poisoned medium), hence neither (15) nor (16) are correct. However if one ropeate fit (13) and (14) with a decreasing number of pointa, dropping progressively those of maxdmum ahift, the values yielded by (15) and (16) should asymptotically approach the same limd. This is shown in Fig. 8 and table II. It is seen that in fact the differenoe ( $\mathrm{H}_{B}-\mathrm{H}_{A}$ ) decreases but obviousiy at the same time the uncertainty in both coaffloients increases. As the trend of the change in $H_{A}$ and $H_{B}$ is of opposite sign, we may assume that $H$ satisfies the inequality

where $H_{B_{\max }}$ and $E_{A_{\min }}$ are the endpoints of the error bars for the point of Fig. 8 yielding the minimum total uncertainty,

$$
\varepsilon_{\mathrm{H}}=H_{\mathrm{B}_{\max }}-\mathrm{H}_{\mathrm{A}_{\min }}
$$

From this technique of analyzing the experimental data, our final results for $\sigma_{a H_{2}} O^{\circ} \overline{\mathrm{V}}$ and H (or C) ares

$$
\begin{aligned}
{ }^{{ }_{\mathrm{aH}}^{2}} \mathrm{O} & =326.9 \pm 1.6 \mathrm{mb} \\
\overline{\mathrm{DF}}^{2} & =35,850 \pm 200 \mathrm{~cm}^{2} \mathrm{mec}^{-1} \\
\mathrm{~B} & =.081 \pm .010 \mathrm{~cm}^{2} \\
\mathrm{DFI} & =2900 \pm 350 \mathrm{~cm}^{4} \mathrm{sec}^{-1}
\end{aligned}
$$

From the foregoing discussion it follows that even for quito acourate experimental data, the error in determining the diffusion hardening conatant might be extremaly large because of the uncertainty involved

| n | $\mathrm{A}_{1}$ | $\mathrm{A}_{2}$ | $\overline{(D V)_{A}}=\frac{V_{0}}{A_{1}}$ | $H_{A}=\frac{A_{2}}{A_{1}}{ }^{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\overline{(\overline{D v}})_{B}=B_{1} v_{0}$ | $H_{B}=\frac{B_{2}}{B_{1}}$ | ${ }^{(\overline{\mathrm{Dv}} \mathrm{H})} \mathrm{A}$ | $(\overline{\mathrm{Dv}} \mathrm{H})_{B}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | $\begin{gathered} 6.1364 \\ \pm 6.44 \times 10^{-3} \end{gathered}$ | $\begin{gathered} 2.8799 \\ \pm 5.37 \times 10^{-2} \end{gathered}$ | 35852 | . 076480 | $\begin{gathered} .16139 \\ \pm 3.55 \times 10^{-4} \end{gathered}$ | $\begin{gathered} .017825 \\ \pm 7.28 \times 10^{-4} \end{gathered}$ | 35506 | . 110447 | $\begin{aligned} & 2742 \\ & \pm 51 \end{aligned}$ | $\begin{aligned} & 3922 \\ & \pm 160 \end{aligned}$ |
| 9 | $\begin{gathered} 6.1201 \\ \pm 6.55 \times 10^{-3} \end{gathered}$ | $\begin{gathered} 2.6687 \\ \pm 3.75 \times 10^{-2} \end{gathered}$ | 35947 | . 071250 | $\begin{gathered} .16271 \\ \pm 1.97 \times 10^{-4} \end{gathered}$ | $\begin{gathered} .014748 \\ \pm 2.21 \times 10^{-4} \end{gathered}$ | 35796 | . 090640 | $\begin{aligned} & 2561 \\ & \pm 36 \end{aligned}$ | $\begin{array}{r} 3245 \\ \pm 49 \end{array}$ |
| 8 | $\begin{gathered} 6.1228 \\ \pm 8.29 \times 10^{-3} \end{gathered}$ | $\begin{gathered} 2.7137 \\ \pm 7.86 \times 10^{-2} \end{gathered}$ | 35931 | . 072387 | $\begin{gathered} .16284 \\ \pm 2.36 \times 10^{-4} \end{gathered}$ | $\begin{gathered} .014355 \\ \pm 3.46 \times 10^{-4} \end{gathered}$ | 35825 | . 088154 | $\begin{aligned} & 2601 \\ & \pm 75 \end{aligned}$ | $\begin{aligned} & 3158 \\ & \pm 76 \end{aligned}$ |
| 7 | $\begin{gathered} 6.1335 \\ \pm 9.83 \times 10^{-3} \end{gathered}$ | $\begin{gathered} 2.9319 \\ \pm 8.82 \times 10^{-2} \end{gathered}$ | 35869 | . 077935 | $\begin{gathered} .16262 \\ \pm 3.01 \times 10^{-4} \end{gathered}$ | $\begin{gathered} .015106 \\ \pm 5.76 \times 10^{-4} \end{gathered}$ | 35776 | . 092891 | $\begin{aligned} & 2795 \\ & \pm 84 \end{aligned}$ | $\begin{aligned} & 3323 \\ & \pm 127 \end{aligned}$ |
| 6 | $\begin{gathered} 6.1263 \\ \pm 1.46 \times 10^{-2} \end{gathered}$ | $\begin{gathered} 2.7581 \\ \pm 2.44 \times 10^{-1} \end{gathered}$ | 35911 | . 073488 | $\begin{gathered} .16301 \\ \pm 4.44 \times 10^{-4} \end{gathered}$ | $\begin{gathered} .013520 \\ \pm 1.39 \times 10^{-3} \end{gathered}$ | 35862 | . 082940 | $\begin{aligned} & 2639 \\ & \pm 233 \end{aligned}$ | $\begin{aligned} & 2974 \\ & \pm 306 \end{aligned}$ |

In the influence of higher order terms. This fact is most easily realised by comparing the extremsiy amall uncertainties of $A_{2}$ or $B_{2}$ In obtalning the least square fit with the actual error bar quoted for H. It $1 a$ also interesting to point out that $H_{A}$ changes much less than $H_{B}$ when pointa are dropped and that for the largest spectral shift $H_{A}$ has a much smaller uncertainty than $H_{B}$. This means that the data of the present experiment are better fit by formula (23) than by (14).

COMPARISON WITH PFEVIOUS EXPERIMENTAL DATA
The measurement of diffusion length in poisonod water has been obtained by other investigators $(1,2)$. The experimental data obtained by Beyster-Lopez ${ }^{(3)}$ for the pulsed neutron method have been compared in Fig. 7 and shows good agreement with the extrapolated least aquare fit of our data. Furthermore, table III compares our rearit of
 theoretioal calculation tabulated was obtained by Honeck ${ }^{(4)}$ using the Nelkin water model.

TABLE III

|  | Present Results | Baysterm <br> Iopes $(a, 0)$ | Beakurts (d) | Kuchle ${ }^{5}$ (0) | Red ex ${ }^{6}(\mathrm{~b})$ | Theoretm ical |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0_{\mathrm{aH}_{2} \mathrm{O}}(\mathrm{mb})$ | $326.9 \pm 1.6$ | $325.3+1.6$ | 326.541.2 | $326 \pm 6$ | 328+6 | - |
| Dr $\left(\cos ^{2}-800^{-1}\right)$ | $35,850 \pm 100$ | 37,503+366 | 35,300+1100 | 35,400 $\pm 700$ | 37,618+205 | 37,590 |
| DvC or $\overline{\mathrm{DvH}}$ $\left(\mathrm{cm}^{4}-800^{-1}\right)$ | $2900+350$ | 5116+776 | $3650 \pm 400$ | $4200 \pm 800$ |  | 3216 |
| I ( ${ }^{\circ} \mathrm{C}$ ) | 21 | 26.5 | - | 22 | 22 | 20.5 |

(a) Data analyzed using .32 cm for extrapolation distance
(b) Poiaoned water data
(c) Puleed data
(d) $\sigma_{a}$ and $\bar{D} \bar{v}$ measured by poison water; $\bar{D} \bar{C} C$ by pulse measurement.
${ }^{a_{\mathrm{H}_{2} O}}{ }^{\mathrm{DV}}$ and H have been obtained with good accuracy from the measurement of diffusion lengths in poisoned water. Since the same set of experimental data can be fitted very acourately by different expansions, lerge disorepancies with previously quoted values of $H$ are not surprising. The dropping points technique shows that higher order terms should be retained in the analysis of data and that the usual 3 parameter fit yields values of $H$ which are largely dependent upon the range of the variables covered by the measurement. However, in practice with a Iinite number of points and finite experimental orrors, it has been found very difflcult to reduoe the uncertainty In H by fitting the data to an expression with more parameters. Therefore we feel it is preferable to compare different measurements point by point rather than by the coefflcients of their least square fits.
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## Measurement of the Diffusion Parameters of

Graphite and Graphite-Bismuth by Pulsed Neutron Methods ${ }^{1}$

E. Starr and G. A. Price Brookhaven National Laboratory Upton, New York

## Abstract

The pulsed neutron method was used to determine the absorption cross section, the diffusion coefficient and the diffusion cooling constant of high purity graphite, bismuth, and graphite-bismuth systems with volume ratios of 4:1, 2:l, and l:l by measuring the decay rate of thermal neutrons as a function of moderator geometry. Values of decay data are reported for each of the systems investigated, together with the geometric size. The measurements of the diffusion length by exponential methods have been included in the data reductions which resulted in a more accurate value of the diffusion parameters.

## Introduction

In connection with the investigation of the Liquid Metal
Fuel Reactor systems, the diffusion length has been measured in graphite and various ratios of graphite-bismuth by exponential measurements ${ }^{(1)}$. The pulsed neutron technique was then used to measure the diffusion parameters of these same systems and the results were compared; and then they were combined to yield a more accurate set of diffusion parameters.

Theory
The transport equation for the angle dependent flux $\phi(\underline{r}, E, \underline{\Omega}, t)$ is:
$\frac{1}{v} \frac{\partial \emptyset}{\partial t}=-\underline{\Omega} \cdot \nabla \varnothing-\Sigma \varnothing+S+\int d E^{\prime} . \int d \Omega^{\prime} \Sigma_{s}\left(E^{\prime} \rightarrow E, \Omega \rightarrow \Omega^{\prime}\right) \varnothing$
where $\Sigma$ is the total macroscopic cross section, $\Sigma_{s}$ is the macroscopic scattering kernel and $S$ is the source term given by a $\delta$-function at time $t=0$.

We consider the solution of equation (1) in the form

$$
\begin{equation*}
\varnothing(\underline{r}, E, \underline{\Omega}, t)=\sum_{k, n} A_{k n} \varnothing_{k n}(E, \underline{\Omega}) e^{-\alpha_{k n} t} e^{i \underline{B}_{k} \cdot \underline{r}} \tag{2}
\end{equation*}
$$

which substituted into equation (1) yields

$$
\begin{equation*}
\left[i\left(B_{k} \cdot \underline{\Omega}^{\prime}\right)-\frac{\alpha_{k n}}{v}+\Sigma\right] \varnothing_{k n}=\int d E^{\prime} \int d \Omega^{\prime} \Sigma_{s}\left(E^{\prime} \rightarrow E, \Omega \rightarrow \Omega^{\prime}\right) \varnothing_{k n}+s_{k n} \tag{3}
\end{equation*}
$$

Equation (3) defines the eigenfunction $\varnothing_{\mathrm{kn}}$ and the eigenvalues $\alpha_{k n}$ as a function of the buckling $B_{k}$. Generally, we are interested mainly in the lowest value $\alpha_{\infty O}(\equiv \lambda)$ as a function of $\left|\beta_{0}\right|(\equiv B)$. If $\lambda$ is expanded in terms of $B$, the familiar form of the fundamental decay constant as a function of buckling is obtained for a $1 / v$ absorption cross section

$$
\begin{equation*}
\lambda=\lambda_{0}+D_{0} B^{2}\left[1-C B^{2}+F B^{4} \cdot \cdot \cdot\right] \tag{4}
\end{equation*}
$$

where

$$
D_{o}=\overline{D v}=\frac{\int D v^{3} \exp \left(-\frac{m v^{2}}{2 k T}\right) d v}{\int v^{2} \exp \left(-\frac{m v^{2}}{2 k T}\right) d v}
$$

The flux for times which are not long compared to the fundamental decay constant will contain terms of both higher space and energy modes as given by equation (2)

$$
A_{\infty} \emptyset_{\infty} e^{-\lambda_{\infty} t} e^{i \underline{B}_{0} \cdot \underline{r}}+A_{01} \varnothing_{01} e^{-\alpha} 01 e^{i \underline{B}_{0} \cdot \underline{r}}+A_{10} \varnothing_{10} e^{-\alpha} 10{ }^{t} e^{i \underline{B} \cdot \underline{r}}+\ldots
$$

Proper choice of the point $\underline{r}$ at which the flux is measured will eliminate certain spacial harmonics. If we choose $\underline{r}$ as the center of the moderating medium, the spacial mode given by $K=1$ is zero. Then for large values of buckling the decay constant associated with the next possible spacial harmonic
will be large and it is possible for the first energy mode $\mathrm{n}=1$ to dominate all the higher modes. Hence the value of the flux will be given by the first two terms dependent only on $\lambda_{1}$ and $\lambda_{0}{ }^{\circ}$

Experimentally, a burst of fast neutrons is injected into a medium either multiplying (2) or non-multiplying。 slowing down and thermalization of the fast neutrons occurs. and then after a sufficient time the neutron will be in equilibrium with the moderator material. At this time, the spacial flux and energy spectrum assume their fundamental value. The neutron density then decays exponentially. If we measure the time rate of change of the neutron density in this asymptotic state, the relaxation time can be determined as a function of the lowest eigenvalue $\mathrm{B}^{2}$ for various geometric sizes. The inverse relaxation time $\lambda$ vs. $B^{2}$ is fitted to the polynomial in equation (4) and the coefficients can be determined. The pulsed neutron technique then offers a method of measuring the absorption probability $\lambda_{0}$, the average diffusion coefficient $\overline{\mathrm{Dv}}$ e and diffusion cooling coefficient $\mathrm{C}_{0}$ The accurate determination of $C$ depends on the measurement of the decay constant for small sizes of moderator; great effort has been taken to eliminate effects due to spacial (3) and in the present work energy harmonics, both of which if treated incorrectly could lead to erroneous results.

## Van de Graaff Generator

The neutron source was produced by the reaction of deuterons on beryllium, using a 1 Mev Van de Graaff generator. The accelerator has an extraction electrode ion chamber in which the ion bottle is normally biased to a cut-off condition with a positive potential on the extraction electrode. To pulse the system, a negative pulse of the duration desired is impressed on the extraction electrode, driving the positive potential to ground and allowing the positive ions to be accelerated. This system is in principle superior to magnetically deflecting the beam, but the extraction method has difficulty in that some ions will always leak out of the bottle and produce an inherent background. Since, in the pulsed neutron method it is not the total neutron intensity that is important but rather the number of decades that can be observed in the exponential decay, this background is quite undesirable.

The Van de Graaff generator pulsing system was designed so that a given frequency and pulse width could be mechanically selected at the high voltage terminal. This proved to be undesirable, because of the limitation in the choice of pulse width and pulse duration. The pulsing system shown in Figure 1 was therefore designed to satisfy the present operating requirements. The pulse is obtained from a standard pulse generator which operates from a 1 MC crystal oscillator. The
output of the pulse generator can be varied in frequency from l cycle per second to 1 megacycle per second. Pulse shaping provides a pulse width from $l \mu s e c$ to $l$ millisecond duration. This pulse is fed into the low voltage end of the Van de Graaff and used to drive a standard neon bulb (NE-2H). The output is relayed to the high voltage terminal of the Van de Graaff by means of a light pipe and a photomultiplier. The pulse at this point is again shaped and amplified to drive the extraction electrode as previously described.

The background problem has been solved by placing two parallel plates, 24 in. long and $1 / 2$ in. apart, inside the accelerating tube and electrostatically deflecting the beam in the off pulse condition. This is accomplished by maintaining one of the plates at approximately 500 volts and pulsing the other plate with a voltage synchronized with the signal driving the neon bulb in the Van de Graaff generator. This results in a potential on both plates of 500 volts when the deuterons were being accelerated toward the target, and a large deflecting potential, about 2000 volts/cm, when the beam is in a cut-off condition. The end result of this entire system is to improve the signal-to-noise ratio from approximately 500 to 1 to the present $10^{6}$ to 1 . Figure 2 shows a comparison of decay data measured with and without the deflecting voltage.

## Time_Analyzer

The neutron density as a function of time is recorded by a time analyzer. The time analyzer was designed with a channel selector to provide 10, 20,40 , or 100 total channels with any desired duration. The repetition rate is determined by the product of the channel width and the total number of channels selected. This means that the total time between pulses is a constant, with any error in time divided by the number of channels that have been selected.

The basic system operates by means of a Burroughs magnetic beam switching tube triggered by the pulse generator. The amplified neutron pulses enter the time analyzer through a synchronizer which has a second input of 1 megacycle pulses. This circuit essentially "quantizes" the neutron pulses with the 1 megacycle frequency so that any single neutron can be counted in only one channel. This permits the Burroughs tube, which selects the channel into which the data is recorded, to have a switching dead time of about $l \mu s e c$ without losing a neutron pulse or counting one pulse in two successive channels. The time analyzer can also be adjusted to permit a time delay between the start of the pulse generator and the opening of the first counting channel.

## Counting

The counting system included an aluminum $\mathrm{BF}_{3}$ proportional
counter $1 / 2$ in. diameter and 12 in . long. The output pulses were fed into a model 205B Atomic preamplifier which had been modified to permit a faster input time constant. These pulses were amplified by a model 204C Atomic linear amplifier, and then sent to the time analyzer to be counted. At intervals during the series of measurements, the detector and the time analyzer were both checked by a chi-square test for randomness and reproducibility.

## Procedure

The moderating assemblies that were investigated consisted of $\mathrm{GBF}^{1}$ graphite and volume ratios of graphite to bismuth of 4:1, 2:l, l:1 and finally an attempt was made to measure the diffusion parameters of an all bismuth array. The stacks were pulsed with the neutron source on the central axis parallel to the direction of the graphite extrusion. The cubes of moderating material were placed in a box situated on a table movable in the vertical direction as shown by the l:l graphitebismuth array in figure 3. The base of the table was filled with paraffin, and a sheet of 40 mil cadmium covered boral ${ }^{2}$ was placed between the stack and the table. After the stack was constructed, sheets of cadmium covered boral was placed around the remaining faces of the cube to prevent room return neutrons from affecting the decay data.

In order to establish that the reflection of neutrons from the concrete confines of the room produced no appreciable
effect, measurements were performed for different experimental arrangements with a given size stack. The first experiment was to measure the decay of the fast neutron source produced by reflection from the walls of the room by pulsing the box of cadmium covered boral without a moderating stack. The decay data is shown in figure 4. A graphite stack was then placed in the box and surrounded on all sides with approximately 6 inches of cadmium covered paraffin which served to reduce the time necessary for the leakage neutrons to return to the stack. Figure 5 shows the physical arrangement and the decay curves with and without the graphite stack. Finally an arrangement of nine stacks of graphite, all with the same dimensions, was constructed as shown in figure 6 with a sheet of cadmium placed between each adjacent array. The decay data was then measured in the central stack. Since each of the nine stacks has the same fundamental decay constant, any effect due to room return would only change the decay data for the stacks on the periphery. The decay measured for the nine stack array and the stack surrounded by paraffin was the same within the observed statistical error with approximately 2 milliseconds eliminated for higher harmonic content. The decay constant for the empty boral box and the paraffin pulsed without the central graphite region was also the same but decayed to background in approximately 1 millisecond. Therefore, the neutrons returned
from the wall in a time short compared to the predominance of the higher harmonics and their effects were eliminated in the reduction of data.

The anisotropic structure of pressed graphite should cause the diffusion coefficient to be different in the direction perpendicular to the extrusion axis as compared to the diffusion coefficient parallel to the axis. With the leakage rate given by:

$$
\begin{equation*}
\left(\frac{\pi^{2}}{(a+2 \varepsilon)^{2}}+\frac{\pi^{2}}{(b+2 \epsilon)^{2}}\right) D_{\perp}+\frac{\pi^{2}}{(c+2 \varepsilon)^{2}} D_{n} \tag{5}
\end{equation*}
$$

where $a_{2} b_{z}$ and $c$ are the dimensions of the graphite stack ${ }_{z}$ and $\epsilon$ is the extrapolation distance. The extrapolation distance is assumed to be independent of the stack dimensions and equal to $2.13 \mathrm{D}_{\rho} / \overline{\mathrm{v}}$, where $\overrightarrow{\mathrm{v}}$ is the mean neutron velocity at room temperature.

For all stacks investigated, the graphite blocks were placed with their extrusion axis parallel to each other. A method to measure the anisotropy is to determine the change in decay constant as the sides of the two axial directions are varied while maintaining a constant value of buckling. Large changes in the dimensions of the stack are needed to measure the small difference between $D_{\perp}$ and $D_{\|}$since the anisotropy, in this method, is determined by the sum of the diffusion coefficients. This technique is not quite as accurate as the exponential method (4) which measures the difference of the two diffusion coefficients. The results obtained by pulsed
neutron methods showed no appreciable difference between the parallel and perpendicular diffusion coefficients. within the accuracy of the measurement.

The effect of spacial harmonics on the measured decay constant was determined for a combination of detector and source positions in both large and small size stacks.

For the large size stacks of graphite, the source was situated at the center of one interface and the decay data was measured with the detector at the center of the stack and then at the center of each of two outside faces. This decay data is shown in figure 7, and it can be seen that the harmonics are most pronounced when the detector and source are both outside the moderator. The relaxation time for the individual curves appear to be slightly different, but if the decay data is corrected for the effect of the detector perturbation and if the harmonics are properly corrected for, all curves yield the same decay constant.

The source was then placed 10 inches inside the moderator and the decay curves were obtained with the same detector locations as previously discussed. The movable table served to always maintain the source on the centerline as the size of the stack was being changed. Figure 8 shows the decay curves for the three conditions investigated. The location of the detector at the geometric center and the source inside the
stack yields the smallest content of higher spacial modes to the decay data. Therefore, in all pulsed measurements, the source was inserted in the moderating material as close to the center of the stack as was physically possible. The detector was placed in the center of the $X-Y$ plane along the centerline of the $Z$ axis such that the peak of the fundamental mode was in the center of the active length of the detector. With the detector located in this position all even harmonics are eliminated from the recorded data. To correct for the effect of the perturbing influence of the detector and source inside the stack, a dummy detector and source which were identical with the active detector and source were placed at a symmetrical location. The decay was then obtained with and without the dummy source and detector, and the data linearly extrapolated to the value of the decay constant without a perturbation. The experimental values of the difference in the decay constants was approximately $2.5 \%$ for the large stacks and about $4 \%$ for the small stacks.

The measurement of the effect of harmonics for the small size stacks was obtained with the arrangement shown in figure 6. The source is situated inside one of the adjacent stacks to reduce the perturbating effects. The detector is located inside the stack and is progressively moved from a position near the source to a position near the opposite boundry with decay data
recorded at each position. The effect of spacial harmonics should cause a definite change at the beginning of the decay curve as was evident for the large size stacks. The detector was then situated outside the stack and the decay data measured. In all measurements there was no change in either the observed harmonic content or the measured decay constant therefore the effect cannot be due to spacial harmonics, but rather due to energy harmonics which must be taken into consideration. The measurement of the decay constant for the small size stacks is made more difficult when the background is high since any finite region of the decay curve can be assumed to be a pure exponential. Figure 9 shows that the decay data with the electrostatic deflection will imply a different relaxation time than the data without deflection。

The decay measurements for the pure bismuth stacks were obtained by placing large cadmium covered paraffin blocks on all sides surrounding the array. with this technique the neutrons are slowed down in the paraffing leading to a higher intensity of epi-cadmium neutrons in the bismuth. and thus allowing the diffusion of thermal neutrons in the bismuth to be investigated.

## Analysis of Data

The decay data were first analyzed by graphic methods and then by analytical means. The data from each decay measurement
were plotted to determine the approximate number of points that contained significant harmonic content. These points were then eliminated from the decay data. The remaining points were then least square fitted to a linear function using an LGP-30. The program fitted the logarithmic of the difference of the counts in the two successive time channels. If the number of counts in a given channel is of the form:

$$
\begin{equation*}
N_{n}=A e^{-\alpha t_{n}}+B \tag{6}
\end{equation*}
$$

where $B$ is the background and assumed to be constant. Then the difference between the $\mathrm{n}^{\text {th }}$ channel and the $(\mathrm{n}+1)$ channel will not contain the background. Hence the logarithm of the difference is:

$$
\begin{equation*}
\ln \left(N_{n}-N_{n+1}\right)=-x t_{n+1}+\ln \left[A\left(e^{-\Delta t}-1\right)\right] \tag{7}
\end{equation*}
$$

The result is a straight line independent of the background with a slope of $\alpha$. The first points are then successively dropped in the least square fit until the value of the decay constant does not change. The decay constant for a given size moderator together with the associated values of buckling are tabulated in Tables I-V for the different graphite and graphite-
bismuth ratios. The value of any relaxation time is the average of several individual decay measurements.

## Determination of the Diffusion Parameters

The absorption cross section $\Sigma_{a}$, the diffusion coefficient $\overline{D V}$ and the diffusion cooling coefficient $C$ were determined by least squares fitting the data points $\left(\lambda, B^{2}\right)$ to the linear function (5)

$$
\begin{equation*}
\frac{\left(\lambda-\lambda_{0}\right)}{B^{2}}=A_{1}+A_{2} B^{2} \tag{8}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are coefficients determined by varying the value of $\lambda_{o}$ until a minimum variance in the expression

$$
\sum_{n}^{1}\left[\left(\frac{\lambda-\lambda_{0}}{B^{2}}\right)-\left(\frac{\lambda-\lambda_{0}}{B^{2}}\right) \text { (calculated) }\right]^{2}
$$

is obtained for the values of $A_{1}$ and $A_{2}$. With the assumption of constant per cent probable error in the value of $\left(\frac{\lambda-\lambda_{0}}{B^{2}}\right)$,
all points were assigned equal weights. The effect of analyzing the data by equation (8) is to accentuate the influence of the higher coefficients and this is clearly shown in Figure 10 where the points have a much larger spread than in a plot of $\lambda \operatorname{vs~} B^{2}$. Since the value of $C$ in equation is the coefficient of the quadratic term in the polynomial expansion about $B^{2}=0$, the determination of the diffusion
cooling contains an error if the polynomial is terminated at three terms because the influence of the higher order terms is then relegated to the coefficients of the truncated form. On the other hand an attempt to fit the data to higher order terms only results in extremely large errors for the coefficients. The method used was to fit the data points to equation (8), and also to the inverted series.

$$
\begin{equation*}
\left[\frac{B^{2}}{\lambda-\lambda_{0}}\right]=F_{1}+F_{2}\left(\lambda-\lambda_{0}\right) \tag{9}
\end{equation*}
$$

The two equations (8) and (9) then represent a bound on the values of the coefficients. It was found that the values of the diffusion cooling coefficient obtained from fitted values of $A_{2}$ and $F_{2}$ were quite different. This showed that the higher order terms could not be neglected, and neither equation (8) nor (9) are individually correct. However, if the least squares fit to equations (8) and (9) are repeated successively dropping points of maximum $\mathrm{B}^{2}$ in equation (8) and maximum ( $\lambda-\lambda_{0}$ ) in equation (9), the values would asymptotically approach the same limit. Hence the values of the diffusion parameters were found as $B^{2}$ (or $\lambda-\lambda_{0}$ ) approached zero as defined by equation (4). The values of the diffusion coefficients obtained in this way agree quite well with each other, except for the values obtained at maximum buckling as shown in Figure 11.

The difference between the values of diffusion cooling $\left(C_{A}-C_{F}\right)$ obtained from the coefficients $A_{2}$ and $F_{2}$ of equations (8) and (9) decrease as the points of maximum buckling are progressively dropped but at the same time the error associated with the least squares fit rapidly increases. As the diffusion cooling coefficients in each series approaches its asymptotic value, the difference $\left(C_{A}-C_{F}\right)$ approaches a minimum. The value of diffusion cooling coefficient reported is obtained when the maximum total error spread in the difference reaches a minimum value; and then the error associated with the diffusion parameters is not the statistical error obtained by fitting the data but a more realistic value determined by the bound of equations (8) and (9) given by:

$$
\varepsilon=\left[C_{F_{\max }}-C_{A_{\min }}\right]
$$

The resulting diffusion parameters of graphite and graphitebismuth combinations are tabulated in Table VII.

Measurements of the diffusion lengths were made of the graphite and all the graphite-bismuth volume ratios by exponential methods using the same material as the pulsed experiment. The values were determined in the directions parallel and transverse to the extrusion axis and then averaged in the manner given in equation (5). The results are plotted
in Figure 12 as a function of the volume of bismuth divided by the total volume; and are tabulated in Table VI. In all cases the diffusion length determined only from the pulsed experiment agreed with the average diffusion length from the exponential measurement, within the statistical error. The least squares fit to equation (8) and (9) were done with and without the inclusion of the diffusion length as a point at a negative buckling. Since the pulsed neutron technique yields an accurate value of the average diffusion constant, and the exponential method yields an accurate value of the diffusion length, the combined data results in greater accuracy for the determination of the thermal absorption cross sections. The values of the mean lifetime given in Table VII are the results of this analysis with the diffusion length included. The value of the absorption cross section of graphite is found to be $3.83 \pm .05 \mathrm{mb}$, corrected for nitrogen content and the value for bismuth is $33.8 \pm .7 \mathrm{mb}$, where these values are obtained by combining the results measured with different volume ratios.

## Conclusion

The value obtained for the diffusion cooling coefficient of graphite is $33 \pm 3 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$; this is quite different in magnitude from the results of other measurements (6, 근) including those of the authors (8). The large difference between the values can be explained by the incorrect measurement of the
fundamental decay constant for small size stacks of moderator. The analysis of the decay data depends on correctly eliminating not only the spacial harmonics but also the energy harmonics.

A calculation of the decay constants for the higher spacial harmonics was made for a point thermal source located at the geometric center of the stack as a function of buckling. The results, even though it was a slight overestimation of the effect, agreed well with the harmonics obtained experimentally for the large size stacks. For the small size stacks, the calculation did not agree at all with the measured higher modes. The experimental results of the harmonic investigation showed that the effect is not due to spacial harmonics but rather to the energy harmonics which persists long after the spacial harmonics reach a fundamental value.

If the ratio of maximum neutron yield to background is small, it is obvious that the presence of energy harmonics will produce an incorrect decay constant. This effect would lead to a wrong determination in the value of the diffusion cooling coefficient. Recent measurements (9) in graphite show that the time required to wait for equilibrium after the end of the burst of neutrons is approximately 2 milliseconds, and is apparently independent of buckling. This means that if the signal-to-background ratio is small, the observer would erroneously measure the decay constant of the higher energy
modes instead of the fundamental decay. The existence of a linear portion of the curve on a semi-log plot is real, but the decay constant is too short and the inferred value of the diffusion cooling coefficient is incorrect.

Hence the combined requirements of the equilibrium time and the maximum signal-to-background ratio determine the smallest size moderator that can be measured. These recent measurements were made with a signal-to-noise ratio greater by approximately $10^{3}$ than the authors earliest measurements. The decay constant associated with small bucklings agreed quite well with the earlier measurements, but the decay constants at large bucklings were considerably different, and clearly showed the effect of the higher energy modes. The relaxation time of the next highest energy mode has been estimated to be approximately $300 \mu \mathrm{sec}$ as found by subtracting the fundamental decay from the decay data of some of the smallest size graphite stacks. If this value of ${ }^{\top} 1$ is used in an equation ${ }^{(10)}$ relating the diffusion cooling coefficient to the higher energy modes, reasonable agreement is obtained with the value of diffusion cooling reported.

Furthermore, the method of analysis used is less dependent on the large buckling measurements, as the value of the diffusion cooling coefficient is obtained in the limit as $\mathrm{B}^{2} \rightarrow 0$. This method also reduces the dependence of coefficients on knowing
an accurate value of the extrapolation distance, since the value of the buckling becomes less dependent on the extrapolation distance as the data points are successively dropped. The value of the extrapolation distance used in the determination of the buckling was obtained from an iteration of the diffusion coefficient calculation utilizing all the data points. The value was then kept constant as the successive points were dropped。

The bismuth diffusion length diffusion coefficient, and diffusion cooling coefficient were measured and are recorded in Tables VII and VIII. The bismuth diffusion length, as measured by the exponential method is not consistent with the pulsed neutron data. Consequently, the bismuth diffusion coefficients were calculated entirely from pulsed neutron data. The bismuth errors are not tabulated because of the possibility of a systematic error in the measurements as may be inferred by the inconsistency of the pulsed and static neutron measurements. In all the other assemblies of graphite and graphitebismuth mixtures the exponential and pulsed neutron measurements are entirely consistent.

The mixed stacks were composed of GBF graphite bars. approximately $37 / 8^{\prime \prime} \times 37 / 8^{\prime \prime} \times 24^{\prime \prime}$ each. and bismuth bars。 approximately . 985" x.985" x $24 "$ each. The AA graphite, which is a selected lot of GBF graphite, had been machined into l" x 1 " x 24 " bars. The AA graphite and bismuth are the same
material which was used in earlier slowing down and diffusion length measurements. (1)
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## Footnotes

1 Less than . 04\% impurities by chemical analysis.
$236 \%$ by weight $B_{4} C$ sandwiched between two sheets of aluminum.

Table of Results I GBF Graphite
Stack Density $=1.697$

| Herght (cm) | Width <br> (cm) | Length (cm) | $\begin{gathered} \mathrm{B}^{2} \\ \left(\mathrm{~cm}^{-2} \times 10\right. \end{gathered}$ | $\left(\sec ^{\lambda}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 128.3 | 127.9 | 121.9 | 1.766 | 429.2 |
| 108.5 | 127.9 | 121.9 | 1.985 | 467.5 |
| 108.5 | 108.3 | 121.9 | 2.201 | 507.0 |
| 88.8 | 108.3 | 121.9 | 2.575 | 579.8 |
| 88.8 | 88.6 | 121.9 | 2.950 | 630.4 |
| 69.1 | 88.6 | 121.9 | 3.662 | 790.9 |
| 69.1 | 69.0 | 121.9 | 4.379 | 919.5 |
| 49.3 | 69.0 | 121.9 | 6.042 | 1225.7 |
| 49.3 | 49.2 | 121.9 | 7.709 | 1436.0 |
| 49.3 | 49.2 | 59.1 | 9.599 | 1691.5 |
| 49.3 | 39.4 | 59.1 | 11.414 | 1960.4 |
| 39.4 | 39.4 | 59.1 | 13.225 | 2162.3 |
| 29.5 | 49.3 | 59.1 | 15.083 | 2292. 2 |
| 49.3 | 49.3 | 29.5 | 16.143 | 2502.1 |
| 29.5 | 39.4 | 59.1 | 16.904 | 2585.0 |
| 39.4 | 49.2 | 29.5 | 17.972 | 2693.0 |

Table of Results II
Volume Ratio 4:1 GBF Graphite to Bismuth Stack Density $=3.303$

| Height (cm) | Width <br> (cm) | Length (cm) | $\begin{gathered} \mathrm{B}^{2} \\ \left(\mathrm{~cm}^{-2} \times 10^{-3}\right) \end{gathered}$ | $\stackrel{\lambda}{\left(\sec ^{-1}\right)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 128.4 | 135.6 | 121.9 | 1.639 | 474.9 |
| 108.6 | 135.6 | 121.9 | 1.910 | 509.7 |
| 88.9 | 135.6 | 121.9 | 2.277 | 594.1 |
| 69.1 | 135.6 | 121.9 | 2.982 | 725.8 |
| 49.3 | 135.6 | 121.9 | 4.610 | 1104.0 |
| 69.1 | 61.6 | 121.9 | 4.775 | 1117.3 |
| 69.1 | 86.1 | 61.0 | 5.416 | 1257.1 |
| 49.4 | 61.6 | 121.9 | 6.393 | 1414.4 |
| 59.3 | 73.9 | 61.0 | 6.447 | 1439.9 |
| 69.1 | 61.5 | 61.0 | 6.501 | 1435.3 |
| 59.3 | 61.5 | 61.0 | 7.119 | 1568.2 |
| 49.4 | 61.5 | 61.0 | 8.124 | 1728.8 |
| 59.3 | 49.2 | 61.0 | 8.309 | 1767.2 |
| 49.4 | 49.2 | 61.0 | 9.313 | 1910.7 |
| 29.7 | 135.6 | 121.9 | 9.887 | 2117.7 |
| 39.5 | 49.2 | 61.0 | 11.072 | 2204.0 |
| 29.6 | 61.5 | 121.9 | 11.698 | 2298.8 |
| 29.6 | 61.5 | 61.0 | 13.438 | 2480.9 |

Table of Results III
Volume Ratio 2:1 GBF Graphite to Bismuth Stack Density $=4.378$


Table of Results IV
Volume Ratio 1:1 GBF Graphite to Bismuth Stack Density $=5.715$

| Height (cm) | Width (cm) | Length (cm) | $\left(\mathrm{cm}^{-2} \times 10^{B^{2}}\right.$ | $\frac{\lambda}{\left(\sec ^{-1}\right)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 128.4 | 128.2 | 121.9 | 1.730 | 598.3 |
| 128.5 | 118.2 | 121.9 | 1.824 | 623.9 |
| 118.7 | 98.4 | 121.9 | 2.189 | 725.6 |
| 98.7 | 98.4 | 121.9 | 2.464 | 800.9 |
| 98.7 | 88.6 | 121.9 | 2.671 | 836.1 |
| 88.8 | 78.7 | 121.9 | 3.157 | 932.7 |
| 79.0 | 78.7 | 121.9 | 3.438 | 1019.3 |
| 69.1 | 78.7 | 121.9 | 3.839 | 1108.4 |
| 98.8 | 98.4 | 61.0 | 4.131 | 1183.7 |
| 59.2 | 78.7 | 121.9 | 4.444 | 1259.4 |
| 98.8 | 68.9 | 61.0 | 5.022 | 1400.1 |
| 79.0 | 78.8 | 61.0 | 5.106 | 1424.8 |
| 79.0 | 68.9 | 61.0 | 5. 509 | 1516.6 |
| 59.2 | 78.8 | 61.0 | 6.110 | 1620.7 |
| 69.0 | 59.1 | 61.0 | 6.513 | 1737.3 |
| 59.2 | 59.1 | 61.0 | 7.113 | 1867.2 |
| 59.2 | 49.3 | 61.0 | 8.074 | 2035.5 |
| 59.2 | 39.4 | 61.0 | 9.743 | 2319.3 |
| 49.3 | 39.4 | 61.0 | 10.722 | 2449.1 |

Table of Results V
Bismuth
Stack Density $=9.761$

| Height <br> $(\mathrm{cm})$ | Width <br> $(\mathrm{cm})$ | Length <br> $(\mathrm{cm})$ | $\mathrm{B}^{2}$ <br> $\left(\mathrm{~cm}^{-2} \times 10^{-3}\right)$ | $\lambda$ <br> $\left(\mathrm{sec}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 113.4 | 115.7 | 121.9 | 1.980 | 874.9 |
| 113.4 | 105.8 | 121.9 | 2.106 | 893.4 |
| 103.5 | 105.8 | 121.9 | 2.238 | 950.4 |
| 103.5 | 96.0 | 121.9 | 2.400 | 1040.6 |
| 94.0 | 96.0 | 121.9 | 2.568 | 1184.4 |
| 94.0 | 86.7 | 121.9 | 2.824 | 1229.4 |
| 83.9 | 76.3 | 121.9 | 3.324 | 1420.8 |
| 74.0 | 76.3 | 121.9 | 3.652 | 1532.5 |


| Table of Results VI <br> A A Graphite <br> Stack Density $=1.674$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Herght (cm) | Width <br> (cm) | Length (crin) | $\begin{gathered} \mathrm{B}^{2} \\ \left(\mathrm{~cm}^{-2} \times 10^{-3}\right) \end{gathered}$ | $\begin{gathered} \lambda \\ \left(\sec ^{-1}\right) \end{gathered}$ |
| 111.9 | 121.8 | 122.1 | 1.993 | 477.7 |
| 101.7 | 101.5 | 122.1 | 2.410 | 560.3 |
| 86.4 | 86.3 | 122.1 | 3.065 | 683.5 |
| 71.2 | 71.0 | 122.1 | 4.160 | 846.1 |
| 81.3 | 81.2 | 61.0 | 5.106 | 1025.0 |
| 71.1 | 71.0 | 61.0 | 5.904 | 1167.0 |
| 61.0 | 60.9 | 61.0 | 7.101 | 1349.0 |
| 55.9 | 55.8 | 61.0 | 7.949 | 1484.0 |
| 50.9 | 50.8 | 61.0 | 9.030 | 1654.0 |
| 45.8 | 45.7 | 61.0 | 10.484 | 1861.0 |
| 43.2 | 43.2 | 61.0 | 11.390 | 1932.0 |
| 40.6 | 40.6 | 61.0 | 12.461 | 1965.0 |
| 38.1 | 38.1 | 61.0 | 13.726 | 2069.0 |


| Table of Results VIIExponential Diffusion Length Measurement |  |  |  |
| :---: | :---: | :---: | :---: |
| Materıal | $\begin{gathered} \text { Transverse } \\ L_{\perp} \end{gathered}$ | $\begin{gathered} \text { Parallel } \\ L_{\\|} \end{gathered}$ | Average ${ }^{L^{A v g}} .$ |
| A A Graphite | $53.8 \pm 0.3$ | $56.0 \pm 0.3$ | $54.5 \pm 0.5$ |
| GBF Graphite | $50.0 \pm 0.2$ | $52.3 \pm 0.2$ | $50.7 \pm 0.3$ |
| Graphite-Bismuth 4:1 | $47.4 \pm 0.1$ | $49.4 \pm 0.1$ | $48.0 \pm 0.2$ |
| Graphite-Bismuth 2:1 | $44.2 \pm 0.1$ | $47.1 \pm 0.1$ | $45.2 \pm 0.2$ |
| Graphite-Bismuth 1:1 | $42.5 \pm 0.1$ | $45.5 \pm 0.1$ | $43.5 \pm 0.2$ |
| Bismuth | 40.8 | 41.0 | 40.9 |


| Tabulation of Diffusion Parameters at $22^{\circ} \mathrm{C}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Stack | Partial Graphite Density ( $\mathrm{gms} / \mathrm{cc}$ ) | Partial <br> Bismuth <br> Densaty <br> ( $\mathrm{gms} / \mathrm{cc}$ ) | Stack <br> Density <br> (gms/cc) | $\begin{gathered} \lambda_{0}^{+} \\ \left(\sec ^{-1}\right) \end{gathered}$ | $\begin{gathered} \mathrm{Dv} \\ \left(\mathrm{~cm}^{2} / \mathrm{sec} \times 10^{5}\right) \end{gathered}$ | $\begin{gathered} C \\ \left(\mathrm{~cm}^{4} \sec \times 10^{5}\right) \end{gathered}$ | $\underset{(\mathrm{cm})}{\mathrm{\epsilon}}$ |
| A A Graphite | 1.674 |  | 1.674 | $71.2 \pm .8$ | $2.09 \pm .03$ | $41 \pm 4$ | 1.79 |
| GBF Graphate | 1.697 |  | 1.697 | $79.2 \pm .6$ | $2.02 \pm .01$ | $34 \pm 3$ | 1.73 |
| Graphite-Bismuth 4:1 | 1. 355 | 1.948 | 3.303 | $100.0 \pm .8$ | $2.27 \pm .01$ | $33 \pm 3$ | 1.96 |
| Graphite-Bismuth 2:1 | 1. 130 | 3.248 | 4.378 | $126.1 \pm .8$ | $2.486 \pm .005$ | $43 \pm 2$ | 2.15 |
| Graphite-Bismuth 1:1 | 0.846 | 4. 869 | 5.715 | $145.4 \pm 1.2$ | $2.719 \pm .006$ | $51 \pm 5$ | 2.38 |
| Brsmuth * * |  | 9.761 | 9. 761 | 180.7 | 3.06 | 215 | 2.72 |

* Values of ( $1 L^{2}$ ) are used in the least squares $f_{1} t$, except for Bısmuth stack.
** See text for comments on probable errors.


## Figure Captions

1. Neg. No. 11-542-61
2. Neg. No. 11-539-61
3. View of the Graphite-Bismuth 1:1 Stack, Neg. No. 11-589-60.
4. Measurement of the Effect of Room Return to the Empty Closed Boral Box - Neg. No. 11-468-б́l.
5. Effect of Paraffin-Cadmium Reflector Around Graphite Stack Neg. No. ll-54l-6́.
6. Effect of Graphite-Cadmium Reflector Around Graphite Stack Neg. No. ll-540-61.
7. Spacial Harmonics for Various Positions with Source Outside Moderator - Neg. No. 11-472-61.
8. Spacial Harmonics for Various Positions with Source Inside Moderator - Neg. No. 11-470-6́.
9. Effect of Energy Harmonics With and Without Beam Deflection System - Neg. No. 11-471-61.
10. $\left[\frac{\lambda-\lambda_{0}}{B^{2}}\right]$ vs $B^{2}$ for the Graphite-Bismuth $4: 1$ Stack - Neg. No. 11-671-61.
11. Values of $\overline{\mathrm{D} v}$ as Maximum $\mathrm{B}^{2}$ Points are Successively Dropped Neg. No. 11-672-б́l.
12. Exponential Measured Diffusion Length vs Volume Ratio Neg. No. 11-469-61.
13. Decay Constant, $\lambda$ vs Buckling, $B^{2}$ for the Graphite-Bismuth 4:1 Stack - Neg. No. 2-390-62.
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## ABSTRACT

A review of 16 papers ( $1-16$ ) submitted to the Brookhaven conference and dealing with the experimental aspects of "asymptotics" or "transients" in space, time, and energy is given. Most of these papers deal with diffusion parameter measurements using pulsed or stationary methods; numerous new data have been reported and are critically compared. A number of new techniques for the investigation of space-and time-dependent thermalization phenomena are reviewed.

## 1. Introduction

About four years ago, the whole field of "transients" or "asymptotics" research appeared to be in a very good state; measurements by different authors using either pulsed or stationary methods were in reasonable agreement. Attempts to interpret the data theoretically were in general quite successful. There seemed to be not much incentive for further research work. However, with the arrival of more advanced experimental techniques and of more sophisticated analysis methods, the situation has almost completely changed. Today, there exists a considerable amount of discrepant data on almost any moderator. Reported data for thermalization times and diffusion cooling coefficients diverge by up to a factor of three and even for one of the most fundamental constants of neutron physics, the diffusion length of thermal neutrons in water, data differing to up to $6 \%$ have been found. Only in very few cases the data can be calculated theoretically with sufficient accuracy. The author hopes that discussions at this conference will contribute towards a better understanding of all these problems and clarify some discrepancies.

In order to give a formal classification of the problems which will be discussed in this paper, let us start from the space-time- and energyThe Proceedings of the
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## PREFACE

A conference on the subject of neutron thermalization was held at the Brookhaven National Laboratory from April 30 to May 2, 1962, precisely four years after the close of the last thermalization conference, the Gatlinburg conference of April 28-30, 1958. The subject of thermalization, which concerns the approach to thermal equilibrium and the manner of the equilibrium distribution of neutrons in matter, has elicited a great deal of interest in the meantime. While the seventeen papers contributed at Gatlinburg could be assembled into a single, convenient volume, presenting the seventy Brookhaven papers has required four weighty books.

The Brookhaven conference was conducted as a "reporter" conference. The technical papers which were submitted were sorted into six categories, viz., the experimental and theoretical aspects of the "scattering law," of spectra in infinite media, and of transient phenomena. A reporter was chosen for each of the six topics, and was asked to prepare a talk which would contain an appreciation of the technical papers. The reporter talk, followed by a general discussion constituted each session. Thus, the individual papers were not presented, though copies were available to all who attended, and are presented in these proceedings. (While the papers from our Soviet colleagues were received too late for discussion at the conference, translated versions will also be found in these volumes.)

The success of a technical conference is always due to the efforts of many people. We must first thank the reporters and authors for the fine quality of their contributions. Mr. Robert Brown of Brookhaven's Graphic Arts Division was responsible for the prompt publication of the proceedings and for having more than ten thousand copies of the technical papers ready in time for the conference. Mrs. Mariette Kuper and Mr. Edward Bergin and their staffs directed the mechanics of the conference with skill and aplomb, while several members of the Theoretical Reactor Physics Group made important contributions to its planning and execution. In particular, we should thank Drs. Paul Michael and Henry Honeck, and for his kind encouragement throughout, Mr. Jack Chernick, the Group's Director.
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## I. Introduction

The theory of neutron thermalization has developed to a considerable extent toward its basic objective of the quantitative determination of the thermal neutron distribution function as determined from the transport equation. The two main channels of this development have been in the improved theoretical and experimental understanding of the "scattering law" for thermal neutrons in moderating materials, and in the improved ability to use this information in solving the transport equation. In this paper, the latter of these two subjects will be considered. The former is summarized in other papers for this conference.

The transport equation for thermal neutrons can be considered from three levels of approach. The first level is the study of the basic mathematical properties of the transport equation for cross sections obeying the general constraints which apply to thermal neutron scattering from moderators. The objective of this study is to reach a level of understanding comparable to that which we now have for the one-velocity transport equation. Considerations in this area include the nature of asymptotic solutions as defined by eigenvalue problems, the modification of the Milne problem due to velocity dependence of the mean free path, and new physical phenomena peculiar to the thermalization problem, such as the thermal diffusion of neutrons in the presence of a temperature gradient. Investi-
gations on this level are essential to our fundamental understanding of the problem, and also have application to the interpretation of pulsed neutron measurements and diffusion length measurements. Recent developments in this area have been very interesting. In the author's opinion, the study of the basic mathematical properties of the transport equation for thermal neutrons is a very important current area of research in neutron thermalization, and has considerable relevance also to an improved understanding of phenomena in kinetic theory and solid state physics which are described by linearized transport equations. It is in this area that most of the discussion in the present paper will be concentrated.

A second level of approach, which is advancing at an impressive rate, is the direct numerical solution of the transport equation using large digital computers. The comparison of theory and experiment, on which advance in our understanding is fundamentally based, depends in an essential manner on the intelligent use of large digital computers to analyze the actual experimental situation in terms of the best available input cross sections. It should be emphasized that the advance in the technology in this area has been extremely rapid and will probably continue to be so for some time. It is the author's opinion that the use of large digital computers will play an increasingly dominant role in our basic understanding of the complex phenomena with which we are concerned.

There is also an intermediate level of approach which is concerned with simplified models for the thermalization process, and semi-analytical solutions to the transport equation. This general approach is illustrated by the modified heavy gas model, by eigenfunction expansions of the solution to the transport equation, and by variational formulations of the space and energy dependent problem. This intermediate level has played an important role in developing a semi-quantitative understanding of many complex phenomena. For some time it even appeared that this would be the best way to a quantitative understanding. In the last few years, however, progress in this direction has been much less rapid than through direct numerical solutions with digital computers. There are several interesting papers for this conference on this level of approach. In order to maintain a somewhat coherent pattern to the presentation in this summary, it has been necessary to omit comment on these papers. Thus, this summary represents, to some extent, the approaches of greatest personal interest to the author.

In Section II we discuss the definition of the thermal diffusion length as an eigenvalue problem, and the numerical solution of this equation with comparison to experiment. This particular problem is a good illustration of the use of digital computers in combination with an examination of the mathematical nature of the transport equation to reach a rather satisfactory
degree of understanding. Section III is devoted to the considerably less well understood area of time-dependent problems. The emphasis is on the question of existence of an eigenvalue representing an asymptotic exponential decay.

## II. The Diffusion Length

We define the thermal diffusion length $\kappa^{-1}$ as the eigenvalue of the transport equation corresponding to a positive eigenfunction $e^{-\kappa X_{f}}(E, \mu)$ describing the exponential relaxation of the ther mal flux in an infinite source free medium with no spatial variation in the $y$ and $z$ directions. This definition was first given by Kuscer and Ribaric (1) who derived the integral equation defining the diffusion coefficient in the weak absorption limit, and gave a procedure for expansion of $\kappa^{2}$ in a power series in the absorption cross section. For the particular case of monatomic hydrogen moderation, the weak absorption limit corresponds to the calculation of the coefficient of self-diffusion for a gas of hard spheres. This very old problem in kinetic theory was first considered by Boltzmann and was first solved numerically by Pidduck (2) in 1916. For those with an interest in the history of the problem, the discussion given by Pekeris (3) is very interesting.

The eigenvalue problem we wish to solve is defined by

$$
\begin{equation*}
(\Sigma(\mathbf{E})-\kappa \mu) \mathbf{f}(\mathbf{E}, \mu)=\int_{0}^{\infty} \int_{-1}^{1} \Sigma\left(\mathbf{E}^{\prime}, \mu^{\prime} \rightarrow \mathbf{E}, \mu\right) \mathbf{f}\left(\mathbf{E}^{\prime}, \mu^{\prime}\right) \mathrm{dE}^{\prime} \mathbf{d} \mu^{\prime} \tag{1}
\end{equation*}
$$

The essential features of the problem can be illustrated by considering the special case of isotropic scattering. Dividing through by $[\Sigma(E)-\kappa \mu]$ and integrating Eq. (1) over angles leads to an integral equation in the energy

$$
\begin{equation*}
\phi(\mathrm{E})=\frac{1}{2 \kappa} \ln \left[\frac{\Sigma(\mathrm{E})+\kappa}{\Sigma(\mathrm{E})-\kappa}\right] \int_{0}^{\infty} \Sigma_{0}\left(\mathrm{E}^{\prime} \rightarrow \mathrm{E}\right) \phi\left(\mathrm{E}^{\prime}\right) \mathrm{dE}^{\prime} \tag{2}
\end{equation*}
$$

More generally, if the scattering kernel is expanded in a series of Legendre polynomials terminating with the L'th term, Eq. (2) is replaced by the set of (L+1) integral equations considered by Honeck (4) in a paper for this conference (for $L=3$ ).

First let us consider the case of constant cross sections. Use of the detailed balance property of the energy transfer cross sections shows in this case that Eq. (1) is satisfied by a solution of the form $f(\mu) M(E)$, where $\mathrm{M}(\mathrm{E})$ is a Maxwellian distribution at the moderator temperature, and $\mathbf{f}(\mu)$ is the solution of the one velocity problem

$$
\begin{equation*}
(\Sigma-\kappa \mu) \mathbf{f}(\mu)=\int_{-1}^{1} \Sigma\left(\mu^{\prime} \rightarrow \mu\right) \mathbf{f}\left(\mu^{\prime}\right) \mathbf{d} \mu^{\prime} \tag{3}
\end{equation*}
$$

which has been extensively studied. In particular, for isotropic scattering there is a single pair of eigenvalue $\pm \kappa$ satisfying

$$
\begin{equation*}
1=\frac{\Sigma}{2 \kappa} \ln \left(\frac{\Sigma+\kappa}{\Sigma-\kappa}\right) \tag{4}
\end{equation*}
$$

which determine the asymptotic solution far from a plane source. As the ratio of absorption to scattering increases, $\kappa$ approaches $\Sigma$, and one must go farther from the source in order for the asymptotic exponential behavior to dominate. For any finite amount of scattering, however, the asymptotic solution is $\left.\mathrm{e}^{-\kappa X_{f}} \mathbf{f} \mu\right) \mathrm{M}(\mathrm{E})$ with $\kappa$ determined by Eq. (4).

Now consider the more general case. By the requirement that $\mathbf{f}(\mathrm{E}, \mu)$ be positive, we obtain the upper bound

$$
\begin{equation*}
|\kappa| \leqslant \underset{0 \leqslant E<\infty}{\operatorname{minimum}}\{\Sigma(E)\} \tag{5}
\end{equation*}
$$

For noncrystalline moderators or incoherently scattering moderators with an absorption cross section which goes to zero at large energy, this bound is determined by the free atom scattering cross section. For crystalline moderators at low temperature it is determined by the total cross section just below the Bragg cutoff.

The interest in the above formulation is not entirely academic as it applies quite well to the experimental situation in which the thermal diffusion length is measured by foil activation using the thermal column of a reactor as a source. Except for a small correction for transverse buckling, the formulation given is applicable to the analysis of experiments in which the diffusion length is measured as a function of $1 / \mathrm{v}$ poison concentration as has been done for water. (5) The previously mentioned paper by Honeck (4)
carried through this analysis in a way which to me illustrates very nicely the power of flexible use of a digital computer in advancing our understanding. The solving of four coupled integral equations in the energy was found to be well within the ability of the computer and allowed a direct comparison of theory and experiment without the a mbiguities due to uncertain errors in the usual power series expansion.

There is one interesting unresolved point in this analysis. As the absorber concentration is increased, it is not clear whether $\kappa$ approaches its bound in the limit of large absorber concentration or reaches it at some finite concentration. For a simple model discussed in Appendix A, the latter is the case. This would indicate that beyond a certain critical absorber concentration, the asymptotic behavior of the flux far from a plane thermal source is not exponential, and one has only the transient solutions to the transport equation. This point can be checked by extension of Honeck's calculations to larger absorber concentrations.

In demonstrating the upper bound Eq. (5) on the fundamental mode eigenvalue, we used the fact that the eigenfunction must be positive. If we merely require that the eigenfunction not be singular, then this upper bound also applies to the higher oscillatory eigenfunctions. It should be noted that many of the spatial eigenvalues which have been numerically calculated in diffusion theory (6) exceed this bound. The transients cor-
responding to these eigenvalues will play an important role only in a heavy moderator with weak absorption. In this case the approach of the spectrum to its asymptotic value and the decay of the asymptotic flux will be on a spatial scale long compared to a mean free path.

Two other problems which fall in the same category as the diffusion length problem are the Milne problem for velocity dependent mean free path (8), and the thermal diffusion of neutrons (9) in the presence of a temperature gradient. These problems, which help to elucidate the basic properties of the transport equation for thermal neutrons, are discussed rather thoroughly in other papers for this conference $(8,9)$, and will not be discussed further in the present paper.
III. Time Dependent Problems

The basic physical process of interest in neutron thermalization is the approach to equilibrium of a neutron distribution. This is illustrated in its simplest form by considering an isotropic space independent velocity distribution in an infinite non-absorbing medium. Even for this problem, our understanding of the mathematical properties of the governing equation has, until recently, been very poor.

From the detailed balance condition on the energy transfer cross section, it follows that a Maxwellian distribution of neutron velocities at the moderator temperature is a time independent solution. It can also be
shown (10) that the entropy of the neutron distribution increases monotonically with time. If the kernel is sufficiently nonsingular (11), the entropy will approach its maximum value corresponding to an equilibrium Maxwellian, and the neutron distribution will the refore approach an equilibrium distribution.

Beyond this it has usually been assumed $(12,13)$ that the approach to equilibrium can be described in terms of a complete set of discrete eigenfunctions. In an important recent paper (14), Corngold, Michael, and Wollman have given an explicit counterexample for the case of moderation by monatomic hydrogen. They showed that the discrete eigenvalue spectrum has a maximum decay constant

$$
\begin{equation*}
\lambda_{\max }=\operatorname{minimum}\{\mathrm{v} \Sigma(\mathrm{E})\} \tag{6}
\end{equation*}
$$

and that one must admit continuum eigenfunctions in the sense of Case (7) for a complete description of the approach to equilibrium. This approach has been developed more fully in a paper for this conference by Koppel (15).

The conclusions for monatomic hydrogen appear to be applicable to the general problem, since for any actual moderator the scattering probability $v \Sigma_{S}(E)$ will have a minimum value at zero velocity, and increase in an unbounded (though not necessarily monotonic) manner as the velocity increases. There are two nonphysical cases where the discrete eigenvalues are complete. The first is the case of a $1 / v$ scattering cross section where
the bound still exists, but represents an actual upper limit on the decay rate at any energy. The second is the heavy monatomic gas in the limit of large mass ratio. If one considers this limit as one of a finite rate of slowing down, as is conventional, then the mean time between collisions goes to zero so that the bound on the decay constants goes to infinity.

For the practical calculation of time dependent problems, the eigenfunction expansion is still useful for heavy moderators at long times. For monatomic hydrogen, however, the distribution of eigenvalues is such that the expansion is of extremely limited utility. In looking toward the eventual objective of obtaining detailed solutions of the energy, space, and time dependent transport equation, it would be very helpful to have alternate procedures for treating the time dependence. The use of the time moments of the distribution as suggested by Koppel (16) is deserving of further investigation in this connection.

The concept of an upper bound on the decay constant has an interesting application to the problem of the decay constants measured in pulsed neutron experiments. Corngold and Michael (17) have pointed out that the measured decay constants in small beryllium and graphite assemblies exceed this bound. We note that the bound in these materials is quite low due to the small inelastic cross section below the Bragg cutoff, particularly at
low moderator temperatures. Their comment raises two interesting questions. First, what is the physical origin of the boundedness of the decay constant in the space dependent case? Second, if the experimenter could wait long enough, would he see a true decay constant? The answers to both these questions are quite subtle, and will be described in detail elsewhere (18), but a summary will be given below.

The essential conclusion is that the existence of a bound on the decay constant of a funda mental mode depends on the possibility of an infinite transit time of a neutron across the medium in question. For infinite medium problems, one always has a bound even for one velocity. This is illustrated by the work of Lehner and Wing (19) on the eigenvalues for a slab in one velocity. In this case, however, as opposed to the infinite medium with an $\exp (\mathrm{ikx})$ spatial dependence (7), a fundamental mode decay constant exists no matter how thin the slab. When one goes from a slab to a bounded finite medium, Jorgens (20) has shown that a fundamental mode decay constant exists under rather general conditions. In particular, for the case of a sphere in one velocity transport theory, the decay constant is not bounded. More generally, if the velocity domain is bounded away from zero, Jorgens has proved that an eigenvalue exists for a wide class of scattering kernels.

The problem is most easily understood by considering the integral
equation form of the transport equation (21) for a distribution which is decaying as $\exp (-\lambda t)$ :

$$
\begin{align*}
& \mathrm{f}(\mathrm{E}, \overrightarrow{\mathrm{r}}, \vec{\Omega})=\int_{0}^{\mathrm{R}_{\mathrm{o}}(\overrightarrow{\mathrm{r}}, \vec{\Omega})} \mathrm{dR} \int \mathrm{dE}^{\prime} \int \mathrm{d} \vec{\Omega}^{\prime} \Sigma\left(\mathrm{E}^{\prime}, \vec{\Omega}^{\prime} \rightarrow \mathrm{E}, \vec{\Omega}\right)  \tag{7}\\
& \times \mathrm{f}\left(\mathrm{E}^{\prime}, \overrightarrow{\mathrm{r}}-\mathrm{R} \vec{\Omega}, \vec{\Omega}^{\prime}\right) \exp \left\{-\mathrm{R}\left[\Sigma(\mathrm{E})-\frac{\lambda}{\mathrm{v}}\right]\right\}
\end{align*}
$$

We see immediately that the integral on the right-hand side does not exist in an unbounded medium if $\Sigma(E)-\frac{\lambda}{v}$ is negative for any velocity. For a bounded medium, the integral exists except when $\mathrm{E}=0$. Since the cross section for scattering to zero energy vanishes only as some power of the energy, the right-hand side of Eq. (7) exists only if

$$
\begin{equation*}
\lambda \leqslant \lim _{E \rightarrow 0} v \Sigma(E) \tag{8}
\end{equation*}
$$

even for a finite medium.

For any physical problem involving neutron moderation, the collision probability at zero energy will be the minimum value for all energies so that this bound is the same as Eq. (6). The origin of the bound in a finite medium is quite different, however, being explicitly associated with the behavior of the cross section in the limit of zero energy. This is most easily illustrated by considering the fictitious case of a cross section
crystalline moderators, the discussions given (17,24) indicate that the difficulty in interpretation is closely connected with a lack of space-energy separability. It therefore seems preferable to give up the concept of an equivalent buckling even for fairly large samples.

On the other hand, it seems to the author that the experiments are important ones to understand precisely because their understanding requires giving up simplifying concepts and forces a detailed analysis of the experimental situation. Insofar as a decay constant eigenvalue exists, its computation for a finite sample is well within our present capabilities for solving space and energy dependent problems using a digital computer. Our ability to calculate the time dependent problem in detail when there is no fundamental mode remains an interesting challenge for the future. Our physical understanding of time dependent problems is clearly still quite limited, and we can still profitably use semi-quantitative calculations (25) to help bring us to the point where detailed computer calculations can be performed with confidence.

## APPENDIX A

## Critical Absorption for the Existence of the Diffusion Length

As a simple calculational model, we will consider the case of constant isotropic scattering c ross section, $1 / \mathrm{v}$ absorption cross section, and a separable scattering kernel (14) obeying detailed balance. Measuring energies in units of $k T$, we have

$$
\begin{align*}
& \Sigma(\mathrm{E})=\sigma\left(1+\gamma \mathrm{E}^{-\frac{1}{2}}\right)  \tag{A1}\\
& \Sigma_{o}\left(\mathrm{E}^{\prime}-\mathrm{E}\right)=\sigma \mathrm{M}(\mathrm{E}) \tag{A2}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{M}(\mathrm{E})=E \mathrm{e}^{-\mathrm{E}} \tag{A3}
\end{equation*}
$$

Integrating (A2) over energy and measuring $\kappa$ in units of $\sigma$, we reduce the eigenvalue problem to

$$
\begin{equation*}
\kappa=\int_{0}^{\infty} \ln \left(\frac{1+\kappa+\gamma \mathrm{E}^{-\frac{1}{2}}}{1-\kappa+\gamma \mathrm{E}^{-\frac{1}{2}}}\right) \mathrm{Ee}^{-\mathrm{E}} \mathrm{dE} \tag{A4}
\end{equation*}
$$

The right-hand side of (A4) is a monotonically increasing function of $\kappa$, and a monotonically decreasing function of $\gamma$ varying from zero to $\ln \left(\frac{1+\kappa}{1+\kappa}\right)$ as $\gamma$ goes from infinity to zero. For $\kappa$ equal to its upper bound of 1 , the right-hand side becomes an unbounded function of $\gamma$ so that there exists a value $\gamma_{c}$ satisfying

$$
1=\int_{0}^{\infty} \ln \left(1+\frac{2 \mathrm{E}^{\frac{1}{2}}}{\gamma_{\mathrm{c}}}\right) \mathrm{Ee}^{-\mathrm{E}} \mathrm{dE} .
$$

The value of $\gamma_{c}$ will be of the order of one corresponding to roughly equal scattering and absorption at kT. For $\gamma>\gamma_{c}$, the right-hand side of (A4) will be less than $\kappa$ for all $\kappa$ between zero and one, so that no solution to the eigenvalue problem exists. It is not clear whether this feature will be found for more realistic thermalization models, but this can be easily checked numerically. Note that the important difference from the one velocity problem is that the upper bound for $\kappa$ is 1 rather than $1+\gamma$.
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## INTRODUCTION

The mathematical physicist faces two alternatives in the study of neutron thermalization. He may consider a scattering kernel which stems from a very simple physical model of the moderator, but which permits direct mathematical analysis of the Boltzmann equation, or he may use numerical schemes and large computing machines to solve the Boltzmann equation, incorporating into the equation as subtle a kernel as the capacity of his machine permits. Both types of study are necessary for the proper development of the subject. In this paper we take the first point of view and discuss phase integral (WKB) approximations to solutions of the Boltzmann equation, for those models for which the scattering operator may be taken to be a differential operator of second order. Of these, the heavy gas, or Wilkins' model (l) is best known. In addition, there are Wilkins' equations of higher order (2), and the equations for bound systems considered by Kazarnovskii, et.al. (3) and by Clark and deSobrino (4). The differential version of the proton gas model (ㅢ) does not stem from a differential representation of the scattering kernel, but yields a second order differential equation in energy, nevertheless. We shall discuss the proton gas in a later note.

We consider a homogeneous system, and in it, the Boltzmann equation in the diffusion approximation, viz.

$$
\begin{equation*}
\frac{1}{\sqrt{\varepsilon}} \frac{\partial}{\partial t} \Phi-D(\epsilon) \nabla^{2} \Phi+\Sigma_{a}(\epsilon) \Phi=S \Phi+Q . \tag{1}
\end{equation*}
$$

In (l), $\Phi \equiv \Phi(\underline{x}, t, \epsilon)$ is the flux density of neutrons, a function of position, time, and energy. The energy is denoted by the dimensionless variable $\varepsilon$, where $\varepsilon=E / k_{B} T=\left(\frac{v}{v_{B}}\right)^{2} . k_{B}$ is Boltzmann's constant. $Q$ is the appropriate source density, and $S$, the scattering operator, is defined through:

$$
\begin{equation*}
S f(\epsilon) \equiv \int_{0}^{\infty} d \epsilon^{\prime}\left[\Sigma_{S}\left(\epsilon^{\prime} \rightarrow \epsilon\right) f\left(\epsilon^{\prime}\right)-\Sigma_{S}\left(\epsilon \rightarrow \epsilon^{\prime}\right) f(\epsilon)\right] \tag{2}
\end{equation*}
$$

Most of this paper will be devoted to the transient, or modal solutions of (1). These are the solutions to the sourcefree equation, which vanish exponentially as $\epsilon \rightarrow \infty$. It is generally assumed that they form a complete and denumerable set, and it is common practice to use them as a basis for the expansion of the flux in interpreting the results of a pulsed neutron experiment (6), or an experiment in space-dependent thermalization (7). To obtain them we write

$$
\Phi \propto \exp _{\varphi(\varepsilon)}\left[i \underline{B} \cdot \underline{r}+\lambda v_{B} t\right] M(\epsilon)
$$

which gives, for $(x)$, the equation

$$
\begin{equation*}
\left[\frac{\lambda+\lambda \mathrm{a}(\epsilon)}{\sqrt{\epsilon}}+D(\epsilon) \mathrm{B}^{2}\right] \rho(\epsilon)=S \varphi(\epsilon) \tag{4}
\end{equation*}
$$

where $\Sigma_{a}(\epsilon)=\frac{1}{\sqrt{\epsilon}} \Sigma_{a}\left(v_{B}\right) f(\epsilon)=\frac{1}{\sqrt{\epsilon}} \lambda_{a} f(\epsilon)$. The solution of
which we seek should be free from singularities and should decrease exponentially at infinity. If we regard $B^{2}$ and the absorption as given and seek eigenvalues $\lambda_{j}$ and corresponding eigenfunctions $\mapsto_{j}\left(\epsilon ; B^{2}\right)$ we obtain quantities suitable for the interpretation of pulsed neutron experiments. Thus, an initial burst of neutrons having the distribution $\exp \left\lceil i \underline{B}_{j} \cdot \underline{\underline{r}}\right\rceil Q(\epsilon)$ at $t=0$ evolves in time according to

$$
\begin{equation*}
\Phi_{j}(\underline{\underline{r}}, t, \epsilon)=\exp \left[i \underline{B}_{j}{ }^{\cdot} \underline{\underline{r}}\right] \sum_{k} a_{k} \partial_{k}\left(\epsilon ; B_{j}{ }^{2}\right) \exp \left[\lambda_{k}\left(B_{j}{ }^{2}\right) t\right] \tag{5}
\end{equation*}
$$

Where the $a_{k}$ may be determined through use of the ortho-normality condition,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d \varepsilon}{\sqrt{\epsilon}} \varphi_{k}^{+}\left(\varepsilon ; B^{2}\right) \varphi_{m}\left(\epsilon ; B^{2}\right)=\delta_{k m} \tag{6}
\end{equation*}
$$

$T_{k}^{+}$is the solution to the equation adjoint to (4), and the "detailed-balance" property of the scattering operator ensures
that $\varepsilon \exp [-\epsilon] \varphi_{k}^{+}(\epsilon)$ is proportional to $\hat{0}_{k}(\varepsilon)$ (으). The dependence of $\lambda_{0}$, the fundamental decay constant, upon $B_{0}{ }^{2}$, the fundamental buckling, is the subject of considerable experimental effort (9).

If, on the other hand, we take $\lambda=0$ and ask for the modes $\Phi \propto \exp \left[\underline{u}_{j} \cdot r\right]_{j}(f)$, we find functions suitable for the analysis of a steady-state diffusion-length experiment. Thus, if the neutron velocity distribution is prescribed to be $Q(\epsilon)$ on the plane $z=0$, the distribution of neutrons in space, $z \geq 0$ is given by:

$$
\begin{equation*}
\Phi(\underline{r}, \epsilon)=\sum_{j} b_{j}{ }_{j}{ }_{j}(\epsilon) \quad \exp \left[-K_{j} z\right] . \quad\left(\underline{u}_{j}^{2} \equiv K_{j}{ }^{2}\right) \tag{7}
\end{equation*}
$$

In (7) the $\mathrm{b}_{\mathrm{j}}$ may be determined through the use of

$$
\begin{equation*}
\int_{0}^{\infty} d \epsilon D(\epsilon) \Psi_{k}^{+}(\epsilon) \Psi_{m}(\epsilon)=\delta_{k m} \tag{3}
\end{equation*}
$$

where, once again $\epsilon \exp [-\epsilon] \Psi_{k}^{+}$is proportional to $\Psi_{m}(\epsilon)$. The dominant decay constant, $K_{o}$, is the inverse of the thermal diffusion length.

Finally, the modal solutions may be used to represent steady-state slowing down spectra. If the source of neutrons leading to (5) is steady, rather than a burst, we find

$$
\begin{align*}
{ }_{j}(\underline{r}, \epsilon) & =\exp \left[i B_{j} \cdot r\right] \sum_{k} \frac{a_{k}}{\lambda_{k}\left(B_{j}{ }^{2}\right)}{o_{k}\left(\epsilon ; B_{j}{ }^{2}\right)}=\exp \left[i B_{j} \cdot r\right] \int_{0}^{\infty} d \epsilon^{\prime} \cdot G\left(\varepsilon, \epsilon^{\prime} ; B_{j}{ }^{2}\right) Q\left(\epsilon^{\prime}\right) \tag{9}
\end{align*}
$$

where $G\left(\varepsilon, \epsilon^{\prime}\right)$ is the Green's function corresponding to the operator $S-D(\varepsilon) B^{2}$.

THE DIFFERENTIAL SCATTERING OPERATOR

As we mentioned in the INTRODUCTION we are considering models of the thermalization process in which the scattering operator may be represented by a differential operator of second order. In essence, we are generalizing the heavy-gas operator to include effects of chemical binding. The extent to which the generalization is valuable can be determined only after a great deal of calculation. In this paper we shall show that it is easy to extract a great deal of information from this model and shall illustrate with heavy gas results.

To begin, we state some properties of the scattering operator which are easily deduced (9) . $\mathrm{s}^{+}$, the adjoint operator is the integral operator whose kernel is the transpose of the
kernel of $S$. The symbol $M$ represents the Maxwellian, $M=\varepsilon \exp [-\epsilon]$. We have

$$
\begin{array}{rlr}
\int_{0}^{\infty} d \epsilon S f & =0 & \\
S^{+} f=0 & & \text { (Neutron Conservation) } \\
M S^{+} f=\text { SME } & &  \tag{13}\\
& \text { (Detailed Balance). }
\end{array}
$$

The true scattering operator is to be replaced by a differential operator of second order. Thus,

$$
\begin{equation*}
s^{+}=p(\epsilon) \frac{d^{2}}{d \epsilon^{2}}+q(\epsilon) \frac{d}{d \epsilon}+r(\epsilon) \tag{14}
\end{equation*}
$$

We see at once that condition (12) requires $r(\epsilon)=0$, while both
(11) and (13) are satisfied if

$$
\begin{equation*}
M(\varepsilon) q(\epsilon)=\frac{d}{d \epsilon} M(\epsilon) p(\epsilon) \tag{15}
\end{equation*}
$$

Thus, (14) contains but a single "free" function. To identify it, we recall that if $s^{+}$operates upon the function $\varepsilon$, we obtain the first energy-transfer moment $A_{1}(\varepsilon)$, where

$$
\begin{equation*}
A_{n}(\epsilon) \equiv \int_{0}^{\infty} d \epsilon^{\prime} \Sigma_{s}\left(\varepsilon \rightarrow \varepsilon^{\prime}\right)\left(\epsilon^{\prime}-\varepsilon\right)^{n} \tag{16}
\end{equation*}
$$

Thus, the identification is $q(\epsilon)<->A_{1}(\varepsilon)$, and $q(\epsilon)$ should be taken to be the "exact" energy transfer moment. If we now consider $S^{+}$to act upon $\epsilon^{2}$, we are led to the identification $p(\epsilon)<->\frac{1}{2} A_{2}(\varepsilon)$. However, we are not free to use the $A_{1}$ and $A_{2}$ which result from a precise calculation, since they will generally violate (15). We must, instead, fix $q(\epsilon)$ through $q \ll A_{1}$ and $p(\epsilon)$ through the integrated form of (15), namely

$$
\begin{equation*}
p(\epsilon)=M^{-1}(\varepsilon)-\int_{\varepsilon}^{\infty} d \varepsilon q(\epsilon) M(\varepsilon)=\frac{1}{2} " A_{2} \text {. } \tag{17}
\end{equation*}
$$

The fictitious $A_{2}$, which we denote by " $A_{2}$ ", has reasonable properties, which we shall note ahead. Most important is that it yields the same $\mathrm{M}_{2}$ parameter,

$$
\begin{equation*}
M_{2}=\int_{0}^{\infty} d \varepsilon M(\epsilon) A_{2}(\epsilon) \tag{1.3}
\end{equation*}
$$

as does the true kernel. One sees this through multiplication of (17) by $M(\epsilon)$ followed by a partial integration. Since $M_{2}$, which is a measure of the "width" of a particular scattering kernel, governs the behaviour of neutron distributions close to equilibrium (10) we can be optimistic about the utility of (14) in such situations. The higher moments of the synthetic kernel may be analyzed in a similar manner. They are determined
by $A_{1}(\epsilon)$ alone and so represent a rather special type of synthetic scattering kernel.

We can use (15) and (17) to see the behaviour of " $A_{2}$ " for large and small $\varepsilon$. $q(\varepsilon)$ will be proportional to $\varepsilon$, for $\varepsilon$ large, whence " $A_{2}$ " also turns out to be proportional to $\varepsilon$. This is not quite right, since a proper $A_{2}$ should be proportioned to $\varepsilon^{2}$, but it is a fair approximation for heavy, bound moderators. As $\varepsilon$ decreases, " $A_{2}$ " decreases. It approaches zero as $\varepsilon^{\frac{1}{2}}$, remaining positive throughout. The correct second moment should pass through a minimum in the thermal region, then rise as $\varepsilon^{-\frac{1}{2}}$. It would appear, then, that " $\mathrm{A}_{2}$ " is "weaker" - by a factor of $\varepsilon$ than it should be, in both high and low energy limits. For moderators other than hydrogen, though, the ranges of energy in which " $A_{2}$ " fails significantly are not of great importance. They are, roughly, $E<\frac{m}{M} T$ and $E>\frac{M}{m} T$, where $m$ is the neutron mass and $M$ the mass of the moderator atom.

The differential equation for the neutron flux which stems from (14) is

$$
\begin{equation*}
\left[\frac{\lambda+\lambda \mathrm{a}^{\mathrm{f}}(\epsilon)}{\sqrt{\epsilon}}+\mathrm{D}(\epsilon) \mathrm{B}^{2}\right] \varphi(\epsilon)=\left(\mathrm{p}()^{\prime \prime}-(\mathrm{q} \varphi)^{\prime}\right. \tag{19}
\end{equation*}
$$

As it stands, (19) refers to a source-free medium. We can estimate its accuracy in the case of slowing down in an infinite
system having $1 / v$ capture, by comparing its asymptotic solution ( $E \gg$ ) with the exact solution (11,12). If we use

$$
\begin{equation*}
q(\epsilon)=A_{1}(\varepsilon)=\frac{2 \mu}{(1+\mu)^{2}} \Sigma_{s f} \varepsilon\left[-1+\frac{1}{\epsilon}(2-\mu) \frac{T_{\text {eff }}}{T}+O\left(\varepsilon^{-2}\right)\right] \tag{20}
\end{equation*}
$$

where $\mu=\mathrm{m} / \mathrm{M}, \Sigma_{\text {sf }}$ is the macroscopic free-atom scattering cross section, and $T_{\text {eff }}$ the "effective temperature" (11,12) of the bound atom, we obtain the following limiting results:
$\mu \rightarrow 0$

$$
\begin{equation*}
\varphi(\epsilon) \sim \frac{1}{\epsilon}\left[1-\left(\frac{\Delta}{2}\right) \frac{1}{\epsilon^{\frac{1}{2}}}+\left(\frac{\Lambda^{2}}{8}+2 \frac{T}{T}\right) \frac{1}{\epsilon}+0\left(\epsilon^{-3 / 2}\right)\right] \tag{21}
\end{equation*}
$$

which is the correct result, and
$\mu \rightarrow 1$

$$
\begin{equation*}
m(\epsilon) \sim \frac{1}{\epsilon}\left[1-4\left(\frac{\wedge}{2}\right) \frac{1}{\epsilon^{\frac{1}{5}}}+\left(2 \Delta^{2}+\frac{T e f f}{T}\right) \frac{1}{\epsilon}+0\left(\epsilon^{-3 / 2}\right)\right] \tag{22}
\end{equation*}
$$

as against the exact result.

$$
\begin{equation*}
\varphi(\epsilon) \sim \frac{1}{\epsilon}\left[1-3\left(\frac{\wedge}{2}\right) \frac{1}{\varepsilon^{\frac{2}{\varepsilon}}}+\left(\frac{3}{2} \wedge^{2}+\frac{T}{T}\right) \frac{1}{\varepsilon}+0\left(\epsilon^{-3 / 2}\right)\right] . \tag{23}
\end{equation*}
$$

THE PHASE INTEGREL METHOD

The WKB, or phase integral method is described in many places (13); we shall treat it superficially in this section. We begin by converting the equation adjoint to (4) to a Schrodinger
equation, through the transformation:

$$
\begin{equation*}
\omega^{+}(\epsilon)=\exp \left[-\frac{1}{2} \int \frac{q}{p} d \epsilon\right] \psi(\epsilon) \propto(\operatorname{Mp})^{-\frac{1}{\varepsilon}} \Psi(\epsilon) \tag{24}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Psi^{\prime \prime}+k^{2}(\epsilon) \Psi=0 \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
-k^{2}(\epsilon)=\frac{1}{4}(q / p)^{2}+\frac{1}{2} \frac{d}{d \epsilon}(q / p)+\frac{\alpha(\epsilon)}{p} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
a(\epsilon)=\frac{\lambda+\lambda_{a} f(\epsilon)}{\sqrt{\epsilon}}+D(\epsilon) B^{2} \tag{27}
\end{equation*}
$$

The neutron transport problem has now been replaced by the wave-mechanical analog, eq. (25), which describes the motion of a particle of energy $W$, moving in a potential $V(\epsilon)$. The function $k^{2}(\epsilon)$ is proportional to $W-V(\epsilon)$; we shall take $W$ to be zero, so that we are discussing the motion of a particle of zero energy in a potential given by $V(\epsilon) \equiv-k^{2}(\epsilon)$.

We may conclude from our earlier discussion of the behaviour of $q$ and $p$, that the potential becomes positively infinite, $V \sim \frac{21}{16} \epsilon^{-2}$, as $\varepsilon \rightarrow 0$. As $\epsilon$ increases $V(\epsilon)$ decreases. There is a range of $\varepsilon$ for which $V(\epsilon)$ is negative, after which $V(\epsilon)$ increases. For cross sections $f(\epsilon)$ such that $\alpha(\epsilon) / \epsilon$ is bounded as $\epsilon \rightarrow \infty$, we find $V(\epsilon)$ attaining a value of $\frac{1}{4}$ as $\varepsilon \rightarrow \infty$.

Thus, $V(\epsilon)$ has quite a reasonable graph (see Figure 1). The shape of the bottom of the well is sensitive to the scattering model and to the value of $\lambda$ and $B^{2}$. Solving the eigenvalue problem to obtain modal solutions is equivalent to varying the shape of the potential well until it "binds" a particle having zero energy.

It is known (13) that in order to apply the WKB method to a potential having a "centrifugal" component $\sim \epsilon^{-2}$, one must calculate with an effective potential $v_{\text {eff }}=v+\frac{1}{4} \epsilon^{-2}$. We shall denote the phase associated with the modified potential by w. Thus $w=\sqrt{\mid V_{\text {eff }}}$. Motion in the modified potential will have two "turning-points" $\epsilon_{1}$ and $\varepsilon_{2}$, at which $V_{e f f}(\varepsilon)=0$. If we first consider the modal solutions, we find the following expressions for quantities of interest:
a) eigenvalues

$$
\int_{\epsilon_{1}}^{\epsilon_{2}} d \epsilon w\left(\varepsilon, \lambda, B^{2}\right)=\left(n+\frac{1}{2}\right) \pi
$$

b) eigenfunctions

$$
\begin{align*}
\Psi_{n}(\epsilon) & =C_{n} w^{-\frac{1}{2}} \cos \left[\int_{1}^{\epsilon} w(\varepsilon) d \epsilon-\frac{1}{4} \pi\right] \quad \epsilon_{1}<\varepsilon<\varepsilon \epsilon_{2} \\
& =\frac{( \pm)^{n}}{2} c_{n} w^{-\frac{1}{2}} \exp \left[-1 \int^{\varepsilon} w(\epsilon) d \epsilon \mid\right] \quad \begin{array}{l}
\epsilon<\varepsilon_{1} \\
\epsilon>\varepsilon_{2}
\end{array} \tag{29}
\end{align*}
$$

c) normalization

Here, corresponding to the case of $B^{2}$ fixed, we have:

$$
\begin{equation*}
\int_{0}^{\infty} d \epsilon \varepsilon^{-\frac{2}{2}} \varphi_{n}^{+}(\epsilon) \varphi_{\mathrm{n}}(\epsilon)=1 \tag{30}
\end{equation*}
$$

and its WKKB counterpart

$$
\begin{equation*}
\frac{1}{2} c_{n}^{2} \int_{\epsilon_{1}}^{\epsilon_{2}} d \varepsilon \varepsilon^{-\frac{1}{2}}[w(\epsilon) p(\epsilon)]^{-1}=1 \tag{31}
\end{equation*}
$$

d) asymptotic behaviour, e.g. $\epsilon \rightarrow \infty$

To obtain the limiting behaviour of $\varphi^{+}(\epsilon)$ we note that the high energy behaviour of $w(\epsilon)$ is just such as to cancel the integrating factor in (24). The remaining portions of the phase integral readily lend themselves to numerical integration. For $\mathrm{B}^{2}=0$ and $1 / v$ absorption the $0_{n}^{+}$becomes constant at high energy. In most other cases it has a weak dependence on energy. A similar analysis may be made in the limit $\varepsilon \rightarrow 0$.

At this point, some remarks about the accuracy of the WKB solutions may be in order. One customarily says that they are accurate for the higher modes only; in practice they often turn out to be good for all modes (14). We shall see in the next section that the heavy gas model is one such case. Since $V_{\text {eff }}$ does not change drastically as we go from the heavy gas to other models, we may expect the accuracy found in that case to
be indicative of the accuracy to be expected in almost all models.

In the usual derivation of the normalization formula, eq. (31), the square of the cosine in (29) is replaced by its average value, 1/2. The replacement would appear to be justified only for those $\Psi_{n}$ having many oscillations in $\varepsilon_{1}<\varepsilon<\varepsilon \varepsilon_{2}$. However, W. Furry (14) has shown that (31) holds for all inodes with an error roughly equal to the error in ${ }_{n}(\epsilon)$ in the interior of the potential well. In the heavy gas case, the error turns out to be less than ten percent. In fact, we can summarize the accuracy of the WKB formulas in our case as one percent or less for eigenvalues, and ten percent or less for eigenfunctions.
e) the slowing down solutions

One would not expect the WKB solutions to be good. approximations in this case, since we are dealing with "nodeless' wave functions. In fact, the solutions turn out to be pretty good when the absorption is moderate. The solution in this case is different from (29) only in the range $\varepsilon>\varepsilon_{2}$, where

$$
\begin{gather*}
\psi(\epsilon)=C \cos \delta w^{-\frac{1}{2}} \exp \left\lceil+\int_{\epsilon_{2}}^{\epsilon} w(\epsilon) d \epsilon\right] \\
\delta=\int_{\epsilon_{1}}^{\epsilon_{2}} w(\epsilon) d \epsilon . \tag{32}
\end{gather*}
$$

The slowing-down solutions may be characterized by the ratio of the source strength to the "amount of Maxwellian component" present. In the case of slowing down in a system having $1 / v$ capture, the ratio may be taken to be

$$
\begin{equation*}
R=\lim _{\epsilon \rightarrow \infty} \varepsilon \circ(\epsilon) / \lim _{\epsilon \rightarrow 0} \varphi^{+}(\varepsilon) \tag{33}
\end{equation*}
$$

following E. R. Cohen (1). The ratio may be computed easily, using the functions (32). In the heavy gas case, we may compare with the exact values given by Cohen. We find an error that increases steadily with $\Delta$, rising from zero to twenty percent as $\Delta$ increases from zero to two.

NUMERICAL RESULTS

We have done considerable calculation in the heavy-gas case (15). Here, $q(\epsilon)=2 \mu \Sigma_{s}(2-\varepsilon)$ and $p(\epsilon)=2 \mu \Sigma_{s} \varepsilon$. The quantity " $A_{2}$ " is precisely the true second moment, $A_{2}(\varepsilon)$. The moments $q$ and $p$ have the high energy behaviour discussed earlier, but have a different low energy behaviour because $q(\varepsilon)$ lacks the typical $1 / v$ behaviour there. The effective potential is:

$$
\begin{equation*}
v_{e f f}=\frac{1}{4 \varepsilon^{2}}+\left(\frac{\lambda}{2 \mu \Sigma_{s}}+\frac{\lambda_{a}}{2 \mu \Sigma_{s}} f(\epsilon)\right) \frac{1}{\varepsilon^{3 / 2}}+\left(\frac{D B^{2}}{2 \mu \Sigma_{s}}-1\right) \frac{1}{\epsilon}+\frac{1}{4} \tag{34}
\end{equation*}
$$

and we have calculated only for $f(\varepsilon)=1$ ( $1 / v$ capture).
a) Eigenvalues.

In Table $I$, we consider $B^{2}=0$, and list $\Lambda_{n}$, which is related to the $\lambda_{n}$ through

$$
\begin{equation*}
\Delta_{n}=\frac{2}{\mu \Sigma_{s}} \quad\left(\lambda_{a}+\lambda_{n}\right) \tag{35}
\end{equation*}
$$

The "exact" values were obtained through numerical integration of the differential equation.

It is a simple matter to estimate the dependence of $A_{n}$ on $n$ as $n \rightarrow \infty$. Under the change of variable $\varepsilon=x^{2}, 1-\frac{D B^{2}}{2 \mu \Sigma}=v$, $\left|:{ }_{n}\right|=\delta_{n}^{3}$, the eigenvalue equation (28) becomes

$$
\begin{equation*}
\left(n+\frac{1}{2}\right) \pi=\int_{x_{1}}^{x_{2}} \frac{d x}{x} \sqrt{4 \nu x^{2}+\delta^{3} x-x^{4}-1} \tag{36}
\end{equation*}
$$

For large $\delta$ we see that

$$
\begin{align*}
& x_{1}=\delta^{-3}+0\left(\delta^{-9}\right) \\
& x_{2}=\delta+0\left(\delta^{-1}\right) \tag{37}
\end{align*}
$$

and in this limit, the quartic approaches $\left(x-\delta^{-3}\right)(\delta-x)$ $\left(x^{2}+\delta x+\delta^{2}\right)$, a result independent of $v$. We may also neglect the term $\delta^{-3}$ in the limit, to obtain

$$
\begin{equation*}
x_{1} \tag{33}
\end{equation*}
$$

Thus, for large $n$

$$
\begin{equation*}
\mathrm{n} \pi \approx \delta^{2} \int_{0}^{1} \mathrm{dx} \sqrt{1-\mathrm{x}^{3} / \mathrm{x}}=1.820 \ldots \delta^{2} \tag{39}
\end{equation*}
$$

or,

$$
\left|\Delta_{n}\right| \rightarrow 2.269 n^{3 / 2}
$$

This asymptotic formula holds to within ten percent for $n$ as low as 10.

In Table II we give the dependence of the lower eigenvalues $\Delta_{0}$ and $\Delta_{1}$ upon $D B^{2}$. Since the dependence of an eigenvalue upon $D B^{2}$ is small, and since we are discussing lower eigenvalues, we would expect the $W$ KB predictions of the dependence to be poor. In fact, if we fit our $W \mathrm{WB}$ results to a power series in $B^{2}$, we find

$$
\Delta_{0}=-4.433 \beta+0.767 \beta^{2}-0.036 \beta^{3}+\ldots \text { (wKB) (40) }
$$

to be compared with the "exact" value,

$$
\begin{equation*}
\Delta_{0}=-4.513 \beta+0.667 \beta^{2}+0\left(\beta^{3}\right) . \tag{4.1}
\end{equation*}
$$

Here, $\beta=D B^{2} / 2 \mu \Sigma_{S}$.
Exact results for $\Delta_{1}$ are absent from the literature. The WKB result is:

$$
\begin{equation*}
\left.\Delta_{1}=-4.63\right)-4.27 \beta+0.27 \beta^{2}+\ldots \tag{42}
\end{equation*}
$$

The space decay constants, $x_{n}$, form a second interesting set of eigenvalues. They may be obtained by setting $\lambda=0$ and $B^{2}=-x^{2}$ in eq.(34). Just as the time decay constants are often studied as power series in $B^{2}$, so are the space decay constants developed in a series in $\lambda_{a}$, or $\Delta$. The leading term, which is independent of $\Delta$, is given correctly by the WKB calculation. In that limit, the eigenvalue integral is simple, and yields $D x_{n}{ }^{2} / 2 \mu \Sigma_{s}=n$. We find

$$
\begin{align*}
& \frac{D{x_{0}}^{2}}{2 \mu \Sigma_{s}}=0.225 \Delta(1-0.049 \Delta)+\ldots \\
& \frac{D_{\varkappa_{1}}^{2}}{2 \mu \Sigma_{s}}=1+0.196 \Delta-0.002 \Lambda^{2}+\ldots \tag{43}
\end{align*}
$$

which may be compared with the following results, which stem from the diagonalization of some rather large matrices (16)

$$
\begin{align*}
& \frac{D u_{0}^{2}}{2 \mu \Sigma_{s}}=0.2216 \Delta(1-0.037 \Delta)+0\left(\Delta^{3}\right) \\
& \quad \text { (exact) }  \tag{44}\\
& \frac{D u_{1}^{2}}{2 \mu \Sigma_{s}}=1+0.194 \Delta-0.004 \Delta^{2}+0\left(\Delta^{3}\right) .
\end{align*}
$$

Again, the reader should recall that the WKB approximation is at its worst for low eigenvalues.
b) Eicenfunctions.

Once the normalization constants, $C_{n}$ are given, the lWKB eigenfunctions (29) are specified at all points other than the turning points, $\epsilon_{1}$ and $\epsilon_{2}$. In the vicinity of these points once can use the exact solution, which is a combination of Bessel functions of order one-third, (13), or one can join the WKB solutions "by eye." The IWKB solutions, so constructed were compared with the exact solutions for $n=1$ and 2 and $B^{2}=0$. The solutions were compared at six points each, and found to differ by less than twelve percent.

The behaviour of the eigenfunctions as $\varepsilon \rightarrow \infty$ is, as we have noted above, of particular importance. The quantity ${ }_{n}{ }^{+}(\infty)$ gives the "importance" of each mode when a pulse of neutrons of
high energy is inserted into the system. To compute $\varphi_{n}{ }^{+}(\infty)$, we use (24) and (29). Thus

$$
\begin{align*}
{ }_{n_{n}}^{+}(\epsilon) & =\exp \left[-\frac{1}{2} \int \frac{d \epsilon}{\epsilon}(2-\varepsilon)\right] \Psi_{n}(\epsilon)  \tag{45}\\
& =\frac{(-)^{n}}{2} c_{n} \frac{e^{\frac{2}{2} \epsilon}}{\epsilon}[w(\epsilon)]^{-\frac{1}{2}} \exp \left[-\int_{\epsilon_{2}}^{\varepsilon} w\left(\epsilon^{\prime}\right) d \epsilon^{\prime}\right] \tag{46}
\end{align*}
$$

with

$$
\begin{equation*}
w(\epsilon)=\frac{1}{2 \varepsilon} \sqrt{\epsilon^{2}-4 \epsilon\left(1-D B^{2} / 2 \mu \Sigma_{s}\right)+\Delta \sqrt{\epsilon}+1} . \tag{47}
\end{equation*}
$$

To go properly to the limit $\varepsilon \rightarrow \infty$, we write $w(\epsilon)=\frac{1}{2 \varepsilon} \sqrt{a+b}$, where $a=(\varepsilon-2 \nu)^{2}$ and $b=\Delta \sqrt{\epsilon}-\left(4 \nu^{2}-1\right)$. Then, $w$ is split into two parts,

$$
\begin{equation*}
w(\varepsilon)=\frac{1}{2 \varepsilon} \sqrt{a}\left(1+\frac{b}{2 a}\right)+\frac{1}{2 \epsilon}\left(-\frac{b^{2}}{4 a^{3 / 2}}\right) \frac{1}{\sqrt{1+\frac{b}{a}}+\left(1+\frac{b}{2 a}\right)} \tag{48}
\end{equation*}
$$

The first term in (43) is dominant as $f \rightarrow \infty$ and is integrable in terms of elementary functions. The second termmust be integrated numerically; the integration is rapid, for the integrand behaves as $\varepsilon^{-3}$ for large $\varepsilon$. We denote the latter integral by $-\frac{1}{8} \mathrm{~J}$, whence

$$
\begin{align*}
& \lim _{\epsilon \rightarrow \infty} \exp [-\left.\int_{\epsilon_{2}}^{\varepsilon} w\left(\epsilon^{\prime}\right) d \epsilon^{\prime}\right]= \\
& \varepsilon_{2}^{\nu}  \tag{4}\\
&\left.\frac{e^{\frac{1}{2} \varepsilon_{2}}}{\sqrt{\epsilon}-\sqrt{2 i}}\right)^{\frac{\Delta}{4 \sqrt{2 v}}}\left(\frac{\varepsilon_{2}}{\varepsilon_{2}-2 v}\right)^{\frac{4 \nu^{2}-1}{8 v}} \\
& x e^{\frac{1}{3} J} \lim _{\epsilon \rightarrow \infty} \varepsilon^{\nu} e^{-\frac{1}{2} \epsilon}
\end{align*}
$$

and
$\lim _{\varepsilon \rightarrow \infty} \varphi_{n}{ }^{+}(\epsilon)=(-)^{n} \frac{C_{n}}{\sqrt{2}} \frac{e^{\frac{1}{2} \epsilon_{2}}}{\varepsilon_{2}^{\nu}}\left(\frac{\sqrt{\varepsilon_{2}}-\sqrt{2 v}}{\sqrt{\varepsilon_{2}}+\sqrt{2 v}}\right)^{\frac{\Delta}{4 \sqrt{2 v}}}\left(\frac{\varepsilon_{2}}{\varepsilon_{2}-2 v}\right)^{\frac{4 \nu^{2}-1}{3 \nu}} \frac{e^{\frac{1}{8} J}}{\varepsilon^{1-\nu}}$
The quantities $\varphi_{n}{ }^{+}(\infty)$ are listed in Table $I$, for the case of no leakage, $\nu=1$.

The value of $\varphi_{n}{ }^{+}(\varepsilon)$ at $\varepsilon=0$ is another interesting quantity. It, too, may be calculated easily by splitting the phase integral. We find

$$
\begin{gather*}
\omega_{n}{ }^{+}(0)=\frac{C_{n}}{4 \sqrt{2}} \frac{1}{\sqrt{\varepsilon_{1}}}\left(1+\sqrt{1+\Delta \sqrt{\varepsilon_{1}}}\right)^{2} \exp \left[2\left(1-\sqrt{\left.1+\Delta \sqrt{\varepsilon_{1}}\right)}\right]\right. \\
\times \mathrm{e}^{-\mathrm{L}} \tag{51}
\end{gather*}
$$

where

$$
\begin{equation*}
L=\frac{1}{2} \int_{0}^{\epsilon} \mathrm{d} \epsilon \frac{\epsilon-4 \nu}{\sqrt{\epsilon^{2}-4 \nu \varepsilon+\Delta \sqrt{\varepsilon}+1}+\sqrt{\Delta \sqrt{\epsilon}+1}} \tag{52}
\end{equation*}
$$

may be calculated in a straightforward manner.
c) Slowing-down solutions.

The general form of the WKB slowing-down solution has been given earlier. One feature of the $\Delta>0$ solutions is that the turning-points disappear when $\Delta$ exceeds $\left(4 \nu^{2}-1\right) / \sqrt{2} v$. The only case we have considered in some detail is $\nu=1$ (infinite medium), where the critical $\Delta$ is $3 / \sqrt{2}$. In that case the solutions are already rather poor (in error by twenty percent) when $\Delta=2$, so that we have not examined $\Delta^{\prime}$ 's above the critical $\Delta$.

As noted earlier, we characterize the slowing down solutions by the ratio of $\epsilon \varphi(\varepsilon)$ at high energy to $\varphi(\epsilon) / M(\epsilon)$ at low energy. The latter expression is given by eq. (51), while the former requires the use of eq. (49), along with a calculation of cos $\delta$. If the ratio is expanded in a power series in $\Delta$, we find that the leading $W K B$ term is $0.2208 \Delta$, while the exact value is $\frac{1}{8} \sqrt{ } \pi \Delta=0.2216 \Delta$. The $W K B$ terms of higher order are larger than they should be, so that for most values of $\Delta$ the WKB ratio is too high. When these values are compared with the correct ones quoted by Cohen (1), the error is found to increase with increasing $\Delta$. over most of the range, achieving the value of $+20 \%$ at $\Delta=2$.
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TABLE I

## EIGENFUNCTIONS AND EIGENVALUES FOR $v=1\left(B^{2}=0\right)$

|  | Turning | Points |  | $\Delta_{n}$ |  |  | $\varphi_{n}{ }^{+}$ | ( $\infty$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | $\epsilon_{1}$ | $\varepsilon_{2}$ | WKB | exact | $\mathrm{C}_{\mathrm{n}}$ | J | WKB | exact | L |
| 0 | 0.263 | 3.73 | 0 | 0 | 0.841 | 0.258 | 1.00 | 1.06 | -0.638 |
| 1 | 0.0346 | 5.76 | - 4.64 | - 4.69 | 0.891 | 0.932 | -5.51 | -5.83 | -0.131 |
| 2 | 0.00916 | 7.53 | -10.1 | -10.1 | 0.969 | 1.60 | $2.90 \times 10^{1}$ |  | -0.0407 |
| 3 | 0.00362 | 9.27 | -16.4 | -16.5 | 1.04 | 2.28 | $-1.56 \times 10^{2}$ |  | -0.0172 |
| 4 | 0.00178 | 11.0 | -23.5 | -23.7 | 1.09 | 2.97 | $8.39 \times 10^{2}$ |  | -0.00873 |
| 5 | 0.00100 | 12.7 | -31.4 |  | 1.15 | 3.67 | $-4.68 \times 10^{3}$ |  | -0.00504 |
| 6 | 0.000621 | 14.5 | -40.0 |  | 1.19 | 4.36 | $2.61 \times 10^{4}$ |  | -0.00315 |
| 7 | 0.000411 | 16.2 | -49.3 |  | 1.23 | 5.07 | $-1.48 \times 10^{5}$ |  | -0.00212 |
| 8 | 0.000286 | 17.9 | -59.1 |  | 1.27 | 5.77 | $8.38 \times 10^{5}$ |  | -0.00150 |
| 9 | 0.000207 | 19.6 | -69.5 |  | 1.30 | 6.47 | $-4.78 \times 10^{6}$ |  | -0.00110 |
| 10 | 0.000154 | 26.4 | -80.4 |  | 1.34 | 7.18 | $2.76 \times 10^{7}$ |  | -0.000774 |

EIGENFUNCTIONS AND EIGENVALUES FOR VARIOUS $\nu=1-\frac{\mathrm{DB}^{2}}{2 \mu \Sigma_{S}}$

## Turning Points

| $\underline{n}$ | $v$ | $\varepsilon_{1}$ | $\varepsilon_{2}$ | $\Delta$ | $C_{n}$ | J |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1.00 | 0.268 | 3.73 | 0 | 0.841 | 0.258 |
|  | 0.90 | 0.234 | 3.55 | -0.436 | 0.834 | 0.291 |
|  | 0.80 | 0.204 | 3.37 | -0.857 | 0.828 | 0.330 |
|  | 0.70 | 0.178 | 3.19 | -1.26 | 0.823 | 0.375 |
|  | 0.60 | 0.155 | 3.02 | -1.66 | 0.821 | 0.426 |
|  | 0.50 | 0.135 | 2.35 | -2.04 | 0.819 | 0.486 |
|  | 0.40 | 0.118 | 2.69 | -2.40 | 0.819 | 0.556 |
| 1 | 1.00 | 0.0346 | 5.76 | -4.64 | 0.891 | 0.932 |
|  | 0.90 | 0.0309 | 5.57 | -5.06 | 0.893 | 0.984 |
|  | 0.80 | 0.0277 | 5.38 | -5.48 | 0.896 | 1.04 |
|  | 0.70 | 0.0249 | 5.19 | -5.89 | 0.899 | 1.10 |
|  | 0.60 | 0.0225 | 5.02 | -6.30 | 0.903 | 1.17 |
|  | 0.50 | 0.0205 | 4.84 | -6.71 | 0.907 | 1.24 |
|  | 0.40 | 0.0187 | 4.67 | -7.11 | 0.912 | 1.32 |

## TABLE III

SLOWING-DOWN SPECTRA FOR $V=1 \quad\left(B^{2}=0\right)$

Turning Points

| $\Delta$ | $\epsilon_{1}$ | $\epsilon_{2}$ | $\delta$ | J | L |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.309 | 3.59 | 1.39 | 0.219 | -0.703 |
| 0.50 | 0.356 | 3.44 | 1.21 | 0.180 | -0.776 |
| 0.75 | 0.413 | 3.28 | 1.04 | 0.142 | -0.857 |
| 1.00 | 0.481 | 3.11 | 0.788 | 0.105 | -0.949 |
| 2.00 | 1.00 | 2.19 | 0.168 | 0.0738 | -1.535 |
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## ABSTRACT

We examine herein the decay constants, $\lambda_{\mathbf{k}}$, which appear in the modal expansion of the neutron density in a study of the time-dependent thermalization of neutrons. A study of the proton gas moderator indicates the existence of an infinite number of discrete $\lambda_{k}$ in the range $0 \leq \lambda<\frac{2}{\sqrt{\pi}} \sum_{\text {sf }} V_{B}$. The upper limit is a limit point for the eigenvalue sequence. Consideration of more general models indicates the existence of a discrete spectrum in the range $0 \leq \lambda \leq\left(v \Sigma_{s}\right)_{\text {min }}$ and $\lambda \geq\left(v \Gamma_{s}\right)_{\max }$ and a continuous spectrum in $\left(v \Sigma_{s}\right)_{\min } \leq \lambda \leq\left(v \Sigma_{s}\right)_{\text {max }}$.

This note contains some early results in a subject of considerable interest, namely, the character of the decay constants, $\lambda_{k}$, which appear in the modal expansion of the neutron density

$$
\begin{equation*}
N(x, t)=\sum_{m} c_{m} N_{m}(x) \exp \left[-\lambda_{m} \sum_{s f} v_{B} t\right] \tag{1}
\end{equation*}
$$

in a study of the time-dependent thermalization of neutrons. Here $x$, defined through $x^{2}=E / K_{B} T=\left(v / v_{B}\right)^{2}$ is a dimensionless velocity variable, $\Gamma_{s f}$ is the macroscopic, free atom scattering cross section, and we neglect diffusive effects. The $\lambda_{m}$ and $N_{m}$ may be viewed as the eigenvalues and corresponding eigenfunction, respectively, of the scattering operator which appears in the Boltzmann equation. It is generally assumed (and hoped:) (1) that scattering operators representing physically "reasonable" models of moderating materials will possess an infinite number of discrete eiyenvalues, extending from zero to $+\infty$, with no limit point other than the point at infinity. To these eigenvalues, there cor-respond-so the assumption goes-eigenfunctions which form a complete set. In this note we show one model, the proton gas,
for which the assumption surely fails, and we shall indicate, in a rough way, how the assumption of a normal, point spectrum all
fails in almost models. $^{\text {mod }}$
In the case of the proton gas, the search for solutions of the form $N_{m}(x, t) \approx N_{m}(x)$ exp $\left.-\lambda_{m} \Sigma_{s f} v_{B} t\right]$ leads to an intergrail equation in velocity, which may be transformed-and this is the special feature of the proton gas model-into a differential equation,

$$
\begin{gather*}
\frac{d}{d x}\left\{\frac{1}{P(x)} \frac{d}{d x}\left[\left(V(x)-\lambda_{m}\right) \nu_{m}(x)\right]\right\}+\left\{\frac{4}{\sqrt{\pi}}+\left[\frac{e^{-x^{2}}}{P^{2}(x)}-\frac{x^{2}}{P(x)}\right]\left(V(x)-\lambda_{m}\right)\right\} V_{m}(x)  \tag{2}\\
=0 \tag{2}
\end{gather*}
$$

In eqn. (2), $V_{m}(x)=\left[\frac{4}{\sqrt{\pi}} x^{3} e^{-x^{8}}\right]^{-1 / 2} \quad N_{m}(x)$, while $V(x)$
is proportional to the reaction rate for scattering,
$V(x) \Gamma_{s f}=x \Gamma_{s}(x)$, and $\Gamma_{g}(x)$, the scattering cross section, is given by

$$
\begin{equation*}
\sum_{s}(x)=\left\{\left(1+\frac{1}{2 x^{2}}\right) E_{\mu}(x)+\frac{1}{\sqrt{\pi}} \frac{e^{-x^{2}}}{x}\right\} \sum_{s f} \tag{3}
\end{equation*}
$$

Finally, the function $P(x)$ is $=\sqrt{\pi} x \operatorname{Erf}(x)+e^{-x^{2}}$.

A straightforward investigation of the differential equation for $V_{m}$, or for $N_{m}$ shows that, 1) in the neighorhood of the origin, the two independent solutions $N^{(1,2)}$ are proportional to $x^{2}$ and to $x$ respectively, while 2) in the neighborhood of infinity, the two independent solutions $N(3,4)$ behave as $x^{2} e^{-x^{2}}$ an $x^{-2}$ respectively. The eigensolutions, $N_{m}$, will be taken to be those solutions of the differential equation, with properties
i) $\mathrm{N}_{\mathrm{m}} \rightarrow \mathrm{Cx}^{2}$ as $\mathrm{x} \rightarrow 0$
ii) $N_{m} \rightarrow c^{\prime} x^{2} e^{-x^{3}}$ as $x \rightarrow \infty$
iii) $N_{m}$ is finite for all $x \geqslant 0$.

The conditions above are precisely those obeyed by the solutions to the integral equation, which equation has a unique solution. They might also be deduced, on the basis of a argument
more physical by demanding that the importance function -i.e. the adjoint function, $N_{m}^{+}=N_{m}\left(x^{2} e^{-x^{2}}\right)^{-1}$ -belonging to each mode, be finite (indeed, constant) in the limits $x \rightarrow 0, x \rightarrow \infty$.

To simplify further discussion of the eigensolutions, we make the transformation
$Z_{m}(x)=\left[V(x)-\lambda_{m}\right] \exp \left[-\frac{\sqrt{\pi}}{2} \int d x \frac{E_{\mu f}(x)}{P(x)}\right] V_{m}(x)$
which converts (2) into a Schrodinger equation,

$$
\begin{equation*}
\frac{d^{2} z_{m}}{d x^{2}}+x_{m}^{2}(x) z_{m}=0 \tag{5}
\end{equation*}
$$

where
$X_{m}^{2}=\frac{2 e^{-x^{2}}}{P(x)}-x^{2}+\frac{4}{\sqrt{\pi}} \frac{P(x)}{V(x)-\lambda_{m}}-\frac{3 \pi}{4} \frac{E f^{2}(x)}{P^{2}(x)}$
and the boundary conditions on $z$ are 1) $z(x) \sim$ ax as $x \rightarrow 0$ and 2) $z(x) \sim x^{3 / 2} \exp \left(-\frac{1}{4} x^{2}\right)$ as $x \rightarrow \infty$. The quantum mechanical analog of our eigenvalue problem is the following: we seek values of the parameter, $\lambda$, present in a potential $U(x, \lambda) \equiv$ $-u^{2}(x, \lambda)$ for which there will be a bound state of zero energy having odd parity. (Note that $U$ is an even function of $x$. )

In discussing the potential, we will want to distinguish those values of $\lambda$ for which $V(x)-\lambda>0$ throughout, from those for which $V(x)-\lambda$ can vanish for some $x$. Since $V(x)$ is a positive, monotonic increasing function of $x$, having the minimum value $V_{\text {min }}=V(0)=\frac{2}{\sqrt{\pi}}$, we consider first $0 \leq \lambda \leq \frac{2}{\sqrt{\pi}}$, then $\lambda>\frac{2}{\sqrt{\pi}}$.

In the case $\lambda<\frac{2}{\sqrt{\pi}}$ the potential well, as sketched in figure 1 , consists of a negative portion near the origin, which
joins with a well of harmonic oscillator type $\left(U \sim c x^{0}\right)$ for large $x$. Suppose that for some fixed $\lambda<\frac{2}{\sqrt{\pi}}$, we find all of the energy levels (of odd parity) in our potential. It is clear that we will find a finite number of bound levels having energy $<0$, and an infinite number having energy $>0$. Next, let us increase $\lambda$, and observe the change in the energy levels. As $\lambda$ increases, the potential becomes deeper, and the levels descend into the well. Those values of $\lambda$ for which a level co-incides with the zero of energy are the eigenvalues of our thermalization problem. The number of levels which "pass through" $E=0$ as $\lambda$ is varied from zero to $\frac{2}{\sqrt{\pi}}$ is equal to the number of decay constants, $\lambda_{m}$ which lie between zero and $\frac{2}{\sqrt{\pi}}$.

At this point, the reader will opine that there are "quite a few" $\lambda_{m}$ less than $\frac{2}{\sqrt{\pi}}$. It is easy to see that there are in fact an infinite number lying in $0 \leq \lambda<\frac{2}{\sqrt{\pi}}$, that $\lambda=\frac{2}{\sqrt{\pi}}=V_{\text {min }}$ is a limit point for the infinite sequence of decay constants. The key to the argument lies in the spectrum of bound states for the $1 / x^{2}$ potential, which is the limiting form of the negative portion of our potential. It is known (see, for example. (3)) that the spectrum of bound, orthonormal states extends to minus infinity for this potential,
whence an infinite number of levels "pass thru" $E=0$, and our conjecture of a limit point is verified.

The modal solutions we have obtained, for $\lambda<\frac{2}{\sqrt{\pi}}$ are oscillatory functions. Their oscillations are limited, however, to a domain which we might roughly characterize as $0 \leq x \leq x_{0}$. where $x_{0}$, the "classical turning point," is the point at which $U(x)$, the potential, is zero. (The turning point increases slowly, with $\lambda$, approaching a limiting value of 2.5 as $\lambda \rightarrow \frac{2}{\sqrt{\pi}}$.) It is clear, then, that the modal solutions do not form a complete set for the representation of admissible functions on the full domain $0 \leq x<\infty$. However, they are in practice quite useful for the representation of "sufficiently smooth" neutron distributions on $0 \leqslant x<\infty$. As an example, they
describe the evolution of the distrilution after severil collisions huve intervened ketween time zero and time $t$, i.e. the quasi-asymptotic distributions considered by experimenters. Consider, now, $\lambda>\frac{2}{\sqrt{\pi}}$. In this case, we deal with a potential well of quite another sort (figure 2). For large $x$ the potential is again harmonic, and as $x$ decreases, the potential decreases, becoming negatively infinite as $\frac{1}{x-x^{*}}$ when $x$ approaches $x^{*}$, the point at which $V(x)=\lambda$. The potential below $x^{*}$ has the unusual shape sketched in figure 2. Our condition iii) above, that $N(x)$ be finite, ensures, in connection with eqn.(4), that $z(x)$ must approach zero as $\mathbf{x} \rightarrow \mathrm{x}^{*}$. Investigation of the differential equation shows that the regular solution about $x=x^{*}$ behaves as $x-x^{*}$, so that our eigensolutions would appear (wut see ahead:) to be those solutions of the equation, regular at $x=x^{*}$, which join up with the exponentially decreasing solution in the neighborhood of infinity. Much of the argument goes as before; once more we are concerned with the number of bound states having energies less than zero, in a particular potential well.

In this case, the potential, which, for $x$ near $x^{*}$, behaves like a one-dimensional Coulomb potential, has only a finite number of negative energy levels - i.e., it is bounded
from below. As $\lambda$ increases beyond $\frac{2}{\sqrt{\pi}}$, $x *$ increases, but the separation between $x^{*}$ and the turning point lying above $x^{*}$ decreases. This "weakening" of the Coulomb potential forces the levels to ascend, rather than descend, and as $\lambda \rightarrow \infty$, a finite number of levels will pass through the zero energy level. As before, each $\lambda$ for which a bound level coincides with zero energy, would appear to be a proper eigenvalue. The corresponding eigenfunctions are quite curious, they oscillate ever more rapidly in a narrowing range of $x$, located farther and farther from the origin.

We have said "would appear" to indicate that our argument is not finished. Indeed, we have neglected to impose condition i), which is equivalent to the vanishing of $z_{m}$ at $x=0$. This additional constraint, we believe, makes unlikely the existence of more than a few "discrete" modes, having $\lambda>\frac{2}{\sqrt{\pi}}$. Their existence has little bearing upon questions of completeness. We shall have to add an additional, infinite set of functions to the discrete eigenfunctions in order to get a set which appears complete. Such a set would be capable of representing delta function distributions of neutrons, for example. We can find the additional functions, which have $\lambda>\frac{2}{\sqrt{\pi}}$, by removing condition iii), the condition of finiteness. If
the number density modes are permitted to have a singularity of delta-function type, new modes, characterized by a continuum of allowed values of $\lambda$, may be constructed. The nature of these modes, their orthogonality, etc. is best seen from a study of the integral form of the Boltzmann equation (see ahead). We will indicate, briefly, how they might be constructed from the differential equation we have been studying. Let us choose for $\lambda>\frac{2}{\sqrt{\pi}}$, the solution of (5) which has proper behaviour at $x=0$, and continue it to $x=x *$. In the neighborhood of $x$ * the two solutions of the differential equation behave as $\left(x-x^{*}\right)$ and $b_{2}+b_{2}\left(x-x^{*}\right) \log \left(x-x^{*}\right)+\ldots$ respectively, so that our solution goes to some non-zero value as $x \rightarrow x^{*}$ from below. The solution for $x>x^{*}$ is defined as that solution-curve which originates at $x^{*}$ and has the required exponential behaviour at infinity. The solution for $x>x^{*}$ may be normalized so that our overall solution is continuous in $0 \leq x<\infty$ though its derivatives are not.

The important feature of these solutions is that $z$ need not vanish as $x \rightarrow x^{*}$. Eqn. (4) then allows us to deduce that (4)

$$
\begin{equation*}
N_{\lambda}(x) \sim P \frac{1}{V(x)-\lambda}+h(\lambda) \quad 8(V(x)-\lambda) \tag{6a}
\end{equation*}
$$

when $x$ is close to $x *$. $P$ signifies that, upon integration, the principal value of the singular function is to be taken. Since $V(x)$ increases monotonically in the range $0 \times x<\infty$, singular eigenfunctions, with index $\lambda$ running from $\frac{2}{\sqrt{\pi}}$ to infinity, will contain delta functions $8\left(x-x^{*}\right)$ where $x^{*}$ runs from zero to infinity. It seems extremely likely that the set of functions consisting of the regular, discrete functions, and (6a)
the singular eigenfunctions, will be complete for the representation of all "physical" solutions to the time dependent Boltzmann equation.

Results similar to those which we have obtained through the detailed consideration of the proton gas moderator seem to exist in the general case. We shall indicate, briefly, how they come about. The approach we use is quite similar to that introduced by case (4).

We begin with the eigenvalue equation
$\left(-\lambda_{m}+x \Sigma_{s}(x)\right) N_{m}(x)=\int_{0}^{\infty} d x^{\prime} x^{\prime} \Sigma_{s}\left(x^{\prime} \rightarrow x\right) N_{m}\left(x^{\prime}\right)$
where $\lambda_{m}$, in accord with common usage, is equal to our earlier $\lambda_{m}$, multiplied by $\Sigma_{s f}$. We represent the kernel in (7) through

$$
\begin{equation*}
x^{\prime} \sum_{s}\left(x^{\prime} \rightarrow x\right)=\sum_{k=1}^{M} g_{k}\left(x^{\prime}\right) f_{k}(x) \tag{8}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left(-\lambda_{m}+x \Sigma_{s}(x)\right) N_{m}(x)=\sum_{k=1}^{M} N_{m k} f_{k}(x) \tag{9}
\end{equation*}
$$

in an obvious notation. If $\lambda_{m}$ can never equal $\times \Sigma_{s}(x)$, that is,
$\lambda_{m}<\left(x \Sigma_{s}\right)_{\min }$, or $\lambda_{m}>\left(x \Gamma_{s}\right)_{\max }$ eqn. (9) can be integrated to give the set of $M$ equations.

$$
\begin{equation*}
N_{m l}=\sum_{k=1}^{M} N_{m k} a_{k l} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{k l}=\int_{0}^{\infty} \frac{f_{k}(x) g_{l}(x)}{-\lambda+x \Sigma_{5}(x)} d x \tag{11}
\end{equation*}
$$

The vanishing of the determinant which appears in the solution of the homogeneous system (10) is, of course, the eigenvalue condition. Should we obtain an infinity of eigenvalues as $M \rightarrow \infty$, (with $0 \leqslant \lambda<\left(x \Sigma_{s}\right)_{\text {min }}$ and, possibly, $\left.\lambda>\left(x \Gamma_{B}\right)_{\max }\right)$ we shall have duplicated the limit point behaviour noted earlier.

When we consider values of $\lambda$ which can equal some $x \Gamma_{s}(x)$, the formal solution of (9) becomes, (4)

$$
\begin{equation*}
N_{\lambda}(x)=\sum_{k=1}^{M} N_{\lambda k} P \frac{f_{k}(x)}{-\lambda+x \Sigma_{s}(x)}+h(\lambda) \delta\left(\lambda-x \Sigma_{j}(x)\right) \tag{12}
\end{equation*}
$$

where $P$ denotes "principal value" and $h(\lambda)$ is a function to
be determined. Since the normalization of $N_{\lambda}(x)$ is arbitrary, we have, in fact, only $M-1$ components $N_{\lambda k}$ for given $\lambda$. Thus, when we multiply on the left by $g,(x)$ and integrate we have M linear algebraic equations for the determination of $M-1$ components $N_{\lambda k}$, plus the unknown function $h(\lambda)$. The algebraic system is, then, generally solvable for all $\lambda$ in the range $\left(x \Sigma_{s}\right)_{\text {min }} \leq \lambda \leq\left(x \Sigma_{s}\right)_{\text {max }}$. We have a continuum of allowed $\lambda$ 's, connected with orthogonal eigenfunctions having, in part, delta-function behaviour. There is the additional possibility that $h(\lambda)$ vanishes for some $\lambda$ in the continuous range. In these cases, the set (12) reduces to the homogeneous set (10) and we have the case of discrete eigenvalues lying inside the continuous range. These are the $\lambda>\frac{2}{\sqrt{\pi}}$ modes mentioned earlier.

One might conjecture that the continuum solutions, when augmented by the discrete modes will form a set that is complete in the range $0 \leqslant x<\infty$. The conjecture is supported by the "trivial" completeness of the delta-functions, and the presence of "frequencies," $\lambda$, covering the entire range of possible reaction rates, and more. Of course, a proof of the completeness remains to be found.

In appendix B we give a proof for a simple model of the scattering kernel.
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## APPENDIX A

We shall discuss here some properties of a Boltzmann equation which possesses a very simple scattering kernel. The following may serve to illustrate some of the points made in the text.

Consider the scattering kernel

$$
\begin{align*}
\Sigma_{s}\left(x^{\prime} \rightarrow x\right) & =\beta \Sigma_{s}\left(x^{\prime}\right) x \Gamma_{s}(x) M(x) \\
\frac{1}{\beta} & =\int_{0}^{\infty} d x x \Sigma_{s}(x) M(x) \tag{A1}
\end{align*}
$$

where $M(x)$ is $x^{2} \exp \left(-x^{2}\right)$ and $\Sigma_{s}(x)$ is a typical "incoherent" scattering cross section. $x_{s}(x)$ is to be monotonic increasing in $0 \leq x<\infty$, and proportional to $x$ for large $x$. The kernel (Al) satisfies the requirement of detailed balance.

The equation corresponding to (9) in the text is:

$$
\begin{equation*}
\left[x \Gamma_{s}(x)-\lambda\right] N(x)=\beta x \Gamma_{s}(x) M(x) \int_{0}^{\infty} d x^{\prime} x^{\prime} \Gamma_{s}\left(x^{\prime}\right) N\left(x^{\prime}\right) \tag{A2}
\end{equation*}
$$

It indicates directly that the $x$-dependence of $N(x)$ in the limits $x \rightarrow 0$ and $x \rightarrow \infty$ is the behaviour we required earlier. To discuss
the discrete spectrum, $\left(\lambda \neq x \Gamma_{s}(x)\right)$, we multiply by $x \Sigma_{5}(x)\left\lceil x \Sigma_{s}-\lambda\right]^{-1}$ and integrate. The eigenvalue condition appears as:

$$
\begin{equation*}
\frac{1}{\beta}=\int_{0}^{\infty} d x \times \Gamma_{s} M=\int_{0}^{\infty} d x \times \Sigma_{s} M \frac{x \Sigma_{s}}{x \Gamma_{s}-\lambda} . \tag{A.3}
\end{equation*}
$$

Clearly (A3) has the solution $\lambda=0$. It is also easy to see that $\lambda=0$ is the only solution in the range $0 \leq \lambda<\left(x \Sigma_{s}\right)_{\text {min }}$. The corresponding eigenfunction is the Maxwellian, $M(x)$.

The continuum eigenfunctions, $N_{\lambda},\left(\lambda=x * \Sigma_{s}\left(x^{*}\right)>\left(x_{s}\right){ }_{\text {min }}\right)$
satisfy the equation

$$
\begin{equation*}
N_{\lambda}(x)=\beta x \Gamma_{s}(x) M(x) P \frac{1}{x \Sigma_{s}(x)-\lambda}+h(\lambda) 8\left(\lambda-x \Sigma_{s}(x)\right) \tag{A4}
\end{equation*}
$$

where the normalization of $N_{\lambda}(x)$ has been chosen so that

$$
\begin{equation*}
\int_{0}^{\infty} d x^{\prime} x^{\prime} \Gamma_{s}\left(x^{\prime}\right) N_{\lambda}\left(x^{\prime}\right)=1 \tag{A5}
\end{equation*}
$$

If we multiply on the left by $x \Gamma_{s}$ and integrate,

$$
1=\beta P \int_{0}^{\infty} d x \times \Sigma_{s} M \frac{x \Sigma_{s}}{x \Gamma_{s}-\lambda}+h(\lambda) \int x \Sigma_{s} g\left(\lambda-x \Sigma_{s}(x)\right) d x
$$

$$
h(\lambda)=\frac{1-\beta P \int_{0}^{\infty} d x \times \Gamma_{s} M \frac{x \Gamma_{s}}{x \Gamma_{s}-\lambda}}{\int_{0}^{\infty} d x \times \sum_{s} \delta\left(\lambda-x \Gamma_{s}(x)\right)} .
$$

The eigenfunction expansion of a solution $N(x, t)$ to our Boltzmann equation will be of the form

$$
N(x, t)=C_{0} M(x)+\int_{\left(x \Sigma_{s}\right)_{\min }}^{\infty} d \lambda C(\lambda) \exp \left[-\lambda v_{B} t\right] N_{\lambda}(x)
$$

The single, discrete eigenfunction gives the steady state distribution of neutrons, while the continuum solutions, $N_{\lambda}$. are needed to represent the transient behaviour.

## APPENDIX B

## Completeness in the Simple Model

We wish to show, in this section, that all "reasonable" solutions to the special transport equation discussed in Appendix A may be given a representation in terms of the eigenfunctions considered there. By "reasonable" solution, we mean one generated by the requirement that $N(x, t)$ be equal to some prescribed $N(x, 0)$ at $t=0$, and whose Laplace transform-with respect to time-exists. It will suffice to consider the case of the Green's function, $g(x, y ; t)$, generlated by $N(x, 0) \sim \delta(x-y)$. We shall show that $g(x, y ; t)$ has the modal representation.

$$
g(x, y ; t) \sim \sum_{k} N_{k}^{+}(y) N_{k}(x) e^{-\lambda_{k} t}+\int_{\lambda^{*}}^{\infty} d \lambda N_{\lambda}^{+}(y) N_{\lambda}(x) e^{-\lambda t}(B
$$

where $\lambda^{*}=\left(v \Sigma_{g}\right)_{\text {min. }}$. Having shown (Bl) to be true, we infer that the solution stemming from arbitrary $N(x, 0)$ has the usual modal representation in terms of the $N_{\lambda}$, with coeffi-
clients given by the inner products of $N(x, 0)$ and $N_{\lambda}^{+}$, i.e..

$$
\begin{equation*}
N(x, t)=\int_{0}^{\infty} d y g(x, y ; t) x .1(y, y . \tag{Bla}
\end{equation*}
$$

Consider

$$
\begin{equation*}
\frac{\partial N}{\partial \tau}+x p(x) N(x, \tau)=\int_{-}^{\infty} \lambda x^{\prime} x^{\prime} p\left(x^{\prime}, x\right) N\left(x^{\prime}, \tau\right) \tag{B2}
\end{equation*}
$$

where $T=v_{B} \Gamma_{s f} t_{\text {, }}$ and $\Sigma_{s}\left(x^{\prime}, x\right)=\Sigma_{s f} \rho\left(x^{\prime}, x\right) . \quad \Sigma_{s f}$ is the macroscopic, free atom scattering cross section. Our "simple model" has the scattering kernel

$$
\begin{gather*}
x^{\prime} p\left(x^{\prime}, x\right) \quad{ }^{\prime} x^{\prime} ; x ; x f^{\prime}(x) M(x)=\beta V\left(x^{\prime}\right) q^{\prime}(x) M(x) \\
\beta^{-1}=\int_{n}^{\infty} \lambda x: 5(x) P 1(x) \tag{By}
\end{gather*}
$$

where $v(x)=x p(x)$. We shall solve the initial-value
problem, $N(x, 0)=8(x-y)$, by means of the Laplace transform. If we define

$$
\begin{equation*}
\int_{0}^{\infty} d T e^{-\lambda T} N(x, T) \equiv \bar{N}(x, \lambda) \tag{BA}
\end{equation*}
$$

calculations similar to those in Appendix A yield

$$
\begin{equation*}
\bar{N}(x, \lambda)=\beta \frac{v(x) M(x)}{\lambda+v(x)} \frac{v(y)}{\lambda+v(y)} \frac{1}{1-\beta \rho_{r}(\lambda)}+\frac{\delta(x-y)}{\lambda+v(x)} \tag{By}
\end{equation*}
$$

with $b(\lambda)=\int_{0}^{\infty} d \xi \frac{v^{2}(\xi) M(\xi)}{\lambda+v(\xi)}$. The expression (B4) defines $\bar{N}(x, \lambda)$ for the $(\lambda)>0$ where it is analytic; (B5) extends the definition throughout the $\lambda$-plane.

From its definition, we see that $b(\lambda)$, and hence $\bar{N}(\lambda)$ are discontinuous across the portion of the real $\lambda$-axis which extends from $-v(0)$ to $-\infty$. To invert (B5) we consider $\frac{1}{2 \pi i} \int_{\Gamma} d \lambda e^{\lambda T} \bar{N}(x, \lambda)$, where the contour, r. is sketched in Figure 3. The sole points inside the contour which are singular points of $\bar{N}$, are those at which $1-\beta b(\lambda)=0$. This is the eigen-value equation for the discrete $\lambda$ ' $s$, and a little consideration shows it is satisfied only at $\lambda=0$. The contribution to $N(x, \tau)$ from this pole is the normalized Maxwellian $\frac{4}{\sqrt{\pi}} M(x)$.

The part of the integration extending from $A$ to $B$ yields $N(x, T)$, when $A$ and $B$ are made to approach $-\infty$ and $+\infty$,
respectively. In this limit, the portions BC and FA contribute nothing, because of the rapid decrease of $\exp (\lambda+)$. Thus, integration around $\Gamma$ yields

$$
\begin{equation*}
N(x, T)=\frac{4}{\sqrt{T}} M(x)-\frac{1}{2 \pi i} \int_{C D I F} \lambda \lambda e^{\lambda \tau} \bar{N}(x, \lambda) \tag{BC}
\end{equation*}
$$

as $C$ and $F$ are made to approach infinity.
We now evaluate the integral over CDEF. To begin, we note that the integral over DE, that is, over a small semicircle, of radius $\varepsilon$, centered at $-v(0)$, vanishes as $\varepsilon \rightarrow 0$. Next, we bring the lines $C D$ and $E F$ close to the real axis, so that ( $B 6$ ) becomes

$$
N(x, i)=\frac{4}{\sqrt{\pi}} N+1+\frac{1}{2 \pi i} \int_{\nu=1 n}^{\infty} 1 s e^{-s t}[\bar{N}(x,-s-i \varepsilon)-\bar{N}(-s+i \varepsilon)]_{(B 7)}
$$

The quantity in square brackets is seen to be equal to:

$$
\begin{align*}
& -\dot{f}(x)\left[\frac{1}{5+i \varepsilon \cdot Y(x)}-\frac{1}{5-i \varepsilon-\eta r(x)}\right] \tag{BB}
\end{align*}
$$

and we shall rearrange it by making use of relation

$$
\begin{equation*}
\frac{1}{s-v(x) \pm i \varepsilon}=P \frac{1}{s-v(x)} \mp \pi i \delta(s-v(x)) \tag{By}
\end{equation*}
$$

Then, the second term in (B8) becomes equal to $2 \pi 18(x-y)$
$\theta(s-v(x))$, which, in turn, is equal to $2 \pi i\left|v^{\prime}(x)\right| \gamma(s-v(x))$
$8(x-v(y))$.
To continue, we use (B9) to write

$$
\begin{align*}
1-\beta \operatorname{lr}(5-i \varepsilon) & =1+\beta P \int_{0}^{\infty} \lambda \xi \frac{v^{2}(\xi) M(\xi)}{5-v(\xi)}-\pi i \beta\left[\frac{v^{2} M}{\left|v^{\prime}\right|}\right] \times(5) \\
& =1+\beta^{2}+0(5)-\pi i \beta^{9}(5) \tag{B10}
\end{align*}
$$

The notation $[\cdots]_{x(s)}$ signifies that the function inside the square brackets is to be evaluated at the value of its argument, $x$, for which $v(x)=s$. This is the same value of $x$ which appears in the term $2 \pi i\left|v^{\prime}(x)\right| \ldots m e n t i o n e d$ in the last paragraph. The rest of the calculation is straightforward. We use (B9) in multiplying out (B8), to obtain

$$
\begin{aligned}
& \frac{1}{2 \pi i}:[\bar{N}(x,-5-i \varepsilon)-\bar{N}(x,-5+i \varepsilon)]= \\
& \beta^{2} \gamma(\partial) M(x) M(x) \frac{P_{r_{1}}(s)}{\left(1+\beta P_{m}\right)^{2}+\left(M \beta_{r_{1}}\right)^{2}} \\
& {\left[P \frac{1}{5-v i y)}-\frac{1+\beta_{0}}{\beta_{0} p_{1}} \bar{c}(5-v(y))\left[\begin{array}{c}
\left.P \frac{1}{5-v(x)}-\frac{1+\beta^{p_{0}}}{\beta p_{1}} f(5-v(x))\right]
\end{array}\right]\right.}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\left.g(x, j) \cdot t)=N_{n}^{+}(\eta) N_{0}(x) e^{-\lambda_{0} \tau}+\int_{\sim(0)}^{\infty} d s N_{s}^{+} / \eta\right) N_{s}(x) e^{-5 \tau} \tag{Bl}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } N_{0}^{+}(y)=\frac{4}{\sqrt{\pi}}, N_{0}(x)=M(x), \lambda_{0}=0 \text {. } \\
& N_{s}^{+}=\beta \cap(s) \sim \Gamma(y)\left[P \frac{1}{s-V(y)}-\frac{1+f_{0}}{\rho(1)} C(s-V(y))\right] \\
& N_{s}(x)-M \mid(x) \quad N_{5}^{+}(x) \quad \text { and } \\
& n(s)=\sqrt{\frac{2_{r}(s)}{\left(1+g_{n}(s)\right)^{2}+\left(\Gamma P^{h}(s)\right)^{2}}}
\end{aligned}
$$

## CAPTIONS

FIGURE 1. The effective potential, $U(x, \lambda)$, for a value of $\lambda$ less than $\frac{2}{\sqrt{\pi}} \cdot x_{o}$ is the classical turning point for a particle of zero energy. The arrow indicates the manner in which the potential changes, as $\lambda$ increases.

FIGURE 2. The effective potential, $U$, for a value of $\lambda$ greater than $\frac{2}{\sqrt{\pi}} . x^{*}$ is the point at which the reaction rate, $V(x)$, is equal to $\lambda$. The arrows indicate the manner in which the potential changes, as $\lambda$ increases.

FIGURE 3. Integration contour, Appendix B.

$$
\lambda<\frac{2}{\sqrt{\pi}}
$$



FIG.I

$$
\lambda>\frac{2}{\sqrt{\pi}}
$$



FIG. 2


FIG. 3

found by the usual expansions which start with a Maxwellian as the leading term. In addition, the method also applies to the double P-L approximations which allows one rather directly to obviate most of the uncertainty due to vacuum boundary conditions and the assignment of an equivalent buckling when making comparison with experiment. In general, the few group time dependent $P-L$ approximation is quite flexible and allows one to introduce into the study of a wide variety of problems a minimum amount of complexity.

GENERAL FORMULATION

The basic equations for this study are the time dependent $\mathrm{P}-\mathrm{L}$ equations in slab geometry with isotropic energy transfer:
$\frac{1}{v_{k}} \frac{\partial F_{0}^{k}}{\partial t}=-\frac{\partial F_{1}^{k}}{\partial x}-\left(\sum_{T}^{k}-\sum_{a 0}^{k}+\sum_{g=1}^{G} \sum_{k}^{g}\right) F_{0}^{k}+\sum_{g=1}^{G} \Sigma_{g}^{k} F_{0}^{g}$,
$\frac{1}{N_{k}} \frac{\partial F_{1}^{k}}{\partial t}=-\frac{1}{3} \frac{\partial F_{0}^{k}}{\partial x}-\frac{2}{3} \frac{\partial F_{2}^{k}}{\partial x}-\left(\Sigma_{T}^{k}-\Sigma_{01}^{k}\right) F_{1}^{k}$,
$k=1,2, \ldots, G$
$\frac{1}{N_{k}} \frac{\partial F_{L}}{\partial t}=-\frac{L}{2 L+1} \frac{\partial F_{L-1}^{k}}{\partial X}-\left(\Sigma_{T}^{k}-\Sigma_{A L}^{k}\right) F_{L}^{k}$,
where,
superscripts stand for the group of which there are $G$ in all, $F_{j}^{k}$ is the $j^{\prime}$ th Legendre component of the directional flux in the $\mathrm{k}^{\prime}$ th group,
$v_{k}$ is the average speed in the $k^{\prime}$ th group,
is the total cross section in the $k^{\prime}$ th group, is the $j^{\prime}$ th Legendre component of the scattering cross section in the $k^{\prime}$ th group,
$\Sigma_{g}^{k}$ is the isotropic energy transfer cross section from the $g^{\prime}$ th to the $k^{\prime}$ th group.

It should be noted that the time dependent $\mathrm{P}-1$ approximation and diffusion theory are not the same; the time dependent diffusion equations are obtained from the $\mathrm{P}-1$ equations by dropping the time derivative of the current.

A solution of the above equations is assumed of the form,

$$
\begin{align*}
& F_{n}^{k}(x, t)=f_{n}^{k}(x) e^{-\lambda t}, \quad n=1,2, \ldots, L,  \tag{2}\\
& k=1,2, \ldots, G
\end{align*}
$$

The equations are then solved as in the static case except that the characteristic equation rather than determining the relaxation lengths in terms of the material parameters yields a relation between the relaxation lengths and the relaxation times. This relation between the relaxation lengths and the relaxation times must then be solved simultaneously with the boundary conditions to determine the eigenvalues, the $\lambda$ 's. This is usually a rather transparent equation which is however transcendental; it is solved by standard numerical techniques. If a buckling type of dependence is assumed for the $f_{n}^{k}(x)$ then the characteristic equation is simply a polynomial relationship between the $\lambda$ 's and the buckling and yields the eigenvalues for any given buckling.

If a buckling is assumed for the spatial dependence, there are L times $G$ eigenvalues for each buckling. The same number of eigenvalues appear when boundary conditions other than the zero flux condition are assumed except that the equations also simultaneously yield the eigenvalues for the higher spatial modes - that is those corresponding to the harmonic bucklings. In diffusion theory there are only $G$ eigenvalues for each spatial mode. Except for diffusion theory, the number of eigenvalues and eigenfunctions is just enough to allow a match to the initial values of the first L components of the directional flux in each energy group for each spatial harmonic. Diffusion theory has only enough flexibility to match the initial values of the scalar flux in each energy group for each spatial harmonic.

TIME TRANSIENTS

The consideration of time transients may be naturally split into consideration of two types: current transients and energy transients. By a current transient is meant those eigenfunctions besides the fundamental which are present due to the matching of the initial flux and current and higher P-L components since the fundamental mode by itself does not have enough freedom to match all the P-L components of the initial conditions in general. By an energy transient is meant those eigenfunctions besides the fundamental which are present due to fact that the energy distribution of the fundamental mode
does not by itself necessarily match the initial energy distribution.

It is simplest to examine the current transients in the one group P-1 approximation with a spatial dependence given by a buckling. The eigenvalues for this case are given by

$$
\begin{align*}
& \lambda_{1}=N\left(\Sigma_{a}+\frac{1}{2} \Sigma_{T R}-\sqrt{\left(\frac{1}{2} \Sigma_{T R}\right)^{2}-\frac{1}{3} B^{2}}\right) \\
& \lambda_{2}=N\left(\Sigma_{a}+\frac{1}{2} \Sigma_{T R}+\sqrt{\left(\frac{1}{2} \Sigma_{T R}\right)^{2}-\frac{1}{3} B^{2}}\right) \tag{3}
\end{align*}
$$

where

$$
\begin{aligned}
& \Sigma_{a}=\Sigma_{T}-\Sigma_{A 0}, \\
& \Sigma_{T R}=\Sigma_{A 0}-\Sigma_{A 1}
\end{aligned}
$$

In the case of no absorption and no leakage $\left(B^{2}=0\right)$ these eigenvalues reduce to

$$
\begin{equation*}
\lambda_{1}=0 \quad, \quad \lambda_{2}=v \Sigma_{T R} \tag{4}
\end{equation*}
$$

The eigenvalue zero corresponds to a mode which persists indefinitely; the corresponding eigenfunction has an arbitrary amplitude to match the initial flux but has no current component. The eigenvalue $\mathbb{N} \mathcal{K}_{T R}$ has an eigenfunction which has a zero value of the flux but an arbitrary current amplitude which may be used to match the initial current. The neutrons in this second mode do not leak out of the system nor are they absorbed since in this particular example $B^{2}=\Sigma_{\alpha}=0$. However, there is no net number of neutrons in this second mode since integration over the directional flux of this mode yields no contribution from the scalar flux component since it has zero amplitude and no contribution from the
current component because of the orthogonality of unity and $P_{1}$ Legendre functions. This second mode then is simply an angular transient which is due to the mismatch of the angular distribution of the persisting mode with the initial angular distribution. The time for the angular distribution of the directional flux to rearrange itself into that of the persisting mode is on the order of $\left(\mathcal{N} \Sigma_{T R}\right)^{-1}$.

As the leakage and absorption terms increase from zero, the net number of neutrons in the current transient becomes non-zero. The net number of neutrons in the transient is just the number of neutrons that will actually leak from and be absorbed in that mode. For large enough leakage or absorption the net number of neutrons in the transient can be considerable, and the influence of the leakage is to make the properties of the transient more like that of the persisting mode.

If the leakage is increased to the point where leakage becomes more probable than a transport collision, that is if $\frac{B^{2}}{3}>\left(\frac{\Sigma_{T} R}{2}\right)^{2}$ then the character of the eigenfunctions in $P-1$ approximation changes. In particular, the eigenvalues as given by Eq. (3) become complex. The corresponding eigenfunctions describe damped travelling waves. The damping factor and phase velocity of these waves are given by $\delta=v \Sigma_{a}+\frac{1}{2} v \Sigma_{T R}$, $V=(N / \sqrt{3}) \sqrt{1-\left(\Sigma_{T R} / 2 B\right)^{2}}$.

If for a fixed odd order of $\mathrm{P}-\mathrm{L}$ approximation and for a fixed number of groups the characteristic equation is written for a spatial dependence given by a buck1ing, one obtains the characteristic polynomial for the eigenvalues. The coefficients in the polynomial are functions of the cross sections and of the buckling. If the buckling is increased to the point where the cross sections become negligible in comparison with the buckling, it is easily seen that all the coefficients in the polynomial of degree $2 L$ in $\lambda$ become positive. The roots of such a polynomial are complex. Hence, regardless of the order of $\mathrm{P}-\mathrm{L}$ approximation (odd L ) or the number of groups employed, as long as the cross sections are finite, only a finite number of buckling modes have real eigenvalues and an infinite number have complex eigenvalues. It also follows then that for a system with a large enough fundamental buckling all of the eigenvalues are complex. Note that this does not apply to the diffusion approximation or the even L approximations.

This investigation then shows that trave11ing wave phenomena become important for systems where bucklings on the order of $\Sigma_{T R}$ are important. For such systems, time dependent diffusion theory breaks down; the eigenvalues yielded by diffusion remain real and constantly increase with buckling. In addition the usual expansions of the eigenvalue in a power series in $B^{2}$ obviously are beyond their radius of convergence at this point since they do not yield complex eigenvalues.

It is simplest to consider energy transients in the two group diffusion approximation with a spatial dependence given by a buckling. The eigenvalues for this case are given by

$$
\begin{align*}
& \lambda_{1}=\frac{1}{2}\left(\Lambda_{1}+\Lambda_{2}-\sqrt{\left(\Lambda_{1}-\Lambda_{2}\right)^{2}+v_{1} \Sigma_{1}^{2} v_{2} \Sigma_{2}^{1}}\right),  \tag{6}\\
& \lambda_{2}=\frac{1}{2}\left(\Lambda_{1}+\Lambda_{2}+\sqrt{\left(\Lambda_{1}-\Lambda_{2}\right)^{2}+v_{1} \Sigma_{1}^{2} v_{2} \Sigma_{2}^{1}}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \Lambda_{1}=v_{1}\left(\Sigma_{a}^{1}+\Sigma_{1}^{2}+B^{2} / 3 \Sigma_{t r}^{1}\right) \\
& \Lambda_{2}=v_{2}\left(\Sigma_{a}^{2}+\Sigma_{2}^{1}+B^{2} / 3 \Sigma^{2}+r\right) \tag{7}
\end{align*}
$$

In the case of no absorption and no leakage $\left(B^{2}=0\right)$, the eigenvalues reduce to
$\lambda_{1}=0, \quad \lambda_{2}=v_{1} \Sigma_{1}^{2}+v_{2} \Sigma_{2}^{1}$.

The eigenvalue zero corresponds to a mode which persists indefinitely; the corresponding eigenfunction has an arbitrary amplitude to match the persisting energy spectrum (and current). The eigenfunction corresponding to the eigenvalue $w_{1} \Sigma_{1}^{2}+w_{2} \Sigma_{2}^{\prime}$ when summed over energy has no net number of neutrons. The meaning of this eigenfunction then is simply a distortion of the fundamental mode spectrum which has a reciprocal relaxation time given by the total probability per unit time for collision with change of energy. It is essentially an eigenvalue of the scattering matrix.

As the leakage and absorption terms increase from zero the net number of neutrons in the energy transient becomes greater than zero. The net number of neutrons in the transient is just the number of neutrons that will actually leak
from and be absorbed in that mode.
The eigenvalues for the energy modes may be expanded in powers of $\mathrm{B}^{2}$. However, in certain cases caution must be observed. In the particular case where for very small buckling the smaller eigenvalue grows more rapidly with increasing $B^{2}$ than the larger eigenvalue, there will arrive a point at which there is an "apparent crossing" of the eigenvalues. If the square root in Eq. (6) for the eigenvalues is expanded in terms of the difference of $\Lambda_{1}$ and $\Lambda_{2}$, it must be remembered that the absolute difference of this quantity is needed in the expansion and this term has to be rearranged if absolute value signs are not employed after the "apparent crossing" value of $\mathrm{B}^{2}$. Also the expansion itself must be changed for values in the immediate vicinity of the apparent crossing where the coupling term is greater than the difference of the single group eigenvalues. It is certainly questionable whether the ordinary expansions of the eigenvalue in powers of $\mathrm{B}^{2}$ are valid for the lowest eigenvalue when the eigenvalue of the energy transient approaches the lowest eigenvalue and for larger bucklings. Even if the expansion is that for the lowest eigenvalue in that range, it must certainly be necessary to take a great many terms to obtain any accuracy in order to reproduce the requisite sharp change in the behavior of the lowest eigenvalue with buckling.

It is apparent that there are large changes in the behavior of the eigenvalues for very leaky systems. Considering that these eigenvalues are then put back into the equations
to solve for the energy eigenfunctions it is apparent that large changes in the spectra may be expected for leaky systems. In a spectrum which is close to one dominated by a current transient or in a spectrum which is dominated by an energy transient, the approach of starting off with a Maxwellian as a first approximation is certainly questionable.

## WATER EXAMPLE

Water has been chosen as an example to show up the current transients because of the large amount of important work that has been done on this medium. Also, the effects of various boundary conditions has been estimated because of the extreme importance of the boundary in small assemblies. The isotropic energy transfer cross sections were obtained from Nelkin ${ }^{5}$ kernel. In the two group cases the groups were split at an energy corresponding to kT ; this happens to give a fairly good fit to diffusion cooling experiments, but the main point is that the cross sections for water are consistently calculated in all cases. The results are given in the tables below.

The eigenvalues for a water assembly described by buckling are given in Table 1. In this table, the values are calculated on the basis of one group theory using the various approximations listed. The effects of the current transients

|  | $B^{2}$ | Diff Th | P-1 |  | P-3 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0 \mathrm{~cm}^{-2}$ | . 004296 | . 004296 | . 4750 | . 004296 | . 4750 | . 7996 | . 7996 |
|  | . 000987 | . 004329 | . 004330 | . 4750 | . 004330 | . 4750 | . 7996 土 i | . 003521 |
|  | . 003948 | . 004430 | . 004431 | . 4749 | . 004431 | . 4751 | . $7996 \pm$ i | . 007022 |
|  | . 01579 | . 004832 | . 004838 | . 4745 | . 004838 | . 4751 | . $7993 \pm \mathrm{i}$ | . 01403 |
|  | . 02467 | . 005134 | . 005143 | . 4742 | . 005142 | . 4752 | . $7991 \pm \mathrm{i}$ | . 01755 |
|  | . 0987 | . 007648 | . 007703 | . 4716 | . 007691 | . 4755 | . $7977 \pm$ i | . 03521 |
|  | . 2014 | . 01114 | . 01130 | . 4680 | . 01125 | . 4760 | . $7957 \pm \mathrm{i}$ | . 06343 |
| E | . 3948 | . 01770 | . 01824 | . 4611 | . 01804 | . 4766 | . $7920 \pm \mathrm{i}$ | . 07134 |
| 1 | 2.467 | . 08809 | . 1148 | . 3645 | . 09944 | . 4625 | . $7583 \pm \mathrm{i}$ | . 1925 |
|  | 9.870 | . 3395 | $.2397 \pm$ | . 3222 | . $3602 \pm$ | . 2457 | . $6791 \pm \mathrm{i}$ | . 4333 |
|  | 39.48 | 1.345 | $.2397 \pm$ | . 7626 | $.4818 \pm$ | . 5062 | . $5576 \pm$ i | 1.083 |

TABLE 1
The tabular entries give the decay constants in (micro-seconds) ${ }^{-1}$ for a onegroup treatment of water using the bucklings and theories indicated.
become dominant at a buckling of about $B^{2}=3.5 \mathrm{~cm}^{-2}$. This is beyond the range where pulsed work has been done on pure water assemblies; however, the range where current transients are important may be reached by some of the largest pulsed sources now available. In addition, it is clear that the bucklings or Fourier components important in some pulsed water lattic experiments do reach into the range in question. It should be noted that the time dependence of the angular transient is markedly different from that of the flux, hence any spectrum measurements even in a moderate size assembly must take this into account when time dependent experiments and theory are compared.

As is well known, the transport or non-diffusion corrections tend to be over-emphasized in P-1 theory and this shows up for small bucklings in the comparison of $\mathrm{P}-1$ and P-3 calculations in Table l. However, the dominance of the current transient in the range of interest for lattices is quite clear, and this physical phenomenon appears in all the odd order P-L approximations but does not appear at all in diffusion theory.

Since the transport and energy corrections to the eigenvalue for small bucklings are known to be of opposite sign, the eigenvalues for the same water systems were calculated on the basis of two energy groups. These results are given in Table 2. The values given show clearly that the lowest eigenvalue becomes imaginary at about the same

|  | $B^{2}$ | Diff Th |  | P-1 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0 \mathrm{~cm}^{-2}$ | . 004296 | . 2238 | . 004296 | . 2238 | . 4974 | . 5348 |
|  | . 0009870 | . 004329 | . 2238 | . 004329 | . 2238 | . 4974 | . 5347 |
|  | . 003948 | . 004430 | . 2238 | . 004434 | . 2240 | . 4973 | . 5345 |
|  | . 01579 | . 004832 | . 2243 | . 004844 | . 2247 | . 4970 | . 5336 |
|  | . 02467 | . 005133 | . 2246 | . 005141 | . 2253 | . 4969 | . 5329 |
|  | . 09870 | . 007631 | . 2272 | . 006979 | . 2292 | . 4952 | . 5273 |
|  | . 2014 | . 01107 | . 2309 | . 01121 | . 2368 | . 4928 | . 5194 |
| $\stackrel{\text { F }}{\stackrel{\text { F }}{5}}$ | . 3948 | . 01744 | . 2378 | . 01789 | . 2511 | . 4870 | . 5042 |
| , | 2.467 | . 07815 | . 3201 | . 09178 | . $3611 \pm \mathrm{i}$ | . 1791 | . 4463 |
|  | 9.870 | . 2305 | . 6784 | . $3388 \pm$ i | . 4807 | . 2913土i | . 1881 |
|  | 39.48 | . 6961 | 2.255 | . $3291 \pm \mathrm{i}$ | 1.040 | . $3010 \pm i$ | . 5104 |

TABLE 2
The tabular entries give the decay constants in (micro-seconds) ${ }^{-1}$ using two groups and the bucklings and theories indicated.
buckling as in one group theory. The basic physical phenomenon of traveling waves is not affected by multi-energy considerations although the magnitude of the eigenvalues is, of course, somewhat modified by the two group as opposed to the one group scheme.

One apparent difficulty of working with small assemblies is the lack of a satisfactory boundary condition in the lower order approximations which will accurately portray the leakage when it is the dominant effect. This is simply another way of stating that the low order approximations are usually unsatisfactory near boundaries. In order to investigate the magnitude of the breakdown of the low order approximations for small systems, the eigenvalues for water systems have been calculated on the basis of diffusion theory and P-1 theory using the double $\mathrm{P}-0$ approximation with its natural vacuum boundary conditions. These results are given in Table 3. It is clear that the disagreement between the various theories is large.

The three values in Table 3 noted with an asterisk were not calculated due to the numerical code used to obtain the results - they could readily be obtained by modifying the code in a minor way. However, the authors were not able to satisfy the Marshak type boundary conditions in a simple direct way when the eigenvalue became imaginary.

|  | Slab Thickness | Diff Th | $\mathrm{P}-1$ |  | double P-0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | cm . | . 004296 | . 004296 | . 4750 | . 004296 | . 4750 |
|  | 99.4 | . 004325 | . 004328 | . 4750 | . 004318 | . 4749 |
|  | 49.4 | . 004411 | . 004412 | . 4745 | . 004383 | . 4746 |
|  | 24.4 | . 004757 | . 004837 | . 4727 | . 006480 | . 4733 |
|  | 19.4 | . 005017 | . 005141 | . 4712 | . 004848 | . 4722 |
|  | 9.4 | . 007201 | . 007236 | . 4574 | . 006558 | . 4619 |
| - | 6.4 | . 01027 | . 01063 | . 4323 | . 009015 | . 4439 |
| $\pm$ | 4.4 | . 01611 | . 01805 | . 3470 | . 01384 | . 3929 |
| + | 1.4 | . 08383 | . 09980 | * | * | * |

The tabular entries give the decay constants in (micro-seconds) ${ }^{-1}$ using the theories indicated. The diffusion theory and P-1 calculations employed Marshak boundary conditions, the double P-0 calculations employed the natural vacuum boundary conditions of this theory. The slab thicknesses if increased by 0.6 cm would yield fundamental bucklings of the examples listed in Tables 2 and 3.

## BERYLLIUM EXAMPLE

Beryllium has been chosen as an example to show up the energy transients because of their importance in this and other crystalline moderator cases. G. de Saussure has already pointed out the trapping effect in beryllium due to the large spike in the transport cross section at the Bragg cut-off. Some of the equations and cross sections used in the study of beryllium are the same as de Saussure's, and most of his results are essentially confirmed. However, the present work investigates the trapping from the point of view of a transient which leads to additional insight and suggests important further experimental approaches.

The two groups for Bery1lium are divided on a physical basis as done by de Saussure. The trapped group consists of those neutrons with energy between . 00685 ev and .00739 ev . The second group consists of all other neutrons. The inelastic scattering in the trapped group is taken as 0.4 b . and detailed balance is used. The transport cross section for the trapped group is taken as 18 b . and for the other group as 4.95 b . The absorption is given by $v \sum_{\mathrm{a}}=288 / \mathrm{sec}$.

The solid lines in Fig. I show the two lowest eigenvalues calculated on the basis of two group diffusion theory using Eq. 6. At low values of the buckling the second eigenvalue corresponds to a transient which distorts the asymptotic spectrum in order to fit the initial energy spectrum within the limits allowed by these two groups. As leakier


Figure 1. Eigenvalues for beryllium. The solid curves are based on the cross sections in the text; the dashed curves are based on an inelastic cross section increased by $25 \%$. The dotted lines are due to de Saussure ${ }^{3}$.
systems, that is systems of increased buck1ing, are considered, the number of neutrons in the mode which was a transient for small bucklings becomes such that it represents a positive number of neutrons in every group. For such leaky systems, the asymptotic spectrum is that of the trapped mode. This trapped mode for very leaky systems has a lifetime governed mainly by the lifetime of the trapped energy group.

The sharp bend in the curve of the lowest eigenvalue vs. $\mathrm{B}^{2}$ comes when the eigenvalues of the separate energy groups are equal. The experimental values for beryllium lie close to the lowest eigenvalue up to the sharp bend; after the bend there is a great deal of scatter in the experimental measurements. The dashed curves in Fig. 1 represent the same calculation as the solid curves except that the inelastic cross sections are all increased by $25 \%$ (from 0.4 b to 0.5 b in the trapped group). It is thus seen from the curves that the decay constant for large bucklings is quite sensitive to the magnitude of the inelastic cross section.

The dotted lines in Fig. 1 are those given by de Saussure. The more nearly horizontal of the two dotted lines is an upper limit to the lowest eigenvalue found by de Saussure by applying a variational principle due to Nelkin? It is seen from Fig. 1 that the lowest eigenvalue is actually less than this upper limit. Of course, if the cross sections which are used in obtaining the upper limit
are changed the limit will change and so the dashed curves do not violate the principle of the upper limit. The second dotted line in Fig. 1 is given by de Saussure and is essentially the one group diffusion theory result. Clearly the lowest eigenvalue over its entire range may be understood from the point of view presented here.

Some eigenfunctions of the two group theory have also been constructed. They have been used to find the spectrum in the lowest geometrical mode as a function of time based on the condition that there are no neutrons in the trapped mode at $t=0$. These results, based on the higher two group cross sections, are listed in Table 4 where the amplitudes are given for the number density. Within the accuracy of the numbers presented it may be noted that there are no neutrons present at any time in the eigenfunction corresponding to the excited state for $\mathrm{B}^{2}=0$; if the calculations were carried to more significant digits, there would be a few net neutrons in this mode in this case to correspond to the small number of neutrons which actually get absorbed. For the higher bucklings it is seen that in the range of $B^{2}=.07$ to $B^{2}=.1$ that $10 \%$ to $50 \%$ of the neutrons in the persistent mode are in the trapped group. It is thus suggested that a velocity selector such as a crystal spectrometer or a chopper might be used to obtain the decay constant of the persisting mode in this range of buckling. The contamination in the trapped group from the higher eigenfunction is

$$
\begin{aligned}
& \left.B^{2}=0 \mathrm{~cm}^{-2} \quad N(E, t)=\binom{.005}{.995} e^{-.000288} \begin{array}{c}
t \\
+
\end{array} \begin{array}{r}
-.005 \\
.005
\end{array}\right) \mathrm{e}^{-.007197 \mathrm{t}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.B^{2}=.07 \quad N(E, t)=\binom{.030}{.225} e^{-.008161} \quad \begin{array}{c}
t \\
+.030 \\
.775
\end{array}\right) e^{-.009326 t} \\
& B^{2}=0.1 \quad N(E, t)=\binom{.005}{.016} e^{-.008902} \quad \begin{array}{c}
t \\
+\binom{-.005}{.984} e^{-.01287 t}
\end{array}
\end{aligned}
$$

Table 4

This table gives the energy and time dependence for the number density of neutrons in a beryllium assembly of the buckling indicated calculated on the basis of two group theory. The upper entry in each mode refers to the number density of the trapped group, the lower entry to all other neutrons. The time is in micro-seconds. These distributions all satisfy the condition that there are no neutrons in the trapped group at $t=0$.
obviously considerable unless one waits a rather long time; however, the experiment may be feasible with the large pulsed sources available such as the Rensselaer Polytechnic Institute Linac facility. The difficulty of measuring the asymptotic lifetime has been pointed out by de Saussure; the point that is added here is that energy discrimination is an additional help. It may also be noted that if the set of cross sections based on a lower inelastic scattering cross section are used, the predictions for these experiments are more optimistic.

By working with $\mathrm{B}^{2}$ on the order of 0.1 it may be possible to measure the lifetime of the second highest mode by utilizing a velocity selector and by working at shorter times. This will be investigated by breaking the energy range above that of the trapped neutrons into a few groups and looking at their population as a function of time. By focusing attention on a group of neutrons somewhat above the average energy transfer of a collision of a neutron in the trapped group, it may be possible to bias the counting strongly in favor of the second eigenvalue.

It should be pointed out that the above split into two energy groups does not reflect the usual diffusion cooling phenomenon. The diffusion cooling could be accounted for in an average fashion by the choice of the parameters for the non-trapped group. The use of additional groups which would bring in such effects as diffusion cooling would probably soften the bend in the eigenvalue vs. $B^{2}$ curve. Some calculations have been done using 3 groups: below the Bragg
cut-off, the trapped group, above the trapped group. These three group calculations show the sensitivity of the eigenvalue vs. $\mathrm{B}^{2}$ curve to the scattering kernel at small $\mathrm{B}^{2}$.

## CONCLUSIONS

The role of transients in the interpretation of pulsed experiments has been investigated. These transients have been studied under two main classifications, namely, current and energy transients, and it has been shown that their role can be dominant in certain cases of interest. When there is a sharp change in the behavior of an eigenvalue with size of assembly being studied such as the eigenvalue becoming imaginary or the $\lambda$ vs. $B^{2}$ curve bending sharply, the usual interpretation of the eigenvalue in terms of an expansion in $B^{2}$ becomes questionable. In these cases the decay with time of the assembly may depend strongly on the angle or energy of observation. In such cases, the authors would suggest that a different approach be attempted, namely, the measurement of angle and time dependent spectra. The angular dependence may be only the total number of neutrons being emitted in a few directions as a function of time and the time dependent spectra may be only the number of neutrons being emitted at a few energies as a function of time or the experiments may be more elaborate. These measured phenomena may be then directly confronted with theoretical predictions rather than working through say the diffusion cooling parameter. If carried far enough, such experiments offer very
sensitive tests of a scattering kernel and, in fact, actually allow one to infer elements of the scattering matrix from experiment?

Although transients have been studied here as either current or energy transients and mainly as they arise in small systems, the various transients do affect each other somewhat, and they may arise due to other causes. In particular, a system which contains a high absorption cross section which is not ( $1 / \mathrm{v}$ ) may also show a dominant transient behavior; such behavior is currently being studied in the theory of pulsed systems containing fissionable material and was not included in this study pertaining to moderators.
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#### Abstract

The effect of the narrow peak of the neutron transport cross section of crystalline materials at low energy is being investigated. It is shown that an upper bound can be found for the asymptotic decay constant in a small assembly. This upper bound is lower than the values usually measured by the pulsed-neutron source technique. This apparent discrepancy is discussed.


## 1. Introduction

The pulsed-neutron technique has been used extensively to measure diffusion parameters in a variety of moderators. A description of the technique and an excellent summary of the present status of experiments may be found in a recent review by K. H. Beckurts. It may be seen from Beckurts' review that the values of the absorption cross section and of the diffusion constants obtained by the pulsedneutron technique for the various moderators are quite consistent. However, some very puzzling discrepancies are observed between various measurements of the diffusion cooling constant, especially for crystalline moderators such as beryllium and graphite.

Beckurts proposes the following possible causes for these discrepancies: (1) the role of $\mathrm{B}^{6}$ terms, (2) the effect of higher harmonics, and (3) the importance of the data-evaluation schemes. For the case of beryllium, at least, different laboratories measure different decay constants for the same value of the buckling. ${ }^{2,3}$ such discrepancies cannot be blamed on $B^{6}$ terms. It is also difficult

[^35]to see how the effect of space harmonics may not be properly accounted for since, for a small cube of a moderator with low absorption, the first spatial harmonic decays almost twice as rapidly as the fundamental mode.

The purpose of this note is to propose another possible cause for the observed discrepancies in the measurements of decay constants. It appears that under certain conditions the decay of the neutron population out of a moderating assembly may never be strictly exponential during the time available for measurement. In this case, the "asymptotic decay constant" is not directly measurable and the diffusion cooling constant is not a well defined concept.
2. Determination of an Upper Bound for the Asymptotic Decay Constant

An upper bound for the asymptotic value of the neutron decay constant in a finite moderating assembly, $\lambda$, can be obtained from Nelkin's variational principle. ${ }^{4}$ For the case of $\frac{l}{V}$ absorption, the principle may be expressed as:

$$
\begin{equation*}
\lambda \leqslant v \Sigma a+\frac{J-I}{K} \tag{I}
\end{equation*}
$$

$$
\begin{equation*}
J=\frac{1}{3} B^{2} \int_{0}^{\infty} \lambda_{t r}(E)\left[\frac{\phi^{2}(E)}{M(E)}\right] d E \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
K=\int_{0}^{\infty} \frac{1}{V}\left[\frac{\phi^{2}(E)}{M(E)}\right] d E \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
I=\int_{0}^{\infty} d E \int_{0}^{\infty} d E^{\prime} \Sigma\left(E \rightarrow E^{\prime}\right) \phi(E)\left[\frac{\phi\left(E^{\prime}\right)}{M\left(E^{\prime}\right)}-\frac{\phi(E)}{M(E)}\right] \tag{4}
\end{equation*}
$$

where the symbols have the same meaning as in Nelkin's article. 4
Using for a trial function the energy delta function $\phi(E)^{2}=\phi\left(E_{o}\right)^{2} \delta\left(E-E_{o}\right)$, we obtain:

$$
\begin{gather*}
\lambda \leqslant v \Sigma a+v\left(E_{0}\right) \Sigma_{i n}\left(E_{0}\right)+\frac{1}{3} \lambda_{\operatorname{tr}}\left(E_{0}\right) v\left(E_{0}\right) B^{2}  \tag{5}\\
\Sigma_{i n}\left(E_{0}\right) \equiv \int d E^{\prime} \Sigma\left(E_{0} \rightarrow E^{\prime}\right)-\Sigma\left(E_{0} \rightarrow E_{0}\right) . \tag{6}
\end{gather*}
$$

The inequality (5) shows that the asymptotic decay constant is smaller or equal to the sum of the absorption, inelastic scattering, and leakage probabilities at any energy $\mathrm{E}_{0}$. This rather obvious statement does not depend on the differential inelastic scattering law. In general, the upper bound (5) is not very useful; however, in the special case of a small crystalline moderating assembly, if the reference energy $E_{o}$ is suitably chosen, it may not be trivial.

The transport cross section of beryllium, computed by Bhandari, ${ }^{5}$ is shown in Fig. l. At low energy this cross section exhibits a series of sharp peaks occurring whenever the neutron wavelength is just equal to the distance between parallel planes of a Miller's index. The largest of these peaks, at 6.85 mev (millielectronvolts) correspond to the Miller's index (1, 0, 1). At this energy the transport cross section is about 18 barns, whereas the inelastic scattering cross section at room temperature is about .4 barns. 5

If we choose $E_{0}=6.85 \mathrm{mev}$ as a reference energy to evaluate the upper bound (5), we obtain for beryllium:

$$
\begin{equation*}
\lambda\left[\mathrm{msec}^{-1}\right] \leqslant 5.8+17.6 \mathrm{~B}^{2}\left[\mathrm{~cm}^{-2}\right]=\lambda_{1} \tag{7}
\end{equation*}
$$

The numerical values of Eq. 7 were obtained using a beryllium density $N=.12$ atom/barn $\cdot \mathrm{cm}$ and an absorption probability ${ }^{1} \mathrm{v} \Sigma \mathrm{a}=.29 \mathrm{msec}^{-1}$. Fig. 2 shows the right-hand side of (7), as well as $\lambda_{2}=v \Sigma a+\mathrm{DB}^{2}$ where $\mathrm{D}=1.25 \times 10^{5} \mathrm{~cm}^{2} \mathrm{sec}^{-1}$ is the infinite medium diffusion constant, 1 and some experimental values $\lambda_{3}\left(B^{2}\right)$ obtained at various laboratories. $1,2,3$ It may be seen from the figure that the discrepancies between values obtained at various laboratories are mostly in the buckling region where $\lambda_{3}>\lambda_{1}$. In this region the asymptotic decay constant was not really obtained by the experimenters, since $\lambda \leqslant \lambda_{I}$.

The effects in graphite and BeO are analogous to that in beryllium. Fig. 3 shows the transport cross section of graphite. ${ }^{6}$ It has a maximum value of about 17 barns at an energy of 1.89 mev. At this energy the inelastic scattering cross section at room temperature is 0.5 barns. 7 Using this energy as a reference energy, a density ${ }^{8} \rho=1.6 \mathrm{~g} / \mathrm{cm}^{3}$ and an absorption probability ${ }^{8} \vee \Sigma a=71.2 \mathrm{sec}^{-1}$, we obtain for the upper bound (5):

$$
\begin{equation*}
\chi\left[\mathrm{msec}^{-1}\right] \leqslant 2.48+14.77 \mathrm{~B}^{2}\left[\mathrm{~cm}^{-2}\right]=\lambda_{1} \tag{8}
\end{equation*}
$$

Fig. 4 shows $\lambda_{1}$ vs $B^{2}, \lambda_{2}=v \Sigma a+D B^{2}$ where ${ }^{8} D=2.06 \times 10^{5} \mathrm{~cm}^{2} \mathrm{sec}^{-1}$ is the infinite medium diffusion constant and the parabola $\lambda_{3}=v \Sigma a+D B^{2}-C B^{4}$ where $C=12.4 \times 10^{5} \mathrm{~cm}^{4} \mathrm{sec}^{-1}$ is the diffusion cooling constant obtained by E. Starr and G. A. Price by fitting their experimental data. ${ }^{8}$ The parabola $\lambda_{3}$ is larger than the upper bound $\lambda_{1}$ for $B^{2}>.014 \mathrm{~cm}^{-2}$. Beckurts ${ }^{8}$ states that Starr and Price carried their measurements over the buckling range $.0016 \mathrm{~cm}^{-2} \leqslant \mathrm{~B}^{2} \leqslant .0275 \mathrm{~cm}^{-2}$. Hence it seems that for their smallest assembly Starr and Price have not measured the true asymptotic decay constant.
3. Determination of a Lower Bound for the Diffusion Cooling Constant

A lower bound for the diffusion cooling constant $C$ may be obtained from the upper bound $\lambda_{I}$ (5) for the asymptotic decay constant. If this asymptotic decay constant is expressed as a power series in $B^{2}$ :

$$
\begin{equation*}
\lambda=v \Sigma a+D B^{2}-C B^{4} \tag{9}
\end{equation*}
$$

and if (9) must satisfy the inequality (5) for all values of $B^{2}$, we obtain a lower bound for C:

$$
\begin{equation*}
C \geqslant \frac{\left[\frac{1}{3} \lambda_{\operatorname{tr}}\left(E_{0}\right) v\left(E_{0}\right)-D\right]^{2}}{4 v\left(E_{0}\right) \Sigma_{i n}\left(E_{0}\right)} \tag{10}
\end{equation*}
$$

Using the reference energies determined previously, the lower bound on the right-hand side of (10) is $5.2 \times 10^{5} \mathrm{~cm}^{4} \mathrm{sec}^{-1}$ for beryllium and $45 \times 10^{5} \mathrm{~cm}^{4} \mathrm{sec}^{-1}$ for graphite. These values are much lareer than all the diffusion cooling constants listed by Beckurts ${ }^{1}$ for these two moderators. Of course, if more terms are included in the expansion (9) of $\lambda$ in powers of $\mathrm{B}^{2}$, the inequality (10) does not need to hold, yet it is usually assumed that the coefficient of $B^{6}$ in the expansion of $\lambda$ is positive, ${ }^{9}$ in such case (10) must still hold. The coefficient of the highest order of $B^{2}$ in the expansion of $\lambda$ must be positive since the decay constant can never decrease with increasing buckling.

The existence of the upper bound (5) suggests, however, that the expansion of the asymptotic decay constant in powers of $B^{2}$ is not very desirable. It would probably be better to fit $\lambda$ to the lower branch of a hyperbola which, for large values of $B^{2}$, would asymptotically approach the upper bound $\lambda_{1}$ (5).

## 4. Can the asymptotic decay constant in a small crystalline moderating assembly be measured?

An interesting problem that suggests itself is whether or not the asymptotic decay constant of the neutron population in a small assembly of crystalline moderator is a measurable quantity.

The "energy trap" corresponding to the peak in the transport cross section Is very narrow: in beryllium, for instance, it is easy to compute that the transport cross section is larger than 15 barns only in the 0.54 mev wide energy interval $6.85 \mathrm{mev} \leqslant \mathrm{E} \leqslant 7.39 \mathrm{mev}$. When fast neutrons are being pulsed in a small beryllium assembly, very few of them are slowed down in this low energy region. These few neutrons will eventually dominate the decay, but the study of their time behavior requires a very intense pulsed-neutron source and a detecting equipment almost free of background. The time after which the "trapped neutrons" will
dominate the decay is a sensitive function of the initial conditions and of the differential inelastic scattering cross section. A crude two-group computation (see Appendix) suggests that for beryllium this time is of the order of one millisecond or more. Many experimenters do not have the equipment necessary to measure accurately the decay constant after such a long time.

A more fundamental question is whether or not the neutron decay ever becomes exponential. The transport cross section within the trap $6.85 \mathrm{mev} \leqslant \mathrm{E} \leqslant 7.39 \mathrm{mev}$ is almost inversely proportional to the square of the energy so that a neutron of 7.39 mev has a leakage probability, $D(E) B^{2}$, about $20 \%$ larger than a neutron of 6.85 mev. On the average, a neutron of 7 mev that undergoes inelastic scattering increases its energy by about 2.5 mev. ${ }^{5}$ Hence one may perhaps consider an inelastic scattering within the trap in a small assembly as equivalent to an absorption, since after the inelastic scattering the neutron is usually outside the trap where it has a large transport mean free path and will leak out of the small assembly before being scattered back into the trap. Most of the neutrons remaining in such a small assembly a long time after the pulse will be "trapped neutrons." These neutrons diffuse according to:

$$
\begin{equation*}
-\lambda(E) n(E, t)=\frac{\partial n(E, t)}{\partial t} N(t)=\int n(E, t) d E=\int n_{0}(E) e^{-\lambda(E, t)} d E \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\lambda(E) \cong v \Sigma a+v\left(E_{0}\right)\left(\frac{E}{E_{0}}\right)^{1 / 2} \Sigma_{i n}\left(E_{0}\right)+\frac{v\left(E_{0}\right) B^{2}}{3 \Sigma_{t r}\left(E_{0}\right)}\left(\frac{E}{E_{0}}\right)^{5 / 2} \tag{12}
\end{equation*}
$$

where the inelastic scattering cross section $\Sigma_{\text {in }}\left(E_{o}\right)$ is assumed to be constant over the trap region. The neutron density $N(t)$ (11) has no isolated asymptotic decay constant; it is not separable in time and energy and never decays exponentially. If an experimenter fits a finite number of measured points $N_{i}\left(t_{i}\right) \pm \delta N_{i}$ to a sum of exponential, he will not determine unambiguously the asymptotic decay constant.

Of course it is not strictly correct to treat inelastic scattering within the trap as equivalent to absorption; nevertheless, before the asymptotic decay constant of a small assembly can be measured it must be proven that the flux is eventually separable in time and energy and decays according to:

$$
\begin{equation*}
N(t)=a e^{-\omega_{1} t}+b e^{-\omega_{0} t}, \text { for } t \rightarrow \infty \text {, with } \omega_{1}-\omega_{0} \geqslant \epsilon \tag{13}
\end{equation*}
$$

and a lower bound for $\epsilon$ must be found, for if $\epsilon$ is allowed to be arbitrarily small it is not possible to measure unambiguously $\omega_{0}$.
5. Remarks on the Calculations of the Diffusion Cooling Constant

A few authors have computed the values of the diffusion cooling constants $C$ of beryllium, BeO, and graphite. The results of most of these calculations give values for $C$ much smaller than the lower bound defined in (10). This appears in direct contradiction to the argument presented to obtain (10). However, because of mathematical difficulties, the numerical calculations are always performed under certain simplifying assumptions.

First, the flux is usually assumed to be separable in time and energy, and the energy part is taken to be a Maxwellian, 4,10 or the product of a Maxwellian, and a power expansion in $\left(\frac{\mathrm{E}}{\mathrm{KI}}\right)$ where kT is some reference energy; 9,11 in the latter case only a finite, usually small, number of coefficients of the expansion are considered. If the true asymptotic energy distribution of the neutrons has a very large peak in the narrow interval where the transport cross section has a maximum, this distribution cannot be represented by the usual power expansion without using a very large number of terms.

Second, $C$ is often computed assuming a transport mean free path $\lambda_{t r}(E)$ constant ${ }^{9}$ or proportional to $\mathrm{E}^{\alpha}$, where $\alpha$ is a constant. ${ }^{4}$ of course, such computations cannot display the effect of the narrow peak in the transport cross section.

Finally, the differential inelastic scattering cross section is usually obtained from a model that does not strictly apply to the case of a crystalline moderator--heavy gas model or incoherent approximation.
S. N. Purohit ${ }^{12}$ has investigated the time-dependent energy spectrum of neutrons decaying in various assemblies of beryllium. His method consists of solving the appropriate differential equations on an analog computer. His results show that even in a very small beryllium assembly ( $B^{2}=.0718 \mathrm{~cm}^{-2}$ ) an equilibrium energy spectrum is established in about 0.5 milliseconds. This spectrum does not show any peak in the energy region $6.85 \mathrm{mev}<\mathrm{E}<7.39 \mathrm{mev}$. From the results of his investigation Purohit computes a value $\mathrm{C} \cong 1.13 \times 10^{5} \mathrm{~cm}^{4}$ $\sec ^{-1}$ for beryllium. These results appear to contradict the arguments presented. in this paper. However, although Purohit's model uses the correct transport mean free path, as computed by Bhandari, 5 it uses a heavy gas kernel. More important, the model is based on a multigroup formalism; in the low-energy region Purohit uses 2.5 mev wide groups. If the beryllium transport cross section (Fig. 1) is averaged linearly in the energy region $5 \mathrm{mev}<\mathrm{E}<7.5 \mathrm{mev}$, the value obtained is 6.3 barns. The strong peak of 18 barns at 6.85 mev is completely "smoothed out" by the averaging over the group. It should be interesting to repeat Purohit's computation with groups .05 mev wide in the energy region between 6 and 7 mev.

Recently, by a numerical iteration method and using the correct transport cross section, S. S. Jha ${ }^{13}$ has investigated the equilibrium neutron energy spectrum in a few small assemblies of beryllium. This investigation showed that, indeed, in small assemblies the spectrum exhibits sharp peaks where the transport cross section has maxima. Jha has also computed the decay constant of a few assemblies, and these decay constants are consistent with the upper bound (7).

## 6. Conclusions

The arguments presented in this paper seem to indicate that the true asymptotic decay constant of a small crystalline moderating assembly has not been measured. The experimental values of the decay constants of small assemblies are larger than a theoretically determined upper bound; hence they must not refer to the asymptotic value. This asymptotic value may not be measurable.

Because the diffusion cooling constant must be determined from the measurements of the asymptotic decay constant in small assemblies, the difficulty in measuring these decay constants may explain the discrepancies between various experimental determinations of the diffusion cooling constant.

## APPENDIX

## Two-Group Computation of the Trap Effect in Beryllium

It is interesting to investigate the effect of the peak of the beryllium transport cross section at 6.85 mev on the decay constant of a small assembly in a two-group model. The model is extremely crude and the results should have only qualitative significance.

We shall divide the energy domain into two groups: the first group (group 0, index 0) comprises the neutrons of energy $6.85 \mathrm{mev} \leqslant \mathrm{E} \leqslant 7.39 \mathrm{mev}$; the second group (group 1, index 1) comprises all the other neutrons. In group 0 the average transport cross section is $\sigma_{t r, 0}=18$ barns, the average inelastic scattering cross section is $\sigma_{i n, 0}=.4$ barns, and the average velocity is $v_{o}=1.142 \times 10^{5} \mathrm{~cm} / \mathrm{sec}$. In group 1 the diffusion coefficient is $D_{1}=1.25 \times 10^{5}$ $\mathrm{cm}^{2} / \mathrm{sec}$. The absorption probability $\mathrm{v} \Sigma \mathrm{a}=288 \mathrm{sec}^{-1}$ is the same for both groups. The density will be taken as $N=.12$ atom $/ \mathrm{barm} \cdot \mathrm{cm}$. Hence $D_{0}=\frac{v_{o}}{3 N \sigma_{t r, 0}}=.176 \times 10^{5} \mathrm{~cm}^{2} / \mathrm{sec}$. The width of group 0 is very narrow compared to the average energy gain of a neutron undergoing inelastic scattering in that group so that the transfer probability from group 0 to group 1 will be assumed to be $\beta_{0}=V N \sigma_{i n, 0}=5500 \mathrm{sec}^{-1}$. The transfer probability from group 1 to group 0 can be obtained from detailed balance as $\beta_{1}=\gamma \beta_{0}$ where

$$
\begin{equation*}
\gamma=\frac{\int_{\Delta E_{0}} M(E) d E}{\int_{\Delta E_{1}} M(E) d E} \cong .005 \tag{A-1}
\end{equation*}
$$

where $M(E)$ is the Maxwellian density spectrum and the integration is carried over the energy width of the group.

The neutron densities $n_{i}$ in the two groups obey the coupled differential equations:
$-\left(\alpha_{1}+\beta_{1}\right) n_{1}+\beta_{0} n_{0}=\frac{\partial n_{1}}{\partial t}$,
(A-3)

$$
-\left(\alpha_{0}+\beta_{0}\right) n_{0}+\beta_{1} n_{1}=\frac{\partial n_{0}}{\partial t},
$$

$$
\begin{equation*}
\alpha_{i} \equiv \mathrm{v} \Sigma a+\mathrm{D}_{\mathrm{i}} \mathrm{~B}^{2}, \tag{A-4}
\end{equation*}
$$

which have the solution

$$
\begin{equation*}
n_{i}(t)=a_{i}^{+} e^{\omega^{+} t}+a_{i}^{-} e^{\omega^{-} t} \tag{A-5}
\end{equation*}
$$

(A-6) $\omega^{ \pm}=-\left(\frac{\alpha_{1}+\alpha_{0}}{2}+\frac{\beta_{0}+\beta_{1}}{2}\right) \pm\left[\left(\frac{\alpha_{1}-\alpha_{0}}{2}\right)^{2}+\left(\frac{\beta_{0}+\beta_{1}}{2}\right)^{2}-2\left(\frac{\alpha_{1}-\alpha_{0}}{2}\right)\left(\frac{\beta_{0}-\beta_{1}}{2}\right)\right]^{\frac{1}{2}}$.
The detailed balance condition (A-1) can be used to simplify (A-6): since $\beta_{1} \ll \beta_{0}$
$(A-7) \quad \omega^{ \pm} \cong-\left(\frac{\alpha_{1}+\alpha_{0}}{2}+\frac{\beta_{0}}{2}\right) \pm\left[\left(\frac{\alpha_{1}-\alpha_{0}}{2}\right)+\left(\frac{\beta_{0}}{2}\right)^{2}-2\left(\frac{\alpha_{1}-\alpha_{0}}{2}\right)\left(\frac{\beta_{0}}{2}\right)\right]^{\frac{1}{2}}$
(A-8)

$$
\omega^{+} \cong-\left(\alpha_{0}+\beta_{0}\right) \quad \omega^{-} \cong-\alpha_{1} .
$$

This result shows that for $B^{2}<B_{c}^{2}=\frac{v_{0} N \sigma_{i n}, 0}{D_{1}-D_{0}}=.051 \mathrm{~cm}^{-2}$ the decay constant of the "average neutron," $\alpha_{1}$, is the asymptotic decay constant. For $B^{2}>B_{c}^{2}$ the sum $\alpha_{0}+\beta_{0}$ of the absorption probability, leakage probability, and transfer probability of the "trapped neutron" will be the asymptotic decay constant.

For a beryllium assembly of buckling $B^{2}=.0718 \mathrm{~cm}^{-2}$, we obtain $\alpha_{1}=9263 \mathrm{sec}^{-1}$ and $\alpha_{0}+\beta_{0}=7051 \mathrm{sec}^{-1}$. The "asymptotic" decay constant experimentally measured for this assembly is ${ }^{2} 8500 \pm 300 \mathrm{sec}^{-1}$.

It is interesting to compute the time $t_{c}$ at which the two modes on the right-hand side of $(\mathrm{A}-5)$ are equal. We have:

$$
\begin{equation*}
t_{c}=\frac{\ln _{n}\left\{\frac{a_{0}^{+}+a_{1}^{+}}{a_{0}^{-}+a_{1}^{-}}\right\}}{\omega^{-}-\omega^{+}} \tag{A-9}
\end{equation*}
$$

The argument of the logarithm must be obtained from the initial conditions. If we assume that initially all the neutrons are in group 1, we obtain

$$
\begin{equation*}
\frac{a_{0}^{+}+a_{1}^{+}}{a_{0}^{-}+a_{1}^{-}}=-\frac{\alpha_{1}+\omega^{-}}{\alpha_{1}+\omega^{+}} \tag{A-10}
\end{equation*}
$$

The small quantity $\alpha_{1}+\omega^{-}$must be evaluated using $(A-6)$. For a beryllium assembly of buckling $B^{2}=.0718 \mathrm{~cm}^{-2}$ we find, using ( $\mathrm{A}-10$ ) $t_{c} \cong 1.5 \mathrm{msec}$. For the same assembly, if we assume that initially the neutrons are in a Maxwellian distribution, we obtain $t_{c} \cong 1.3 \mathrm{msec}$. During these 1.3 msec the neutron population in the assembly will have decayed by a factor of about $10^{5}$.

Finally, it must be noted that the group constants, in this two-group model, should not really be taken as time constants. Indeed, because of the rapid variation of the transport cross section with energy, the flux averaged diffusion constant $D_{1}$ will decrease with time. This will result in a lower value for $\alpha_{1}$ and hence a larger value for $t_{c}$.
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Fig. 1. Transport Cross Section of Beryllium (from Ref. 5).
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Fig. 2. Decay Constant vs Buckling for Beryllium.


Fig. 3. Transport Cross Section of Graphite (from Ref. 6).
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Fig.4. Decay Constant vs. Buckling, for Graphite.
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## ABSIRACT

The authors have computed the coefficients $\omega_{0}$,
$D_{0}, C$ and $E$ in the expansion

$$
\omega=\omega_{0}+D_{0} B^{2}-C B^{4}+E B^{6}+\cdots
$$

using the Radkowsky (Ref. 1) and Nelkin (Ref. 2) kernels. It has been found that both kernels give very similar pulse parameters. Extrapolation distances have been computed, using both kernels, for pulsed slabs of water. Again no significant differences were observed. Differences between the Nelkin and Radkowsky flux shapes in ITRX lattices are quite small: they would be difficult to detect experimentally. In summary, it seems that thermal neutron flux shapes and decay rates are not very sensitive to details in the structure of the scattering kernel. Yet neither the Nelkin nor the Radkowsky kernels yield flux shapes and decay rates in good agreement with experiment.

## I. INIRODUCTION

Our knowledge of the differential scattering cross section of water in the thermal energy band is still somewhat sketchy. At first glance it may seem that any uncertainty regarding the bound hydrogen kernel is a great handicap to the reactor physicist. This is not necessarily true. Often one is interested in the thermal neutron flux distribution in a narrowly limited range of geometries, temperatures, water densities fand fuel loadings. Within this limited range of conditions the flux may not be very sensitive to details of the scattering kernel.

How important, then, is the form of the scattering kernell We attack this question, here, by comparing the results of computations based on the Nelkin and Radkowsky kernels. Both kernels incorporate chemical binding effects. The Nelkin and Radkowsky treatment of binding are very differents yet, in the cases studied, computations using both kermels give much the same results.

## II. DIFFUSION LENGIHS

Diffusion lengths for the Nelkin and Radkowsky kernels have been computed via the SLOP-1 code (Ref. 1). At present results are available only for pure water at room temperature. One finds that the Radkowsky diffusion length

L (Radkowsky) $=2.81 \mathrm{~cm}$, while
$L$ (Nelkin) $=2.78 \mathrm{~cm}$.

I\$ will be seen that the difference between the Nelkin and Radkowsky diffusion lengths is small.

Nelkin's approach leads to a differential scattering cross section containing spherical harmonics components of all orders. However, it is sometimes convenient to simplify the thermal scattering kernel through the use of
the Selengut-Goertzel approximation. When this is done it is assumed that the $P_{1}$ kernel is diagonal, while all higher $P_{\ell}$ components are ignored. Diagonal elements of the Selengut-Goertzel $P_{1}$ kernel are defined through the relations

$$
K_{1 S G}\left(E^{\prime} \rightarrow E\right) \equiv \delta\left(E^{\prime} \rightarrow E\right) \int_{0}^{\infty} K_{1}\left(E \rightarrow E^{\prime}\right) d E^{\prime}
$$

The introduction of the Selengut-Goertzel approximation has little effect on the Nelkin diffusion length. In fact, to three significant figures, one finds that
$L($ Nelkin S.G. $)=2.78$
as in the case of the full Nelkin kernel.

## III. PULSED NEUTRON COMPUTATIONS

In the analysis of pulsed neutron experiments it is usually assumed that, after a sufficieatly long time has elapsed, the flux decays exponentially:

$$
\Phi(E, x, t)=\varphi(E, x) B^{-\omega t}
$$

It is customary to expand the decay rate, $\omega$, in powers of the bucklings

$$
\begin{equation*}
\omega=\omega_{0}+D_{0} B^{2}-C B^{4}+E B^{6}+\ldots \tag{1}
\end{equation*}
$$

Again with the aid of SLOP-1 we have computed $\omega_{O}, D_{O}, C$ and $E$ for the Radkowsky, Nelkin, and Nelkin S.G. kernels. As in Section II, results are availabie only for pure water at room temperature. Values of $D_{O}$, and $C$ appear in Table $I$. The spread between $D_{0}$ and $C$ values derived from the various kernels is small. As for the coefficient $E$, we find that

$$
\begin{aligned}
& E(\text { Radkowsky })=530 \mathrm{~cm}^{6} / \mathrm{sec}, \text { and } \\
& E(\text { Nelkin })=200 \mathrm{~cm}^{6} / \mathrm{sec}
\end{aligned}
$$

Clearly the $E$ values appropriate to Nelkin and Radkowsky kernels are considerably different, but it seems that the $B^{6}$ term as a whole is unimportant. Suppose that $\omega$ were given exactly by the four terms in Eq. (1). Suppose, further, that one were to fit $\omega$, in the range $0 \leq B^{2} \leq 1$, with a quadratic function of the buckling. Obviously the parameters $\omega_{0}, D_{0}$ and $C$ deduced from such a fit would be incorrect. If $E=600$, this neglect of the $B^{6}$ term in a least square fitting process would lead to an error of $25 \%$ in $C$. If $E=190$, the corresponding error in $C$ would be $10 \%$. In either case errors introduced through neglect of the $B^{6}$ term seem inconsequential at this time, in view of the uncertainties in the measured value of $C$.

In the Selengut-Goertzel approximation one finds that
$E(\mathrm{Nelkin} \mathrm{S} . \mathrm{G})=.160 \mathrm{~cm}^{6} / \mathrm{sec}$.
Apparently the Selengut-Goertzel approximation is accurate even at fairly high bucklings. Now, the use of the Selengut-Goertzel approximation introduces considerable distortion into the differential scattering cross section. If the agreement between the Nelkin $E$ and the Selengut-Goertzel $E$ is not accidentel, then the decay rate, $\omega$, must depend only on gross features of the angular distribution of scattered neutrons.

So far we have confined our attention to the behavior of neutrons in infinite homogeneous media. One might expect more complicated phenomena at interfaces, particularly at interfaces where the properties of the diffusing medium change sharply.

The behavior of the flux at an interface is involved in the computation of extrapolation distance at the surface of a pulsed moderator. We have computed multigroup extrapolation distances (in a $P_{3}$ approximation) for slabs at three bucklings. Results of these calculations are displayed in Table II. Again we find that details of the structure of the kernel are almost completely irrelevant.

This conclusion leads directly to an unresolved problem. The extrapolation distances in Table II lie in the range from .3 to .35 cm . Extrapolation distances have also been computed for cylinders and spheres with $0<B^{2} \leq 1$. These lie in the same range. On the other hand, direct measurements by Campbell et al in large rectangular boxes yield extrapolation distances near .46 cm (Ref. 3). $\mathrm{A}^{\mathrm{A}}$ It is difficult to believe that the extrapatation distance- at low bucklings depends so strongly on geometry. If it does not, then there is a large discrepancy between theory and experiment, a discrepancy which might indicate gross inadequacies in both the Nelkin and Radkowsky kernels.

## IV. CELL CALCULATIONS

We turn now to a problem configuration of more direct interest to the reactor analyst. Multigroup thermal neutron fluxes have been computed for a cylindrical cell containing a fuel rod, zirconium cladding, and an annulus of water. The radius of the rod is .762 cm , the cladding is .08328 cm thick and the outer radius of the cell is .897162 cm . Number densities are listed in Table III.

This asame problem has been treated by H. Honeck, whose work is discussed in Ref. 4. Honeck, however, has used a computer code which contains no provisions for anisotropic scattering. In contrast, the computations described here were carried out with the aid of a code, called EXCEL, which can handle any Belengut-Goertzel kernel. In view of the accuracy of the Selengut-Goertzel approximation in diffusion length and pulse calculations, one might expect it to be adequate in cell calculations also. Of course this is not necessarily DeJuren, Stooksberry and others at Bettis have recently measured extrapolation
distances in pulsed water systems (private communication). Their results agree
with Campbell's. Bettis work now in progress should determine whether existing
measurements of extrapolation distances have been affected substantially by the
presence of harmonics in the flux.
true. According to Nelkin's analysis (Ref. 5), the Selengut-Goertzel approximation is satisfactory in pulse problems because pulsed neutron spectra are almost Maxwellian. In inhomageneous problems, however, the spectrum will have a $I / E$ tail. It seems worthwhile, then, to test the accuracy of the selengutGoertzel approximation in the presence of neutron sources. For this purpose we have made use, again, of the SLOP-l code.

SLOP-l can handle slab problems in double- $P_{1}$, and the code library contains $P_{0}$ through $P_{3}$ scattering matrices. Problems in other geometries are, generally, treated in the $P_{1}$ approximation. In order to take full advantage of the capabilities of SLOP-1, we digress to consider a cell problem in slab geometry. The cell, again, consists of a fuel region and a water channel. Cladding has been ignored. Number densities in the fuel and water are identical with those in the cylinder. The thickness of the fuel plate in the slab is taken to be equal to the radius of the fuel rod in the cylinder, while the thickness of water region is the same in both the slab and cylinder problems.

In the slab case we have computed the double- $P_{1}$ flux cdistribution using, first, the full Nelkin kernel and, then, a Selengut-Goertzel approximation to it. At all points in the cell the computed absorption rates in a $1 / \mathrm{v}$ detector are practically unaffected by the Selengut-Goertzel approximation. Nelkin and Nelkin S.G. activations differ by less than $1 \%$.

With some confidence in the accuracy of the Selengut-Goertzel approximation we turn from the slab cell to the cylindrical lattice. The computed 1/v activations in the cylinder are plotted in Fig. 1. Now, the lattice parameters for the cylindrical cell correspond with those in one of the TRX experiments. Experimental thermal activations are available for this particular lattice, and the experimental activations are also plotted in Fig. 1.

[^37]Again the differences between results obtained with the Radkowsky and Nelkin kernels are small although, in this case, these differences are not negligible. Again we note that the spread in computed results is not as large as the discrepancy between theory and experiment.
V. CONCLUSIONS

At this point we find ourselves in a distarbing position. An examination of computations using different kernels indicates that even a crude treatment of binding should be adequate for the analysis of pulse and IRX experiments. On the other hand the experimental results themselves suggest that a much more refined treatment of binding is necessary. In view of the insensitivity of our computed results to details of the kernel, drastic changes in the kernel would be required in order to bring theory and experiment into agreement. It seems most important, then, that measurements of extrapolation distance should be reexamined and that activation measurements in lattices be repeated and refined.

Table I

|  | $D_{0}$ <br> $\left(\mathrm{~cm}^{2} / \mathrm{sec}\right)$ | C <br> $\left(\mathrm{cm}^{4} / \mathrm{sec}\right)$ |
| :--- | :---: | :---: |
| Range of Experimental Results ${ }^{\mathbf{A}}$ | 34800 to 38500 | 0 to 7500 |
| "Best Value"t | 35200 | $4400^{ \pm} 1500$ |
| Radkowsky | 38380 | 3614 |
| Nelkin | 37520 | 3283 |
| Nelkin (S.G.) | 37160 | 3113 |
| See Ref. 6. |  |  |
| $t_{\text {See Ref. }} 7$. |  |  |

Table II

| Buckling <br> $\left(\mathrm{cm}^{-2}\right)$ | Radkowsky Extrap. <br> Distance (cm) | Nelkin (S.G.) Extrap. <br> Distance (cm) |
| :---: | :---: | :---: |
| 0.3 | 0.338 | 0.330 |
| 0.5 | 0.331 | 0.324 |
| 1.0 | 0.316 | 0.312 |

Table III

|  | $\left.\begin{array}{l}\text { Element } \\ \text { Fuel } \\ \text { Rod }\end{array}\right\}$ | Number Densities $\times 10^{-24}$ <br> Clad <br> Water$\quad \mathrm{U}^{235}$ |
| :--- | :--- | :--- | | 0.0006288 |
| :--- |
|  |
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## Introduction

The pulsed neutron and diffusion length experiments both measure quantities related to the ability of neutrons to diffuse and thermalize in a moderator. The observed quantities are the asymptotic time and spatial decay constants, $\lambda$ and $x$. These decay constants and the neutron energy spectra associated with them are eigenvalues and eigenvectors of the transport equation. The problem is then: Given the scattering law for a moderator, solve the transport equation (an integral equation) and determine $\lambda($ or $x)$ and the neutron spectrum. Of course, the scattering law for a moderator is not accurately known. Indeed, the purpose of the experiment is to provide some integral properties of the scattering law so that theoretical scattering laws can be tested. The emphasis in this paper is on the accurate solution of the eigenvalue problem and on the computation of quantities observed in the experiment rather than derived from the experiment. The quality of theoretical scattering models can then be judged more accurately.

In the next section we will briefly review the theory of the two experiments and show how they are related. In the
third section a direct numerical method is developed for solving the eigenvalue problem. The decay constants and angular spectra are computed for light and heavy water and graphite. In the fourth section the series expansion method of Nelkin (1) is rederived and extended. The decay constants obtained from the expansion method are compared with those obtained in section 2 .

## Theory of the Experiments

The asymptotic flux in the pulsed neutron experiment can be written in the form

$$
\begin{equation*}
\Phi(z, E, \mu, t)=\Phi(E, \mu) e^{-\lambda t+i B z} \tag{1}
\end{equation*}
$$

where ( $z, E, \mu, t$ ) represent the position, energy, direction and time coordinates of the flux, and $\mathrm{B}^{2}$ is the geometric buckling in the $z$ direction. For simplicity, we have assumed here that the block is infinite in the $x$ and $y$ dimensions. When this flux is inserted in the transport equation, a homogeneous integral equation is obtained.

$$
\begin{equation*}
\left.-\frac{\lambda}{v}+\Sigma_{a}(E)+i B \mu\right](E, \mu)=S \Phi(E, \mu) \tag{2}
\end{equation*}
$$

$$
S \Phi(E, \mu) \equiv \int_{-1}^{1} d \mu^{\prime} \int_{0}^{\infty} d E^{\prime} \Sigma_{S}\left(E^{\prime} \rightarrow E, \mu_{0}\right) \Phi\left(E^{\prime}, \mu^{\prime}\right)-\Sigma_{S}(E) \Phi(E, \mu)
$$

Here $v$ is the neutron speed, $\Sigma_{a}$ and $\Sigma_{s}$ are the absorption and scattering cross sections, $\Sigma_{S}\left(E^{\prime} \rightarrow E, \mu_{0}\right)$ is the scattering kernel, and $\mu_{o}$ is the cosine of the angle between $\mu$ and $\mu^{\prime}$. The eigenvalue, $\lambda$, is usually expressed in the form

$$
\begin{equation*}
\lambda=\lambda_{0}+D_{0} B^{2}-C B^{4}+F B^{6}+\ldots \tag{4}
\end{equation*}
$$

where $\lambda_{0}=v \Sigma_{a}(E)=$ constant (we assume $1 / v$ absorption throughout the paper). The coefficients $D_{0}, C, F$, etc. are to ke determined.

The asymptotic flux in the diffusion length experiment can be written in the form

$$
\begin{equation*}
\Phi(z, E, \mu, t)=\Phi(E, \mu) e^{-x z} \tag{5}
\end{equation*}
$$

where $x$ is the inverse diffusion length. The eigenvalue equation is

$$
\begin{equation*}
\left[\Sigma_{a}(E)-\mu \mu\right] \Phi(E, \mu)=S \Phi(E, \mu) \tag{6}
\end{equation*}
$$

We will express the eigenvalue $x^{2}$ by the expansion

$$
\begin{equation*}
x^{2}=\alpha_{1} a-\alpha_{2} a^{2}+\alpha_{3} a^{3} \ldots \tag{7}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$, etc. are to be determined, and $a \equiv \Sigma_{a}(k T)=\lambda_{0} / v_{0}$. Equations (2) and (6) are of the form

$$
\begin{equation*}
\left[i \mu \sqrt{k_{1}}-\frac{k_{2}}{v}\right] \Phi(E, \mu)=S \Phi(E, \mu) \tag{8}
\end{equation*}
$$

where

$$
\begin{array}{ll}
k_{1}=B^{2}, k_{2}=\lambda-\lambda_{0} & \text { pulsed experiment } \\
k_{1}=-\varkappa^{2}, k_{2}=-v_{0} & \text { diffusion length experiment. }
\end{array}
$$

The power series expansion (7) is just the inverse of (4) with $\lambda=0$. The coefficients are related by the expressions

$$
\begin{align*}
& \alpha_{1}=v_{0} / D_{0} \\
& \alpha_{2}=v_{0}^{2} c / D_{0}^{3}  \tag{9}\\
& \alpha_{3}=v_{0}^{3}\left(2 c^{2}-D_{0} F\right) / D_{o}^{5} \\
& D_{0}=v_{0} / \alpha_{1} \\
& c=v_{0} \alpha_{2} / \alpha_{1}^{3}  \tag{10}\\
& F=v_{0}\left(2 \alpha_{2}^{2}-\alpha_{1} \alpha_{3}\right) / \alpha_{1}^{5}
\end{align*}
$$

A schematic of these functions is shown in Figure 1. Here, $\lambda_{0}$ is $v_{0}$ times the absorption cross section of the pure moderator, and $x_{0}{ }^{2}$ is the square inverse diffusion length of the pure moderator. The regions accessible to the experimenter are shaded. The triangular area $\left(x_{0}{ }^{2} \rightarrow \lambda_{0} \rightarrow 0 \rightarrow x_{0}{ }^{2}\right)$ is not accessible to the experimenter.

Rewrite equation (6) in the form

$$
\begin{align*}
& {\left[\Sigma_{s}(E)+\Sigma_{a}(E)-\chi \mu\right] \Phi(E, \mu)=H(E, \mu)}  \tag{11}\\
& H(E, \mu) \equiv \int_{-1}^{1} d \mu^{\prime} \int_{0}^{\infty} d E^{\prime} \Sigma_{s}\left(E^{\prime} \rightarrow E, \mu_{0}\right) \Phi\left(E^{\prime}, \mu^{\prime}\right) \tag{12}
\end{align*}
$$

Then, since $\Phi$ and $H$ must be everywhere real and positive

$$
\begin{equation*}
x<\Sigma_{s}(E)+\Sigma_{a}(E) \tag{13}
\end{equation*}
$$

Let $x^{*}=$ minimum value of $\Sigma_{S}(E)$.

Then $x^{2}$ is an upper bound on $x^{2}$, and is shown as a vertical line in Figure 1. Corngold and Michael (2) have shown that $\lambda-\lambda_{0}$ is bounded by $\lambda *$.

$$
\begin{equation*}
\lambda^{*}=\text { minimum value of } v \Sigma_{s}(E) \tag{15}
\end{equation*}
$$

This bound on $\lambda$ is shown as a horizontal line in Figure 1. The two experiments are equivalent. The diffusion length experiment, however, is inherently more accurate since extrapolation length corrections to $\mathrm{B}^{2}$ are unnecessary. we will then discuss only the diffusion length experiment and, when necessary, equations (10) will be used to compute the pulsed neutron parameters. We will also limit discussion to the case of $1 / v$ absorbers.

Direct Calculation of $x$
The expansion of $x^{2}$ in powers of absorption is useful if only a few terms are required. In the case of large absorption, many terms are necessary and a direct calculation of $x^{2}$ is desirable. It is frequently difficult to extract the coefficients in the series expansion from the experimental data so that it is advantageous to compute directly the quantities observed in the experiment. We will therefore reduce equation (ll) to a form in which it can be solved numerically and obtain $x^{2}$ for a given $\Sigma_{a}$.

Expand the flux and scattering kernel in Legendre polynomials.

$$
\begin{equation*}
\Phi(E, \mu)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} \Phi_{n}(E) P_{n}(\mu) \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
\Sigma_{s}\left(E^{\prime} \rightarrow E, \mu_{0}\right)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} \Sigma_{s n}\left(E^{\prime} \rightarrow E\right) P_{n}\left(\mu_{0}\right) \tag{17}
\end{equation*}
$$

Insert these expansions in (12) and use the addition theorem for Legendre polynomials. The result is

$$
\begin{align*}
& H(E, \mu)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} H_{n}(E) P_{n}(\mu)  \tag{18}\\
& H_{n}(E)=\int_{0}^{\infty} d E^{\prime} \Sigma_{S n}\left(E^{\prime} \rightarrow E\right) \Phi_{n}\left(E^{\prime}\right) \tag{19}
\end{align*}
$$

Divide eq. (11) by $\Sigma(E)-\chi \mu$, insert (16) and (13), multiply by $P_{\ell}(\mu)$ and integrate over $\mu$. The result is

$$
\begin{equation*}
\Phi_{l}(E)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} H_{n}(E) \int_{-1}^{1} \frac{d \mu P_{\ell}(\mu) P_{n}(\mu)}{\Sigma(E)-\mu \mu} \tag{20}
\end{equation*}
$$

Define

$$
\begin{equation*}
Q_{\ell n}(x, E)=\frac{2 n+1}{2} \int_{-1}^{1} \frac{d \mu P_{l}(\mu) P_{n}(\mu)}{\sum(E)-x \mu} \tag{21}
\end{equation*}
$$

The final set of integral equations to be solved is

$$
\begin{equation*}
\Phi_{l}(E)=\sum_{n=0}^{N} Q_{\ell n}(x, E) \int_{0}^{\infty} d E^{\prime} \Sigma_{s n}\left(E^{\prime} \rightarrow E\right) \Phi_{n}\left(E^{\prime}\right) \tag{22}
\end{equation*}
$$

where N is the highest order of anisotropic scattering we wish to consider. If we include only isotropic scattering, $N=0$, and the set reduces to a single integral equation. We will consider terms to $N=3$.

The numerical solution of (22) would be straightforward except for the fact that the eigenvalue $x$ is implicit. We actually solve the equation

$$
\begin{equation*}
w \Phi_{e^{\prime}}(E)=\sum_{n=0}^{N} Q_{\ell n}(x, E) \int_{0}^{\infty} d E^{\prime} \Sigma_{s n}\left(E^{\prime} \rightarrow E\right) \Phi_{n}\left(E^{\prime}\right) \tag{23}
\end{equation*}
$$

for $\omega$ given a value of $x$. We then vary $x$ until $\omega=1$. At any given $x$ eq. (23) is solved by power iteration until a converged value of $w$ is obtained. Details of the numerical method are given in the Appendix.

The computation of $Q_{\ell n}$ proceeds as follows. Let $C=C(E)=x / \Sigma(E)$.

$$
o_{\ell n}(n, E)=\frac{2 n+1}{2 \Sigma(E)} \int_{0}^{1} d \mu \frac{P_{\ell}(\mu) P_{n}(\mu)}{1-C_{\mu}^{2}} \begin{cases}1, & \text { if } \ell+n \text { is even }  \tag{24}\\ C \mu, & \text { if } \ell+n \text { is odd }\end{cases}
$$

Define

$$
\begin{equation*}
I_{m}=\int_{0}^{1} d \mu \frac{\mu^{m}}{1-c^{2} \mu^{2}} \tag{25}
\end{equation*}
$$

from which the following recursion formula is obtained

$$
\begin{equation*}
c^{2} I_{m}=I_{m-2}-\frac{1}{m-1} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{0}=\frac{I}{2 C} \ln \left(\frac{1+C}{1-C}\right) \tag{27}
\end{equation*}
$$

For small values of $C$ a series expansion is used.

$$
\begin{equation*}
I_{m}=\sum_{k=0,2,4}^{\infty} \frac{c^{k}}{k+m+1} \tag{28}
\end{equation*}
$$

The product $P_{i}(\mu) P_{n}(\mu)$ is expressed as a power series in $\mu$, and $Q_{\ell n}(x, E)$ finally expressed as a sum of the $I_{m}$.

The $\Phi_{\ell}(E)$ from a typical calculation are shown in Figure 2. The scattering model used was the Nelkin (3) bound proton kernel with oxygen included. Details of the kernels used are given in the Appendix. Three anisotropic scattering terms were included. The absorption cross section was 5 barns/H atom and $x$ was computed to be $1.299 \mathrm{~cm}^{-1}$ corresponding to a diffusion length $L=0.770 \mathrm{~cm}$. The scalar flux in Figure 2 resembles a Maxwellian at a temperature of 0.035 ev . The higher angular components are peaked at a higher energy because of the increase in anisotropic scattering with energy. The irregular
behavior of $\Phi_{2}$ and $\Phi_{3}$ above $0.08 e v$ is probably caused by the 0.06 ev oscillator in the Nelkin model.

The angular flux was reconstructed from eqs.(11) and (13) and is shown in Figure 3. The flux is nearly isotropic at low energies since $\Sigma(E) \gg n$ and the $\Sigma_{\text {sn }}$ are small for $n>0$. The flux is strongly peaked forward ( $\mu=1$ ) at high energies since $\Sigma(E)-x$ is minimum and the $\Sigma_{s n}$ are large for $n>0$.

A series of these calculations were done for a range of equally spaced values of $a=\Sigma_{a}(k T)$. The values of $x^{2} / a$ were arranged in a table and divided differences computed. From this table the coefficients $\alpha_{n}$ were obtained and are given in Table $I$ as a function of the number of anisotropic scattering terms included. The values of $x^{2} / a$ are plotted in Figure 4 along with many measured values ( $4-10$ ). Pulsed neutron data are also included by using the relations $a=\left(\lambda_{0}-\lambda\right) / v_{0}$ and $x^{2}=-B^{2}$. The diffusion parameters for water predicted by the Nelkin kernel are in good agreement with measured values. The value of the diffusion coefficient is about $4 \%$ high while the cooling coefficient is within experimental uncertainty. Note that the coefficient $\alpha_{3}$ is small and the curve in Figure 4 is nearly linear.

An incoherent scattering kernel for heavy water has been proposed by Honeck (11). The diffusion parameters predicted
by this model are given in Table I along with the experimental values measured by Ganguly and waltner (12). In this case, the coefficient $F$ is not negligible. Ganguly measured $\lambda$ for values of $\mathrm{B}^{2}$ in the range $0-0.1 \mathrm{~cm}^{-2}$ and fit these data to a quadratic. If we analyze our calculated results in the same way and in the same interval, we obtain $\mathrm{C}=3.65 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$. compared to Ganguly's value of $3.72 \pm 0.50 \times 10^{5}$. The correctly computed value of $C$ from our data is $5.129 \times 10^{5}$. Both the computed values of $D_{O}$ and $C$ are in surprisingly good agreement with the experimental values.

An inelastic scattering kernel for graphite has been developed by Parks (13). An elastic isotropic scattering cross section selected to give the correct total cross section (14) was added to this kernel. The diffusion parameters computed are listed in Table I and plotted in Figure 5. Recent measurements by Starr and Price (15) are also included. The computed value of $\mathrm{C}=24.6 \times 10^{5} \mathrm{~cm}^{4} / \mathrm{sec}$. lies between the older values of $12 \times 10^{5}$ (16) and the recent values of $40-47 \times 10^{5}$.

## Power Series Expansion

Nelkin (1) has investigated (2) by expanding the flux in a Legendre series in $\mu$ and a power series in $B^{2}$. The same
technique will now be applied to eq. (6).
Expand the flux in Legendre polynomials in $\mu$ and a power series in a $\left(a=\Sigma_{a}(k T), g(E)=\Sigma_{a}(E) / a\right)$.

$$
\begin{equation*}
\Phi(E, \mu)=\sum_{n, k} \frac{2 n+1}{2} x^{n} a^{k} \Phi_{n k}(E) P_{n}(\mu) \tag{29}
\end{equation*}
$$

Also expand $x^{2}$ in powers of $a$.

$$
\begin{equation*}
x^{2}=\sum_{k=1} \alpha_{k} a^{k}(-1)^{k+1} \tag{30}
\end{equation*}
$$

Define

$$
\begin{equation*}
S_{n} \Phi_{n k} \equiv \int_{0}^{\infty} d E^{\prime} \Sigma_{n n}\left(E^{\prime} \rightarrow E\right) \Phi_{n k}\left(E^{\prime}\right)-\Sigma_{s n}(E) \Phi_{n k}(E) \tag{31}
\end{equation*}
$$

Insert these expansions in (6), multiply by $P_{n}(\mu)$, integrate over $\mu$, and collect terms in powers of a. The result is

$$
\begin{align*}
& -\frac{n+1}{2 n+1} \sum_{j=0}^{k-1}(-1)^{k-j+1} \alpha_{k-j} \Phi_{n+1, j}-\frac{n}{2 n+1} \Phi_{n-1, k}+ \\
& \quad+g \Phi_{n, k-1}+\sum_{s}\left(1-b_{n}\right) \Phi_{n k}=s_{n} \Phi_{n k} \tag{32}
\end{align*}
$$

where $b_{n}=\Sigma_{s n} / \Sigma_{s}$, and the argument $E$ has been suppressed. Eq. (32) is a set of coupled integral equations which can be
solved recursively starting from $\Phi_{00^{\circ}}$. The procedure has been illustrated in (1). The solution is greatly simplified if we assume (as in (1)) that the anisotropic scattering is elastic. Then $S_{n} \Phi_{n k}=0$ for $n>0$. The equations for $n \neq 0$ are then algebraic and only the integral equations for $n=0$ need be solved. We will spare the reader the tedious algebra and simply list our results. The expressions are complicated so that we will define the following quantities (all functions of energy).

$$
\begin{align*}
& D_{1}=1 / 3 \Sigma_{s}\left(1-b_{1}\right)  \tag{33}\\
& D_{2}=2 / 5 \Sigma_{s}^{2}\left(1-b_{1}\right)\left(1-b_{2}\right)  \tag{34}\\
& D_{3}=2 / 35 \Sigma_{s}^{3}\left(1-b_{1}\right)\left(1-b_{2}\right)\left(1-b_{3}\right)  \tag{35}\\
& A_{1}=g-\alpha_{1} D_{1}  \tag{36}\\
& A_{2}=3 D_{1}\left(g D_{1}-\frac{2}{3} a_{1} D_{2}\right)  \tag{37}\\
& A_{3}=5 D_{2}\left(g D_{2}-\frac{3}{5} a_{1} D_{3}\right) \tag{38}
\end{align*}
$$

The $\alpha$ coefficients are given by

$$
\begin{align*}
& \overline{\mathrm{D}}_{1} \alpha_{1}=\int \mathrm{dEMg}  \tag{39}\\
& \overline{\mathrm{D}}_{1} \alpha_{2}=-\int \mathrm{dE} \Phi_{01} A_{1} \tag{40}
\end{align*}
$$

$$
\begin{align*}
& \bar{D}_{1} \alpha_{2 t}=-\int d E M A_{2}  \tag{41}\\
& \bar{D}_{1} \alpha_{3 s}=\int d E \Phi_{02} A_{1}+\int d E \Phi_{01}\left(\alpha_{1} A_{2}-\alpha_{2} D_{1}\right) \\
&  \tag{42}\\
& -\alpha_{2 s} \int d E M\left(A_{2}-2 \alpha_{1} D_{1} D_{2}\right)  \tag{43}\\
& \bar{D}_{1} \alpha_{3 t}=\int d E M\left[-\alpha_{2 t}\left(A_{2}-2 \alpha_{1} D_{1} D_{2}\right)-\frac{\alpha_{1}}{D_{1}} A_{2}^{2}+\alpha_{1}^{2} A_{3}\right]  \tag{44}\\
& \bar{D}_{1}=\int d E M D_{1}
\end{align*}
$$

where $M=M(E)$ is the Maxwellian distribution and subscripts $t$ and $s$ denote quantities independent and dependent on the shape of the hardened spectrum. The $\Phi_{01}$ and $\Phi_{02}$ are solutions of the equations

$$
\begin{align*}
& A_{1} M=S_{0} \Phi_{01}  \tag{45}\\
& \left(\alpha_{1} A_{2}+\alpha_{2} D_{1}\right) M+A_{1} \Phi_{01}=S_{0} \Phi_{02} \tag{46}
\end{align*}
$$

The coefficients $\alpha_{n}$ computed from these equations are also given in $T a b l e$. In all cases they agree well with those computed directly from the integral equation, so that the approximation of elastic isotropic scattering is good for
these cases. It is apparent from eqs. (39-44) that the $\alpha_{n}$ depend on anisotropic scattering only up to order n. This result is also evident in Table $I$.

The transport and spectrum parts of the $\alpha_{n}$ coefficients are compared in Table II. The transport parts are generally small and the spectrum effects are dominant.
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## Appendix

The energy integrals were evaluated by first changing the energy variable to the dimensionless velocity variable $v=\sqrt{E / k T}$, evaluating all functions at 30 equally spaced intervals ( $\Delta v=0.1$ ), and using trapezoidal rule integration. The high energy cutoff is then $9 \mathrm{kT}(0.23 \mathrm{ev})$. The scattering kernels were computed from

$$
\Sigma_{s n}\left(v_{i} \rightarrow v_{j}\right)=4 \pi(.0253) v_{i} v_{j} \sum_{k=1}^{15} w_{k} P_{n}\left(\mu_{k}\right) \frac{d \Sigma\left(E_{i} \rightarrow E_{j}, \mu_{k}\right)}{d \varepsilon d \Omega}
$$

where the $\mu_{k}$ and $W_{k}$ are Gauss quadrature angles and weights. The term $i=j$ was treated separately by further dividing the interval $\Delta v_{i}$ about $v_{i}$ into four subintervals and computing an average $\Sigma_{s n}\left(v_{i} \rightarrow v_{i}\right)$.

The heavy water scattering kernel used here is identical to that for light water with the parameters given in Table III. This incoherent approximation for heavy water is justified by the fact that the interference scattering is small above $\frac{1}{5} \mathrm{kT}$.

A free gas kernel with mass 16 and $\sigma_{s}=3.76$ barns is added to the water kernels to approximate the scattering from oxygen.

TABLE I
DIFFUSION PARAMETER OF $\mathrm{H}_{2} \mathrm{O}, \mathrm{D}_{2} \mathrm{O}$, AND GRAPHITE

| Material |  | Method | $\begin{array}{r} a_{1} \\ \mathrm{~cm}^{-1} \\ \hline \end{array}$ | $\begin{array}{r} \alpha_{2} \\ \mathrm{~cm}^{-2} \\ \hline \end{array}$ | $\begin{array}{r} \alpha_{3} \\ \mathrm{~cm}^{-3} \\ \hline \end{array}$ | $\begin{gathered} \mathrm{D}_{\circ} \\ \mathrm{cm}^{2} / \mathrm{sec} . \end{gathered}$ | $\begin{gathered} \mathrm{c} \\ \mathrm{~cm}^{4} / \mathrm{sec} \\ \hline \end{gathered}$ | $\begin{gathered} \text { F } \\ \mathrm{cm}^{6} / \mathrm{sec} . \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{O}$ | $D^{1}$ | $\mathrm{N}=0$ | 7.796 | 3.259 | 1.146 | $2.822 \times 10^{4}$ | $1.513 \times 10^{3}$ | $0.940 \times 10^{2}$ |
|  | D | $\mathrm{N}=1$ | 5.862 | 2.751 | 1.403 | $3.753 \times 10^{4}$ | $3.004 \times 10^{3}$ | $2.190 \times 10^{2}$ |
|  | D | $\mathrm{N}=2$ | 5.862 | 2.865 | 1.370 | $3.753 \times 10^{4}$ | $3.130 \times 10^{3}$ | $2.670 \times 10^{2}$ |
|  | D | $\mathrm{N}=3$ | 5.862 | 2.865 | 1.353 | $3.753 \times 10^{4}$ | $3.130 \times 10^{3}$ | $2.700 \times 10^{2}$ |
|  | S | $\mathrm{N}=3$ | 5.372 | 2.649 | 1.418 | $3.746 \times 10^{4}$ | $2.378 \times 10^{4}$ | $1.800 \times 10^{2}$ |
| $\mathrm{D}_{2} \mathrm{O}$ | Exp | Starr (4) | $\begin{aligned} & 6.137 \\ & \pm .017 \end{aligned}$ | $\begin{aligned} & 3.047 \\ & \pm .365 \end{aligned}$ | - | $\begin{aligned} & 3.585 \times 10^{4} \\ & \pm .010 \times 10^{4} \end{aligned}$ | $\begin{aligned} & 2.900 \times 10^{4} \\ & \pm .350 \times 10^{4} \end{aligned}$ | - |
|  | D | $\mathrm{N}=0$ | 1.202 | 2.907 | 9.95 | $1.831 \times 10^{5}$ | $3.687 \times 10^{5}$ | $4.34 \times 10^{5}$ |
|  | D | $\mathrm{N}=1$ | 1.062 | 2.764 | 10.50 | $2.072 \times 10^{5}$ | $5.079 \times 10^{5}$ | $6.72 \times 10^{5}$ |
|  | D | $\mathrm{N}=2$ | 1.062 | 2.792 | 10.40 | $2.072 \times 10^{5}$ | $5.129 \times 10^{5}$ | $7.39 \times 10^{5}$ |
|  | S | $N=2$ | 1.063 | 2.652 | 11.06 | $2.069 \times 10^{5}$ | $4.852 \times 10^{5}$ | $3.73 \times 10^{5}$ |

TABLE I (Continued)

| Material | Method | $\begin{gathered} \alpha_{1} \\ \mathrm{~cm}^{-1} \\ \hline \end{gathered}$ | $\begin{gathered} \alpha_{2} \\ \mathrm{~cm}^{-2} \\ \hline \end{gathered}$ | $\begin{gathered} \alpha_{3} \\ \mathrm{~cm}^{-3} \\ \hline \end{gathered}$ | $\begin{gathered} D_{0} \\ \mathrm{~cm}^{2} / \mathrm{sec} . \end{gathered}$ | $\begin{gathered} \mathrm{c} \\ \mathrm{~cm}^{4} / \mathrm{sec} . \end{gathered}$ | $\begin{gathered} \mathrm{F} \\ \mathrm{~cm}^{6} / \mathrm{sec} . \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{D}_{2} \mathrm{O}$ | Exp. Ganguly ${ }^{2}$ (12) | - | - | - | $\begin{aligned} & 2.08 \times 10^{5} \\ & =.05 \times 10^{5} \end{aligned}$ | $\begin{aligned} & 3.72 \times 10^{5} \\ & \pm .50 \times 10^{5} \end{aligned}$ | - |
|  | D $\mathrm{N}=2$ | - | - | - | $2.11 \times 10^{5}$ | $3.65 \times 10^{5}$ | - |
|  | Quad. fit to $\mathrm{B}^{2}=0$ |  |  |  |  |  |  |
| Graphite | D, S $\quad \mathrm{N}=0$ | 0.988 | 9.301 | 498.0 | $2.226 \times 10^{5}$ | $2.120 \times 10^{6}$ | $-7.44 \times 10^{7}$ |
|  | S $\quad \mathrm{N}=1$ | 1.010 | 11.507 | 655.0 | $2.178 \times 10^{5}$ | $2.457 \times 10^{6}$ | $-8.31 \times 10^{7}$ |
|  | Exp. ${ }^{3}$ Starr (15) |  |  |  |  |  |  |
|  | AA Graphite | - | - | - | $2.19 \times 10^{5}$ | $4.70 \times 10^{6}$ | - |
|  |  |  |  |  | $\pm .03 \times 10^{5}$ | $\pm .40 \times 10^{6}$ |  |
|  | GBF Graphite |  | - | - | $2.14 \times 10^{5}$ | $4.06 \times 10^{6}$ | - |
|  |  |  |  |  | $\pm .01 \times 10^{5}$ | $\pm .30 \times 10^{6}$ |  |
| ${ }^{1}$ D denotes direct calculation of $x^{2}$, $s$ denotes series expansion method. |  |  |  |  |  |  |  |
| ${ }^{2} A$ quadratic fit to the data in the range $0<B^{2}<0.1$ was used. |  |  |  |  |  |  |  |
| ${ }^{3}$ Data corrected to a density $\rho=1.60$. |  |  |  |  |  |  |  |

COMPARISON OF THE TRANSPORT AND SPECTRUM COEFFICIENTS

| Material | N | $\alpha_{2 s}$ | $\alpha_{2 t}$ | $\underline{\alpha}_{2 t} / \alpha_{2 s}$ | $\alpha_{3 s}$ | $\alpha_{3 t}$ | $\alpha_{3 t} / \alpha_{3 s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{O}$ | 3 | +2.810 | -0.161 | +0.057 | 1.618 | -0.201 | -0.124 |
| $\mathrm{D}_{2} \mathrm{O}$ | 2 | +2.960 | -0.307 | +0.104 | 12.08 | -1.01 | -0.084 |
| Graphite | 0 | +9.394 | -0.593 | +0.060 | 497.6 | 0.14 | 0.0003 |

TABLE III
SCATTERING KERNEL CONSTANTS FOR WATER

| Parameter | $\mathrm{H}_{2} \mathrm{O}$ | $\mathrm{D}_{2} \mathrm{O}$ | Units |
| :---: | :---: | :---: | :---: |
| ${ }^{\omega} r$ | 0.06 | 0.05 | ev |
| ${ }^{\omega}$ v1 | 0.205 | 0.15 | ev |
| ${ }^{\omega}$ v2 | 0.430 | 0.35 | ev |
| $\lambda_{r}$ | 0.431 | 0.243 | - |
| $\lambda_{v 1}$ | 0.172 | 0.069 | - |
| $\lambda_{\text {v2 }}$ | 0.342 | 0.138 | - |
| $\lambda_{t}$ | 0.055 | 0.050 | - |
| $\sigma_{b}$ | 81.6 | 7.58 | barns |



Figure 1. Schematic of the functions $\lambda\left(B^{2}\right)$ and $\kappa^{2}\left(v_{0} a\right)$.


Figure 2. Angular components of the flux in a diffusion length experiment in water with $5 \mathrm{~b} / \mathrm{H}$ atom of boron poison.


Figure 3. Angular flux in a diffusion length experiment in water with $5 \mathrm{~b} / \mathrm{H}$ atom of boron poison.


Figure 4. Computed and measured diffusion parameters of water.


Figure 5. Computed and measured diffusion parameters of graphite.
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## INTRODUCTION

In Milne's problem, we calculate the stationary distribution of neutrons in a semi-infinite spectrum-regenerating medium. Neutrons are supplied to the medium from infinity only and they are of maxwellian velocity spectrum at a temperature of the medium. The other half of the space is filled up with vacuum that swollows all neutrons crossing the boundary. There are no neutrons entering the medium at the boundary.

We will confine our problem to the case of a source-free nonmultiplying medium with anisotropic scattering-1aw and our main interest will be the determination of the linear extrapolation distance and of the velocity-angular distribution of neutrons streaming into vacuum. For this purpose, a variational method has been developed by Kušěer and the author, the details of which have already been pubdished ${ }^{(1,2)}$. Here, a short review of this method will be given and the numerical methods with results will be discussed in more detail. The differential neutron flux $\Phi(x, V, \mu)$ satisfies under the above assumptions the following integrodifferential equation,

$$
\begin{equation*}
\mu \frac{\partial \Phi(x, v, \mu)}{\partial x}+{l^{-1}(v) \Phi(x, v, \mu)=\int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} l_{s}^{-1}\left(v^{\prime}\right) f\left(v^{\prime}, \mu^{\prime} \rightarrow v, \mu\right) \Phi\left(x, v^{\prime}, \mu^{\prime}\right) ; ~ ; ~}_{\mu} \tag{1}
\end{equation*}
$$

or, if we write $\Phi(x, v, \mu)=v^{3} \exp \left(-v^{2}\right) \boldsymbol{I}(x, v, \mu)$ and use the detailed balance condition,

$$
v^{3} \exp \left(-v^{2}\right) l_{s}^{-1}\left(v^{\prime}\right) f\left(v_{j}^{\prime} \mu^{\prime} \rightarrow v, \mu\right)=v^{3} \exp \left(-v^{2}\right) l_{s}^{-1}(v) f\left(v, \mu \rightarrow v^{\prime}, \mu^{2}\right),
$$

equation (1) becomes

$$
\begin{equation*}
\mu \frac{\partial \Psi(x, v, \mu)}{\partial x}+\ell^{-1}(v) \Psi(x, v, \mu)=\ell_{s}^{-1}(v) \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) \Psi\left(x, v^{\prime}, \mu^{\prime}\right) \tag{2}
\end{equation*}
$$

The quantities used, are: $\underline{x}$ is a spatial coordinate ( $\underline{x}=0$ at the boundary), $\mu$ a cosine of an angle between the neutron velocity and the symmetry $-x$ axis, $\underline{v}$ neutron speed measured in units of the most probable velocity of the maxwellian spectrum $(=\sqrt{2 \mathrm{kT} / \mathrm{m}}, \underline{T}=$ temperature of the medium $), \boldsymbol{\mathscr { l }}_{\underline{g}}(\underline{v})$ and $\underline{\mathscr{L}}(\underline{v})$ are the scattering and the total mean free paths for neutrons moving with a speed $\underline{v}$, respectively, and $\underline{f}\left(\underline{v}, \mu \rightarrow \underline{v}^{\prime}, \boldsymbol{\mu}\right)$ is the scattering function of an isotropic medium:

$$
\begin{equation*}
f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right)=\sum_{n=0}^{\infty} \frac{2 n+1}{2} f_{n}\left(v \rightarrow v^{\prime}\right) P_{n}(\mu) P_{n}\left(\mu^{\prime}\right) \tag{3}
\end{equation*}
$$

THE ASYMPTOTIC SOLUTION
The solution of the Milne's problem asymptotically approaches to the solution of the corresponding infinite-medium problem if we go away from the boundary into the medium. Any solution in an infinite medium that does not slow down neutrons indefinitely (spectrum-regenerating medium) can be built up of plane waves of the form, say

$$
\begin{equation*}
\Psi(x, v, \mu) \rightarrow g(v, \mu) \exp (-x / L) \tag{4}
\end{equation*}
$$

where $\underline{L}$ is some parameter and $g(\underline{v}, \mu)$ is a function which satisfies the homogeneous integral equation (put (4) into (2)),

$$
\begin{equation*}
g(v, \mu)=\frac{\ell(v) / \ell_{s}(v)}{1-\mu \ell(v) / L} \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) g\left(v^{\prime}, \mu^{\prime}\right) . \tag{5}
\end{equation*}
$$

$\underline{L}$ is to be determined from this equation as some sort of an eigenvalue of the homogeneous integral equation $\mathbf{H}^{3}$. To assure that $g(\underline{v}, \mu)$ will not be trivial L must obey the condition

$$
\begin{equation*}
|\operatorname{Re}(L)|>(\ell(v))_{\max } . \tag{Fa}
\end{equation*}
$$

Not much is known about the number and nature of the eigenvalues $\underline{L}$ of the equation (5). What we can see immediately, is that if $g(\underline{v}, \mu)$ corresponds to $L$ then $g(\underline{v},-\mu)$ is associated with - L. This statement can be verified from equation (5) if the reciprocity behavior of the scattering function,

$$
f\left(v,-\mu \rightarrow v^{\prime}, \mu^{\prime}\right)=f\left(v, \mu \rightarrow v^{\prime},-\mu^{\prime}\right)
$$

is taken into account. So, to each pair $\pm \underline{L}$ there corresponds a solution

$$
\begin{equation*}
\psi \rightarrow C_{1}(L) g(v, \mu) \exp (-x / L)+C_{2}(L) g(v,-\mu) \exp (x / L) \tag{6}
\end{equation*}
$$

with $\underline{C}_{1}(\underline{L})$ and $\underline{C}_{2}(\underline{L})$ being arbitrary constants. The asymptotic solution for the flux would then be a linear combination of solutions like (6),

$$
\begin{equation*}
\Phi_{a s}(x, v, \mu)=v^{3} \exp \left(-v^{2}\right) \sum_{L}\left\{c_{1}(L) g(v, \mu) \exp (-x / L)+C_{2}(L) \exp (x / L)\right\} \tag{ba}
\end{equation*}
$$

where the summation goes over the number of pairs of "eigenvalues" $\pm \underline{L}$ of the equation (5).

It is believed, though not yet proved, that in a nonmultiplying medium there exist only one pair of eigenvalues $\pm \underline{L}$ which satisfy the condition (5a), and that these are real. For our purpose, then the asymptotic flux would have the form:

$$
\begin{equation*}
\Phi_{a s}(x, v, \mu)=v^{3} \exp \left(-v^{2}\right)\left[C_{1} g(v, \mu) \exp (-x / L)+C_{2} g(v,-\mu) \exp (x / L)\right] \tag{6b}
\end{equation*}
$$

or, if we define new integration constants $\underline{x}_{0}$ and $\underline{C}$ as

$$
C_{1}=-0.5 L C \exp \left(-x_{0} / L\right) \text { and } C_{2}=0.5 L C \exp \left(x_{0} / L\right) \text {, }
$$

$$
\begin{equation*}
\Phi_{a s}(x, v, \mu)=C v^{3} \exp \left(-v^{2}\right)\left[g_{1}(v, \mu) L \sinh \frac{x+x_{0}}{L}-g_{2}(v, \mu) \cosh \frac{x+x_{0}}{L}\right] \tag{6c}
\end{equation*}
$$

with

$$
\begin{align*}
2 g(v, \mu) & =g(v, \mu)+g(v,-\mu) \\
2 L^{-1} g_{2}(v, \mu) & =g(v, \mu)-g(v,-\mu) . \tag{7}
\end{align*}
$$

$\underline{g}_{1}(\underline{v}, \mu)$ is, with respect to $\mu$, an even part of $\underline{g}(\underline{v}, \mu)$ and $\underline{g}_{2}(\underline{v}, \mu)$ the odd one. The newly chosen integration constant $x_{0}$ has a descriptive meaning: it gives a distance beyond the origin at which they asymptotic flux $\boldsymbol{\Phi}_{0,05}\left(x_{0}\right)$ would go to zero, i.e. $\boldsymbol{\Phi}_{0, \boldsymbol{a s}}\left(-\mathrm{x}_{0}\right)=0$, where

$$
\Phi_{0, a s}(x)=2 \pi \int_{0}^{\infty} d v \int_{-1}^{1} d \mu \Phi_{a s}(x, v, \mu)=4 \pi C \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu g_{1}(v, \mu) \cdot L \sinh \frac{x+x_{0}}{L}
$$

$\underline{X}_{0}$ is often referred to as being the extrapolated end point. Another way of idescribing the boundary condition instead of using $X_{0}$ would be the introduction of the linear extrapolation distance $Q$, defined by

$$
\begin{equation*}
Q=\Phi_{0, a s}(0) / \Phi_{0, a s}^{\prime}(0)=L \tanh \frac{x_{0}}{L} . \tag{8}
\end{equation*}
$$

Having $g_{1}(\underline{v}, \boldsymbol{\mu})$ and $\underline{g}_{2}(\underline{v}, \boldsymbol{\mu})$ we can also determine the diffusion coefficient $\underline{D}$. This quantity is defined as the ratio between the net current and the gradient of the integrated flux,

$$
J_{a s}(x)=-D \frac{\partial}{\partial x} \Phi_{0, a s}(x)
$$

If asymptotic solution (6c) is used, we get

$$
\begin{equation*}
D=\frac{\int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu\left(\mu g_{2}(v, \mu)\right.}{\int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu g_{1}(v, \mu)} \tag{9}
\end{equation*}
$$

Functions $\underline{g}_{1}(\underline{v}, \boldsymbol{\mu})$ and $\underline{g}_{2}(\underline{v}, \boldsymbol{\mu})$ are solutions of the system of two homogeneous integral equations which are readily obtained by combining equations (5) and (7),

$$
\begin{align*}
& g_{1}(v, \mu)=\mu \frac{\ell(v)}{L^{2}} g_{2}(v, \mu)+\frac{\ell(v)}{\ell_{s}(v)} \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) g_{t}\left(v^{\prime}, \mu^{\prime}\right),  \tag{10}\\
& g_{2}(v, \mu)=\mu \ell(v) g_{1}(v, \mu)+\frac{\ell(v)}{\ell_{s}(v)} \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) g_{2}\left(v^{\prime}, \mu^{\prime}\right) . \tag{11}
\end{align*}
$$

We could evaluate $g_{1}$ and $g_{2}$ either from this system or directly by solving equation (5) for $\underline{L}$ and $\underline{g}(\underline{v}, \mu)$. Usually, $\underline{f}\left(\underline{v}, \mu \rightarrow \underline{v^{\prime}}, \mu^{\prime}\right)$ is approximated by a series (3) in which only a finite number of $\mathbb{N}$-terms is taken into account:

$$
f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right)=\sum_{n=0}^{N} \frac{2 n+1}{2} f_{n}\left(v \rightarrow v^{\prime}\right) P_{n}(\mu) P_{n}\left(\mu^{\prime}\right)
$$

If this expression is used for $\underline{\mathcal{E}^{\prime}}\left(\underline{v}, \mu \rightarrow \underline{v}^{\prime}, \mu^{\prime}\right)$ in the equation $(\phi), \underline{g}(\underline{v}, \mu)$ can be written in a more explicit form:

$$
\begin{equation*}
g(v, \mu)=\frac{\ell(v) / \ell_{s}(v)}{1-\mu \ell(v) / L} \sum_{n=0}^{2} \frac{2 n+1}{2} P_{n}(\mu) G_{n}(v), \tag{12}
\end{equation*}
$$

where the functions $\underline{G(v)}$ (represent solutions of a system of homogeneous integral equations,

$$
\begin{equation*}
\frac{\ln (v)}{L(v)} G_{n}(v)=\sum_{m=0}^{N} \int_{0}^{\infty} d v^{\prime} f_{n}\left(v \rightarrow v^{\prime}\right) F_{n m}\left(v^{\prime}, L\right) G_{m}\left(v^{\prime}\right), n=0,1,2, \ldots, N \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{2}{2 m+1} F_{n m}\left(v^{\prime}, L\right)=\int_{-1}^{1} \frac{P_{n}(\mu) P_{m}(\mu) d \mu}{1-\mu \ell\left(v^{\prime}\right) / L}=\sum_{k=0}^{\infty}\left[\frac{\ell\left(v^{\prime}\right)}{L}\right]^{k} \int_{-1}^{1} \mu^{k} P_{n}(\mu) P_{m}(\mu) d \mu \tag{14}
\end{equation*}
$$

In many practical cases $\underline{N}=1$ will do good. System (13) then reduces to two homogeneous integral equations for $\underline{G}_{0}(\underline{v})$ and $\underline{G}_{1}(\underline{v})$ with $\underline{L}$ as an eigenvalue. One would probably have to transform these two equations into a system of linear algebraic equations by replacing the integration with a suitable summation procedure. Although the upper limits of the integrals are infinitely large, the effective range of the integration variable $\underline{v}^{\prime}$ is, due to the shape of the kernel $\left.\underline{\underline{f}} \boldsymbol{n}^{\underline{v}} \boldsymbol{v} \rightarrow \underline{v}^{\prime}\right)$, reduce to a relatively narrow interval around the value of $\underline{v}$. Functions $\mathbf{G}_{\boldsymbol{n}}(\underline{v})$ need not be determined for large values of $\underline{v}$, say greater than 4 , as they appear in integrals together with a maxwellian factor $\underline{v}^{3} e^{-\underline{v}}{ }^{2}$ that cuts down the highvelocity portion of the $\boldsymbol{G}_{\boldsymbol{n}}(\underline{v})$. The determinant of the above mentioned system of homogeneous algebraic equations must be zero. This condition gives us trancendental equation for $L$. Only the largest root of this equation is needed. Much numerical work on high-speed digital computers has yet to be done until the optimized numerical method will be found. Once $\underline{L}$ is obtained and introduced into Finn the problem reduces to an ordinary problem of finding the eigen-vector corresponding to an eigen-value $\boldsymbol{\lambda}=1$.

So far we have obtained numerical solutions for a nonabsorbing monatomic gaseous medium only. If $\mathscr{L}(\underline{\mathrm{v}}) \rightarrow \underline{\underline{L}}_{\underline{S}}(\underline{\mathrm{~V}})$ then the diffusion length $\underline{L} \rightarrow \infty$ and from equations (10) and (11) we get that

$$
\begin{align*}
& g_{1}(v, \mu) \rightarrow 1, \\
& g_{2}(v, \mu) \rightarrow \mu u(v), \tag{15}
\end{align*}
$$

where $\mathbb{U}(\underline{V})$ is a solution of the inhomogeneous integral equation,

$$
\begin{equation*}
u(v)=l_{s}(v)+\int_{0}^{\infty} f_{1}\left(v \rightarrow v^{\prime}\right) U\left(v^{\prime}\right) d v^{\prime} . \tag{16}
\end{equation*}
$$

The diffusion coefficient $\underline{D}$ (equation 9) for a nonabsorbing medium then is

$$
\begin{equation*}
D=\frac{2}{3} \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) u(v)=\frac{1}{3} \bar{\lambda}_{t r} \tag{17}
\end{equation*}
$$

whereas the asymptotic flux (bc) simplifies into

$$
\begin{equation*}
\phi_{a s}(x, v, \mu) \rightarrow C v^{3} \exp \left(-v^{2}\right)\left[x+x_{0}-\mu u(v)\right], \tag{18}
\end{equation*}
$$

and Q becomes identical with $\mathrm{x}_{\mathrm{O}}$.

INTEGRALS OF THE TRANSPORT EQUATION.
In the vicinity of the boundary the asymptotic solution is not valid anymore. However, it can be used to obtain integral conditions that must be satisfied by the exact solution throughout the whole medium. If we multiply equation (1) by $\underline{g}_{\underline{i}}(\underline{v}, \boldsymbol{\mu}) \mathrm{d} \underline{-} \boldsymbol{\mu} \boldsymbol{\mu}$ and integrate over $\underline{v}$ and $\boldsymbol{\mu}$ we find that either of the two functions

$$
\begin{equation*}
K_{i}(x)=2 \pi \int_{0}^{\infty} d v \int_{-1}^{1} d \mu \Phi(x, v, \mu) \mu g_{i}(v, \mu), \quad i=1,2 \tag{19}
\end{equation*}
$$

is a solution of the following second-order differential equation,

$$
\frac{d^{2}}{d x^{2}} K_{i}(x)-\frac{1}{L^{2}} K_{i}(x)=0, \quad i=1,2
$$

The particular solutions of these two equations giving the correct description of $\underline{K}_{1}(\underline{x})$ and $\underline{K}_{2}(x)$ in the asymptotic region, are

$$
\begin{equation*}
K_{1}(x)=-2 \pi C \alpha_{12} \cosh \frac{x+x_{0}}{L} \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
K_{2}(x)=2 \pi C \alpha_{12} L \sinh \frac{x+x_{9}}{L} \tag{21}
\end{equation*}
$$

碳ere, the notation

$$
\begin{equation*}
\alpha_{i k}=2 \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu \mu g_{i}(v, \mu) g_{k}(v, \mu) \tag{22}
\end{equation*}
$$

has been used.
For nonabsorbing media, $\underline{K}_{1}(\underline{x})$ reduces to the net current-integral which, according to equation (20) for $\mathrm{L} \rightarrow \infty$, must be constant throughout the medium, whereas $\underline{K}_{2}(\underline{x})$, becomes equivalent to the so-called Chat $\tilde{\eta}^{\boldsymbol{n}}$ drasekhar's $\underline{K}$-integral ${ }^{(4)}$, being a linear function in x .
Equations (20) and (21) together with the definition (19) give us two useful conditions to be obeyed by the flux of neutrons evaporating from the medium into the vacuum (at $\underline{x}=0$ ). As in our case $\Phi(0, \underline{v},+\mu)=0$, these conditions take the form

$$
\begin{align*}
& \int_{0}^{\infty} d v \int_{0}^{1} d \mu \Phi(0, v,-\mu) \mu g_{1}(v, \mu)=C \alpha_{12} \cosh \frac{x_{0}}{L}  \tag{23}\\
& \int_{0}^{\infty} d v \int_{0}^{1} d \mu \Phi(0, v,-\mu) \mu g_{2}(v, \mu)=C \alpha_{12} L \sinh \frac{x_{0}}{L} . \tag{24}
\end{align*}
$$

A rough estimate for $Q$ can be obtained from equations (23) and (24) if we write $\Phi(0, \underline{v},-\mu)$ in the form

$$
\Phi(0, v,-\mu)=\Phi_{a s}(0, v,-\mu)-C v^{3} \exp \left(-v^{2}\right) \cosh \frac{x_{0}}{L} h(0, v,-\mu)
$$

where the second term on the right side expresses the influence of the boundary on the flux of neutrons. In the vicinity of the boundary, the actual flux of neutrons moving towards the boundary is smaller than in the asymptotic region, hence, $\underline{h}(0, \underline{v}, \boldsymbol{\mu})$ will be a positive quantity for all values of $\boldsymbol{\mu}$ and $\underline{v}$ within the domain of our interest. If equation (23) is divided by $\mathrm{c} \boldsymbol{\alpha}_{12} \cdot \cosh \left(\underline{x}_{o} / \underline{L}\right)$
and equation (24) by $\underline{C} \alpha_{11} \cdot \cosh \left(\underline{x}_{o} / \underline{L}\right.$ ) and the expression (8) is used for $Q$, we get

$$
\begin{equation*}
Q=\frac{\alpha_{12}}{\alpha_{11}}+\frac{2}{\alpha_{11}} \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu h(0, v,-\mu) \mu g_{1}(v, \mu) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\frac{\alpha_{22}}{\alpha_{12}}-\frac{2}{\alpha_{12}} \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu h(0, v,-\mu) \mu g_{2}(v, \mu) \tag{26}
\end{equation*}
$$

Integral equations (10) and (11) indicate $g_{1}(\underline{v}, \boldsymbol{\mu})$ and $g_{2}(\underline{y}, \boldsymbol{\mu})$ will be positive quantities for $\mu>0$. (One starts with weakly absorbing medium where $g_{1} \rightarrow 1$, $\underline{g}_{2} \rightarrow \boldsymbol{\mu} \underline{U}(\underline{v})$ and by iteration obtains that both functions remain positive). The integrals in the above equations are then positive and

$$
\begin{align*}
& Q_{\max }=\frac{\alpha_{22}}{\alpha_{12}},  \tag{25a}\\
& Q_{\min }=\frac{\alpha_{12}}{\alpha_{11}} \tag{26a}
\end{align*}
$$

Neglecting the absorption of the medium, $\underline{Q}_{\underline{\min }}$ becomes equal to $2 \underline{D}$ (17), whereas $Q_{\max }(1 / 2 D) \int_{0}^{\infty} d v v^{3} \exp \left(-v^{2}\right) U^{2}(v)$, or furthermore, in case of one-speed approximation with isotropic scattering, ${\underline{Q_{\text {min }}}}^{\underline{n}} \rightarrow(2 / 3) \underline{\ell}_{\underline{s}}$ and $\underline{q}_{\underline{\max }} \rightarrow(3 / 4) \underline{l}_{\underline{s}}$.

To describe the flux near the boundary it will be more convenient if we use, instead of $\Phi(\underline{x}, \underline{v}, \mu)$, a function $\mathcal{Q}(\underline{x}, \underline{v}, \mu)$ defined by

$$
\begin{align*}
& \Phi(x, v, \mu)=C v^{3} \exp \left(-v^{2}\right) \cosh \frac{x_{0}}{L}\left[g_{1}(v, \mu) L \sinh \frac{x}{L}-g_{2}(v, \mu) \cosh \frac{x}{L}+\right.  \tag{27}\\
& \begin{array}{ll}
\text { According to the above definition, } & +g(x, v, \mu)]
\end{array}
\end{align*}
$$

$$
\begin{align*}
& q(0, v, \mu)=g_{2}(\nu, \mu), \mu>0  \tag{28}\\
& q_{a s}(x, v, \mu)=Q\left[g_{1}(\nu, \mu) \cosh h \frac{x}{L}-L^{-g}(\nu, \mu) \sinh \frac{x}{L}\right] . \tag{29}
\end{align*}
$$

$\mathcal{O}_{\text {as }}$ is equal to the linear extrapolation distance in case the medium does not absorb neutrons. It can be seen that the Mi'tegro-differential equation for $\mathcal{Q}(x, v, \mu)$ is the same as for $\mathcal{F}(x, v, \mu)$, namely,

$$
\begin{equation*}
\mu \frac{\partial q(x, v, \mu)}{\partial x}+\ell^{-1}(v) q(x, v, \mu)=l_{s}^{-1}(v) \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) q\left(x, v^{\prime}, \mu^{\prime}\right) \tag{30}
\end{equation*}
$$

For our purpose, the integral form of this equation is needed. Taking into account the boundary condition (28), equation (30) can be integrated and we get

$$
\begin{equation*}
q(x, v, \mu)=\varepsilon(\mu) g_{2}(v, \mu) \exp \left[-\frac{x}{\mu \ell(v)}\right]+e\{q(x, v, \mu)\} \tag{31}
\end{equation*}
$$

with

$$
\begin{equation*}
\circlearrowright\{Q(x, v, \mu)\}=\int_{\eta(\mu)}^{x} \frac{d x^{\prime}}{\mu(v)}\left\{\int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} p\left(v, \mu \rightarrow v^{\prime}, \mu^{\prime}\right) q\left(x, v^{\prime}, \mu^{\prime}\right)\right\}\left(x p\left[-\left|\frac{x-x^{\prime}}{\mu \ell(v)}\right|\right]\right. \tag{32}
\end{equation*}
$$

where $\varepsilon(\mu)=0$ for $\mu<0$ and $\varepsilon(\mu)=1$ if $\mu>0 ; \eta(\mu)$ is equal to 0 or $\infty$ when $\mu>0$ or $<0$, respectively. Integral equation (31) gives us some information about the range of the asymptotic region. To see, at what depth the asymptotic region is achieved, we take in Equs. (31), (32) $x$ to be large. Then, the exponential factor $\exp \left[-\left|\frac{x-x^{\prime}}{\mu \ell(v)}\right|\right]$ is different from zero only if $x$ is close to $x$. This is especially true when $\boldsymbol{\mu}$ or $\underline{V}$ are small (small $\underline{\ell}(v)!)$. In this case, $\mathcal{Q}\left(\underline{x}^{\prime}, \underline{v}^{\prime}, \mu^{\prime}\right)$ can be replaced by $\mathcal{R}_{a s}\left(\underline{x}^{\prime}, \underline{v}^{\prime}, \mu^{\prime}\right)$ (29) and the left side
of Equ. (31), indeed, gives $\mathcal{Z}_{a s}(x, v, \mu)$, providing $\underline{x} \gg \boldsymbol{\mu} \underline{\ell}(\underline{y})$. The asymptotic region is then closer to the boundary for neutrons of slower speeds and for direction of movement more paralle1 to the boundary ( $\mu \rightarrow 0$ ).

We will solve Equ. (31) for $\mathcal{q}(\mathbf{x}, v, \mu)$ approximately using the variational method. The functional $I\{\mathcal{Z}\}$ approaching a stationary form if $\mathcal{Z}$ is close to the exact solution of the integral equation (31), can be written as $\left.I\{q\}=\int_{0}^{\infty} d x \int_{0}^{\infty} d v \int_{-1}^{1} d \mu q^{+}(x, v, \mu)\left[2 \varepsilon(\mu) g_{2}(v, \mu) \exp \left\{-\frac{x}{\mu \ell(v)}\right\}+\right\}\{q\}-q(x, v, \mu)\right]$ with

$$
\begin{equation*}
q^{+}(x, v, \mu)=v^{3} \exp \left(-v^{2}\right) l_{s}^{-1}(v) \int_{0}^{\infty} d v^{\prime} \int_{-1}^{1} d \mu^{\prime} f\left(v,-\mu \rightarrow v^{\prime}, \mu^{\prime}\right) q\left(x, v^{\prime}, \mu^{\prime}\right) \tag{34}
\end{equation*}
$$

As yet, we do not know much about the minimum- or maximum- behavior of the stationary value $I_{\text {st }}$ of the functional $I\{q\}$ if the scattering is anisotrofic. It is known, however, that $I_{\text {st }}$ is the maximum value of $I\{2\}$ in case of an isotropic scattering.

The stationary functional $I_{\text {st }}$ has a relatively simple form

$$
\begin{equation*}
I_{s t}=\int_{0}^{\infty} d x \int_{0}^{\infty} d v \int_{0}^{1} q^{\dagger}(x, v, \mu) g_{2}(v, \mu) \exp \left[-\frac{x}{\mu l(v)}\right] d \mu \tag{35}
\end{equation*}
$$

whenever the trial function for $\mathcal{Q}(\underline{x}, \underline{v}, \boldsymbol{\mu})$ is chosen to be a linear combination of suitable functions $\mathcal{q}_{i}(\underline{x}, \underline{v}, \boldsymbol{\mu})$, i.e.,

$$
\begin{equation*}
q(x, v, \mu)=\sum_{i=1}^{M} A_{i} q_{i}(x, v, \mu) \tag{36}
\end{equation*}
$$

$\mathbb{A}_{\mathbf{i}}$ are the variational parameters, to be determined from

$$
\begin{equation*}
\frac{\partial}{\partial A_{i}} I\{q\}=0, \quad i=1,2, \ldots, M \tag{37}
\end{equation*}
$$

It is well known that even a crude trial function gives a fairly good result for $I_{\text {st }}$. The benefit of the variational method is that it expresses Q in terms of $\underline{I}_{\text {st }}$. We get from Equs. (24) and (27)

$$
\alpha_{12} Q=\int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu\left[g_{2}(v, \mu)+q(0, v,-\mu)\right] \mu g_{2}(v, \mu)
$$

and, furthermore, if we replace $\mathcal{Q}(0, \underline{v}, \mu)$ with the right side of the Equ.(31) and use the expression (35) for $I_{\text {st }}$,

$$
\begin{equation*}
Q=\frac{1}{\alpha_{12}}\left(\frac{\alpha_{22}}{2}+I_{s t}\right) \tag{38}
\end{equation*}
$$

The surprisingly good, yet still simple trial function is $\mathcal{q}(x, v, \mu) \approx \mathcal{q}_{a s}(x, v, \mu)$ with $\underline{Q}$ replaced by a variable parameter $A_{1}$. From Equs. (37) and (35) we get the optimized value for $A_{1}$ being equal to $\alpha_{12} / \alpha_{11}$ and for $I_{\text {st }} \approx \alpha_{12}^{2} / 2 \alpha_{11}$, so that

$$
\begin{equation*}
Q^{\prime}=\frac{1}{2}\left(\frac{\alpha_{22}}{\alpha_{12}}+\frac{\alpha_{12}}{\alpha_{11}}\right) \tag{39}
\end{equation*}
$$

being equal to the arithmetic mean of the maximum and minimum value for $Q$. In the one-speed case with isotropic scattering and no absorption this value corresponds to $17 / 24=.70833 \ell_{5}$, which is rather close to the exact value $.7104 \underline{Z}_{s}$.

To improve the trial function we will have to add terms describing the effect of the boundary on the flux distribution. According to our discussion, following the integral equation (31), these terms should have factors of the form, like, $\exp [-\underline{x} / \mu \underline{\ell}(v)]$. However, such functions do not enable us to evaluate parameters $\underline{A}_{\underline{i}}$ and $\underline{I}_{\text {st }}$ analytically. For this reason we write our imporved trial function as

$$
\begin{equation*}
q(x, v, \mu)=A_{1} \frac{q_{a s}(x, v, \mu)}{Q}-\left[A_{2} g_{1}(v, \mu)+A_{3} g_{2}(v, \mu)\right] \exp \left(-x / \ell_{0}\right) \tag{40}
\end{equation*}
$$

where $\boldsymbol{\ell}_{0}$ is some suitably chosen fixed length, e.g. $\boldsymbol{l}_{0}=\boldsymbol{\ell}(\boldsymbol{\infty})$. Once the parameters ${\underset{\underline{i}}{i}}$ have been optimized, this trial function can furthermore be improved by one iteration of the integral equation (31). The iterated solution is

$$
\begin{aligned}
& q(x, v, \mu)= A_{1}\left[g_{1}(v, \mu) \cosh \frac{x}{L}-L^{-1} g_{2}(v, \mu) \sinh \frac{x}{L}\right] \\
&-\left\{A_{2}\left[g_{1}(v, \mu)-\mu \frac{\ell(v)}{L^{2}} g_{2}(v, \mu)\right]+A_{3}\left[g_{2}(v, \mu)-\mu \ell(v) g_{1}(v, \mu)\right]\right] \frac{\exp (-x / \ell)}{1-\mu \ell(v) / \ell_{0}} \\
&+\varepsilon(\mu)\left\{g_{2}(v, \mu)-A_{1} g_{1}(v, \mu)+\frac{A_{2}\left[g_{1}(v, \mu)-\mu l(v)\right.}{L^{2}} g_{2}(v, \mu)\right]+A_{3}\left[g_{2}(v, \mu)-\mu \ell(v) g_{1}(v, \mu)\right] \\
& 1-\mu \ell(v) / \ell_{0}
\end{aligned} \exp \left[-\frac{x}{\mu \ell(v)}\right] .
$$

It is not expected that this approximation will give a good description of the flux near the boundary. However, fortunately enough, the results are very good for $x=0$ :

$$
\begin{align*}
& q(0, v, \mu)=\varepsilon(\mu) g_{2}(v, \mu) \\
& +[1-\varepsilon(\mu)]\left\{A_{1} g_{1}(v, \mu)-\frac{A_{2}\left[g_{1}(v, \mu)-\mu \frac{\ell(v)}{L^{2}} g_{2}(v, \mu)\right]+A_{3}\left[g_{2}(v, \mu)-\mu f(v) g_{1}(v, \mu)\right]}{1-\mu l(v) / l_{0}}\right\} . \tag{42}
\end{align*}
$$

As it should be, $\mathcal{Q}(0, v, \mu)=g_{2}$ for $\mu>0$. It can also be shown that $\mathcal{Q}(0, v, \mu)$ given by (42) exactly satisfies conditions (23) and (24) which could be, for our purpose, rewritten in a form:

$$
\begin{align*}
& 2 \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu q(0, v,-\mu) \mu g(v, \mu)=\alpha_{12},  \tag{23a}\\
& 2 \int_{0}^{\infty} d v \cdot v^{3} \exp \left(-v^{2}\right) \int_{0}^{1} d \mu q(0, v,-\mu) \mu g_{2}(v, \mu)=2 \alpha_{12} Q-\alpha_{22}, \tag{24a}
\end{align*}
$$

providing parameters $A_{i}$ are determined through Eq. (37) and $\underline{Q}$ is given by Equ. (38).

The following formula for the $f l u x \boldsymbol{\Phi}(0, \underline{v},-\mu)$ should then give a fairly good description of the angular and velocity distributions for neutrons streaming into the vacuum:

$$
\begin{align*}
& \Phi(0, v,-\mu)=C v^{3} \exp \left(-v^{2}\right) \cosh \frac{x_{0}}{L}\left\{g_{2}(v, \mu)+A_{1} g_{1}(v, \mu)-\right.  \tag{43}\\
& \mu>0
\end{aligned} \frac{\left.-\frac{A_{2}\left[g_{1}(v, \mu)-\frac{\mu l(v)}{L^{2}} g_{2}(v, \mu)\right]+A_{3}\left[g_{2}(v, \mu)-\mu l(v) g_{4}\right]}{1-\mu \ell(v)\left(l_{0}\right.}\right]}{} \begin{aligned}
& (43
\end{align*}
$$

NUMERICAL RESULTS FOR NON ABSORBING MONATOMIC GASEOUS MEDIA
To get numerical results we have used gaseous model for the scattering function, having supposed that the scattering cross-section is independent of * the relative speed between the neutron and the scattered nucleus. Integral equation for the function $\underline{\mathcal{U}}(\underline{\mathbf{V}})(16)$ has been solved numerically on the Argonne's IBM 704 digital computer. The results for the atomic masses
$A=1,2,3,4,6$, and 20 are given by the Fig. 1 . It can be deduced from the shape of the integral equation (16) that $\underline{U}(\underline{v})$ goes to zero with a constant derivative as $\underline{V} \rightarrow 0$ and approaches asymptotically to the value $3 \mathbb{A} /(3 \mathbb{A}-2)$ for large values of $\underline{\boldsymbol{v}}$. Also, $\underline{\underline{U}}(\boldsymbol{v})$ is close to $\underline{\underline{l}}_{\underline{s}}(\infty)$ for all $\underline{v}$ if the oderaton is very heavy. The approach to the asymptotic value is relatively slow, especially in the case of $\underline{A}=1$ moderator.

Function $\boldsymbol{U}(\mathbf{v})$ was then used for the evaluation of the following integrals,

Equ. (25a)

$$
A_{1}, A_{2}, A_{3},
$$

$$
Q=\frac{3 \bar{\lambda}_{t r}^{2}}{8 \bar{\lambda}_{t r}}+\frac{3}{\bar{\lambda}_{t r}} I_{s t}
$$

Equ. (37)

Equ. (38)

The results of the numerical integration are given in Table $I$. The improved variational result for $Q(38)$ is only slightly larger than the first estmate $\underline{Q}(39)$. Fig. 2 represents the dependence of the linear extrapolation distance $Q$ and the transport mean free path $\overline{\boldsymbol{\lambda}}_{\mathrm{tr}}$ on the atomic mass $A$ of the gaseous monatomic moderator. A rough comparison between the measured extrapolating end point in $\underline{D}_{2} \underline{-}^{(5)}$ and the calculated values for $\underline{Q}$ (Fig. 2) indicates that gaseous monatomic moderator with $A \approx 3.5-3.7$ would be a good representation for $\underline{D}_{2} 0$, in agreement with the estimate made by $H$. D. Brown ${ }^{\text {(6) }}$. In Fig. 3, a flux of neutrons leaving the medium in a perpendicular direction $\mu=-1$, is given for atomic masses $A=1,2$, and 20 (arbitrarily normalized to the same value 0.5 at $\underline{v}=\mathbf{I}$ ). A shift in the temperature of the flux-

$$
\begin{align*}
& \bar{\lambda}_{t r}^{u}=2 \int_{d v}^{0} d v v^{3} \exp \left(-v^{2}\right) u^{(u}(v),  \tag{17}\\
& \overline{\lambda_{t r}}=2 \int_{\int 2}^{0} d v v^{3} \exp \left(-v^{2}\right) u^{2}(v), \\
& Q_{\text {min }}=\frac{2}{3} \bar{\lambda}_{\text {tr }} \text {, } \\
& Q_{\text {max }}=\frac{3 \overline{\lambda_{t r}^{2}}}{4 \lambda_{t r}} \text {, } \tag{26a}
\end{align*}
$$

distribution has been estimated to be about $17 \%$ for $A=1$, few per cents for $A=2$, whereas a moderator with $A>20$ emits neutrons of practically maxwellian velocity distribution.

## DISCUSSION

The above results indicate that the velocity distribution of neutrons evaporating from the boundary of a nonfabsorbing medium is not appreciably influenced by the boundary. However, we expect the effect of the boundary upon the neutron spectrum be much more important if absorption is present in the medium. The linear extrapolation distance $Q$ very slowly approaches the one-speed value $.7104 \boldsymbol{l}_{s}(0)$ as the moderator is getting heavier. For practical cases, $Q$ may be in the range $0.75-0.8 \boldsymbol{\ell}_{8}\left(\infty_{0}\right)$.

The above variational method can be successfully applied also to problems like determination of the angular- and velocity- distribution of neutrons transmitted through-or reflected-from a thin layer of an absorbing medium.
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TABLE I

|  | A | $\bar{\lambda}_{t r}$ | $\overline{\lambda_{t r}^{2}}$ | $Q_{\text {min }}$ | $Q^{1}$ | Q | $\mathrm{Q}_{\text {max }}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{2}$ | ${ }^{\text {A }} 3$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1.273 | 1.725 | 0.849 | 0.931 | 0.936 | 1.016 | 0.970 | 0.171 | 0.0147 |
|  | 2 | 1.133 | 1.325 | 0.755 | 0.816 | 0.818 | 0.876 | 0.842 | 0.131 | 0.0123 |
| $\begin{aligned} & \text { N } \\ & \text { N } \\ & \infty \end{aligned}$ | 3 | 1.086 | 1.203 | 0.724 | 0.777 | 0.779 | 0.830 | 0.800 | 0.117 | 0.0095 |
|  | 4 | 1.064 | 1.148 | 0.709 | 0.759 | 0.761 | 0.809 | 0.780 | 0.111 | 0.0076 |
|  | 6 | 1.044 | 1.098 | 0.696 | 0.742 | 0.744 | 0.788 | 0.762 | 0.105 | 0.0053 |
|  | 20 | 1.028 | 1.059 | 0.685 | 0.729 | 0.730 | 0.772 | 0.747 | 0.100 | 0.0014 |
|  | $\infty$ | 1.000 | 1.000 | 0.667 | 0.708 | 0.710 | 0.750 | 0.726 | 0.096 | 0.0000 |

Figure $1 \quad$ Function $\mathbb{U}(\underline{V})$ for monatomic gaseous media.

Figure 2 Linear extrapolation distance and average transport mean free path $\boldsymbol{\lambda}_{\underline{\text { tr }}}$ versus atomic mass number $A$.

Figure 3
Velocity distribution of the flux of thermal neutrons streaming out of the moderator in perpendicular direction ( $\mu=-1$ ). (Flux has been arbitrarily normalized to 0.5 at $\underline{v}=1$ ).
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## I. INTRODUCTITON

For a long time it has been assumed that the time dependent neutron thermalization problem can be solved by separating time and energy variables in the Boltzmann equation and then expressing the time dependent spectrum as a sum of discrete energy modes or eigenfunctions, each decaying in time with a particular decay constant (or eigenvalue). Thus, in order to satisfy arbitrary initial conditions, implicitly it was assumed that this set of functions is complete. However, as it will become apparent in the following, this assumption is generally not true. In fact it will be seen that the sequence of discrete eigenvalues $\lambda$ cannot exceed the limiting value $\lambda_{\infty}=(\Sigma \mathrm{v})_{\min }$, but that for $\lambda>\lambda_{\infty}$ it is possible to construct a continuum of singular solutions of a special kind, all orthogonal to the set of discrete energy modes, thus proving the incompleteness of the latter.

The physical interpretation of the existence of a limiting value $\lambda_{\infty}$ is simply the fact that no persistent neutron spectrum can possibly decay with a smaller time constant $(1 / \lambda)$ than the maximum average time between collisions, which is $\frac{l}{(\Sigma \mathrm{v})_{\text {min }}}$.

[^38]Only for the physically unrealistic assumption of $\frac{1}{(\Sigma v)_{\min }}=0$ the set of discrete eigenfunctions would be complete. This is the case of the heavy gas model.

The approach used in Section II for treating the time dependent neutron thermalization was first suggested by Van Kampen (1) in connection with a problem of plasma oscillations, and developed later on by Case ${ }^{(2)}$ and Mika ${ }^{(2)}$ in connection with a space dependent one velocity transport problem. Unfortunately in the present case the formulation becomes considerably more involved and most of the results are only given in the first order approximation of the scattering kernel. However, it is believed that they can be extended to any higher order, matter which will be considered in a subsequent paper.

In Section III a few numerical calculations are performed for the free hydrogen gas kernel. Finally, another approach to the problem is briefly outlined in the Appendix.

## II: APPROXIMATE SOLUTION OF THE TIME AND <br> ENERGY DEPENDENT BOLTZMANN EQUATION

We shall only consider the case of zero absorption. (1/v absorption can always be reduced to this case.) Hence the Boltzmann equation reads:
$\frac{\partial n(x, t)}{\partial t}=-n(x, t) x \Sigma_{s}(x)+\int_{0}^{\infty} n\left(x^{\prime}, t\right) x^{\prime} \Sigma\left(x^{\prime} \rightarrow x\right) d x^{\prime}+Q(x, t)$
where $n(x, t)$ is the neutron density' $x=v / v_{o}$ is the ratio of neutron velocity to the most probable velocity of a maxwellian spectrum at room temperature' $t$ is the time and $\Sigma_{s}(x), \Sigma(x \rightarrow x)$ have their usual meanings. The time unit is $\frac{1}{\Sigma_{\text {SO }} V_{0}}$ and the cross section unit is $\Sigma_{\text {so }}$, the free atom scattering cross section (at some given energy).

We want to express the solution of the homogeneous part of eq. (1) as a sum of functions of the kind:

$$
\begin{equation*}
n(x, t)=n(x) e^{-\lambda t} \tag{2}
\end{equation*}
$$

Thus $n(x)$ must be a solution of

$$
\begin{equation*}
n(x)\left[x \Sigma_{s}(x)-\lambda\right]=\int_{0}^{\infty} n(x) x^{\prime} \Sigma\left(x^{\prime} \rightarrow x\right) d x^{\prime} \tag{3}
\end{equation*}
$$

It follows from the principle of detailed balance that the kernel of this equation can be symmetrized making

$$
\begin{gathered}
n(x)=N(x) \sqrt{M(x)} \\
x \Sigma\left(x^{\prime} \rightarrow x\right)=S\left(x \mid x^{\prime}\right) \sqrt{\frac{M(x)}{M\left(x^{\prime}\right)}}
\end{gathered}
$$

with $M(x)=x^{2} e^{-x^{2}}$
Then denoting $x \Sigma_{S}(x)=V(x)$, we have

$$
\begin{equation*}
N(x)[V(x)-\lambda]=\int_{0}^{\infty} N\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x^{\prime} \tag{4}
\end{equation*}
$$

Now let us expand $S\left(x^{\prime} \mid x\right)$ in a double series of functions which are orthogonal in the interval $(0, \infty)$, and truncate this expansion after $K+1$ terms:

$$
\begin{align*}
&  \tag{5}\\
& S\left(x \mid x^{\prime}\right)=  \tag{6}\\
& \sum_{0} \sum_{0}^{K} S_{i j} \mu_{i}(x) \mu_{j}\left(x^{\prime}\right) \\
= & \sum_{j=0}^{K} f_{j}(x) \mu_{j}\left(x^{\prime}\right) \text { with } f_{j}(x)=\sum_{i=0}^{K} S_{i j} \mu_{i}(x)
\end{align*}
$$

Furthermore, let the $\mu_{i}$ be the odd Hermite polynomials times $e^{-x^{2} / 2}$

Then

$$
\begin{equation*}
\sqrt{\frac{M\left(x^{\prime}\right)}{M(x)}}=\frac{\mu_{0}\left(x^{\prime}\right)}{\mu_{0}(x)} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
V(x)=\int_{0}^{\infty} x \Sigma\left(x \rightarrow x^{\prime}\right) d x^{\prime}=\int_{0}^{\infty} \frac{\mu_{0}\left(x^{\prime}\right)}{\mu_{0}(x)} S\left(x \mid x^{\prime}\right) d x^{\prime} \tag{8}
\end{equation*}
$$

Now expand $N(x)$ in a series of $\mu_{i}$

$$
\begin{align*}
& \mathbb{N}(x)=\sum_{o}^{\infty} \phi_{\mathrm{k}} \mu_{\mathrm{k}}(x)  \tag{10}\\
& \phi_{\mathrm{k}}=\int_{0}^{\infty} \mathbb{N}(x) \mu_{\mathrm{k}}(x) d x \tag{11}
\end{align*}
$$

Then

$$
\begin{equation*}
\int_{0}^{\infty} N\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x^{\prime}=\sum_{0}^{K} f_{j}(x) \phi_{j} \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
N(x)=\frac{1}{V(x)-\lambda} \sum^{K} f_{j}(x) \phi_{j} \tag{13}
\end{equation*}
$$

Now let us suppose that *

$$
\begin{equation*}
0<v(0)<v(x) \text { for all } x \tag{14}
\end{equation*}
$$

This means that $\Sigma_{s}$ goes like $\frac{l}{x}$ for $x \rightarrow 0$ and certainly holds for a gas
model. Then the nature of eq. (4) is quite different for $\lambda<\mathrm{v}(0)$ or $\lambda>\mathrm{V}(0)$. In the first case eq. (4) is a homogeneous Fredholm equation of the second kind and has solutions only for particular values of $\lambda$. When
$\lambda>\mathrm{V}(0)$ eq. (4) becomes singular.
First let $\lambda<\mathrm{V}(0)=\mathrm{V}_{\mathrm{o}}$
Because of the orthogonality of the $\mu_{i}$

$$
\begin{equation*}
\phi_{k}=\sum_{j=0}^{K} \phi_{j} \int_{0}^{\infty} \frac{f_{j}(x) \mu_{k}(x)}{V(x)-\lambda} d x=\sum_{j=0}^{K} K_{k j}^{\lambda} \phi_{j} \quad k=0,1 \ldots \ldots K \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{k j}^{\lambda}=\sum_{i}^{K} L_{k i}^{\lambda} S_{i j} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{k i}^{\lambda}=\int_{0}^{\infty} \frac{\mu_{i} \mu_{k}}{v-\lambda} d x \tag{17}
\end{equation*}
$$

* In order to have the same behaviour for the approximate $V(x)$ given by (9) we shall consider only odd values of $K$

For the non trivial solution of (15)

$$
\begin{equation*}
\operatorname{det}\left(K_{k j}^{\lambda}-\delta_{k j}\right)=0 \tag{18}
\end{equation*}
$$

It is simple to show that there are at most $K+1$ values of $\lambda$ satisfying (18) (See Appendix)

The lowest one is obviously $\lambda_{0}=0$ corresponding to $N(x)=\mu_{0}(x)$
In fact:

$$
\begin{equation*}
K_{k o}^{o}=\int_{0}^{\infty} \mu_{k}(x) \mu_{0}(x) d x=\delta_{k o} \tag{19}
\end{equation*}
$$

Thus $\lambda=0$ is a solution of (18)
In the absence of degeneration the $K+1$ eigenfunctions will be orthogonal to each other. To prove it write eq. (4) for two different eigenvalues, $\lambda_{m}$ and $\lambda_{n}$.

$$
\begin{align*}
& N_{n}(x)\left[V(x)-\lambda_{n}\right]=\int_{0}^{\infty} N_{n}\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x^{\prime}  \tag{20}\\
& N_{m}(x)\left[V(x)-\lambda_{m}\right]=\int_{0}^{\infty} N_{m}\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x \tag{21}
\end{align*}
$$

Multiply (20) by $N_{m}(x)$ and (21) by $N_{n}(x)$, then integrate over $x$ and subtract:

$$
\begin{equation*}
\left(\lambda_{n}-\lambda_{m}\right) \int_{0}^{\infty} N_{n}(x) N_{m}(x) d x=0 \tag{22}
\end{equation*}
$$

Having assumed $\lambda_{n} \neq \lambda_{m}$ it follows that $N_{n}(x)$ and $N_{m}(x)$ are orthogonal to each other. An important consequence is the equation

$$
\begin{equation*}
\lambda_{\mathrm{n}} \phi_{0}=0 \tag{23}
\end{equation*}
$$

which means that only $N_{0}(x)$ has a $\mu_{0}(x)$ component. Therefore, in order to find the eigenvalues $\lambda_{n} \neq 0$ we need only $K$ of the $K+1$ eq. (15), for instance $k=0,1 \ldots K-1$. The determinant of these $K$ eq. must vanish for $\lambda=\lambda_{n} \neq 0$ and the normalization of the corresponding eigenfunctions is arbitrary, for instance $\phi_{1}=1$. once $\phi_{1}, \phi_{2} \ldots \phi_{x}$ are known, the eigenfunction $N_{n}(x)$ are given directly by eq. (13).

Now let $\lambda \geqq V(0)=V_{0}$ and assume $V(x)$ is non-decreasing in the interval $(0, \infty)$. Then in general there are no regular solutions of eq. (4). However, there is a continuum of singular solutions ${ }^{(1-3)}$ (not strictly functions but distributions in the sense of Schwartz), which together with the discrete spectrum for $\lambda<V_{0}$ can be shown to be a complete set, at least in the first approximation $K=1$. These singular solutions are

$$
\begin{equation*}
N(x, \lambda)=P \frac{l}{V-\lambda} \sum_{j=0}^{K} f_{j}(x) \phi_{j}(\lambda)+\omega(\lambda) \delta\left(x-x_{\lambda}\right) \tag{24}
\end{equation*}
$$

where $f_{j}(x)$ and $\phi_{j}(\lambda)$ have the same meanings as above and

$$
\begin{equation*}
v\left(x_{\lambda}\right)-\lambda=0 \tag{25}
\end{equation*}
$$

$\mathrm{P} \frac{\mathrm{l}}{\mathrm{V}-\lambda}$ indicates that when integrated, the Canchy principal value is meant. As $V(x)$ is a constant for $K=0$ from now on $K \geqq 1$

Multiplying eq. (24) by $V(x)-\lambda$, and using the same method as above, it is easy to prove that these singular solutions are orthogonal to each other and to the discrete eigenfunction. Thus eq. (23) holds for the singular solutions too. In order to find the function $\phi_{k}(\lambda)$ and $\omega(\lambda)$ multiply eq. (24) by $\mu_{k}(x)$ and integrate; it follows:

$$
\begin{equation*}
\phi_{k}(\lambda)=\sum_{j=1}^{K} \emptyset_{j}(\lambda) K_{k j}(\lambda)+\omega(\lambda) \mu_{k}\left(x_{\lambda}\right) \quad k=0,1, \ldots K \tag{26}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{k, j}(\lambda)=\oint_{0}^{\infty} \frac{\mu_{k}(x) f_{j}(x)}{V(x)-\lambda} d x \tag{27}
\end{equation*}
$$

The $K_{k j}(\lambda)$ are Canchy principal values. The system of $K+1$ equation (26) is homogeneous. In order to have non-trivial solutions its determinant (with $\left.\mu_{k}\left(x_{\lambda}\right)=\eta_{k}\right)$
should be zero. In fact, it follows from eq. (25) that

$$
\begin{equation*}
\sum_{k=0}^{K}\left(K_{k j}-\delta_{k j}\right) s_{o k}=\lambda K_{0 j} \quad j=0,1, \ldots K \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{K} s_{o j} \eta_{j}=\lambda \eta_{o} \tag{30}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\Delta=0 \tag{31}
\end{equation*}
$$

and the system eq. (26) has a non-trivial solution which can be normalized arbitrarily.

If the $\phi_{j}(\lambda)$ for $j>K$ are required, they can be found with the recursion relations

$$
\begin{equation*}
\sum_{n=0}^{i+K} \phi_{n} \sum_{l=0}^{K} s_{o l} \int_{0}^{\infty} \mu_{n} \mu_{l} \frac{\mu_{i}}{\mu_{0}} d x=\sum_{j=0}^{K} s_{i j} \phi_{j}+\lambda \phi_{i} \tag{32}
\end{equation*}
$$

or else, using eq. (26), but now with $k>k$. The relation eq. (32) obvicusly also holds for $\lambda=\lambda_{n}<V_{0}$. For $i=0$ it yields the known result:

$$
\lambda \phi_{0}=0
$$

## Completeness for $\mathrm{K}=1$

This case is particularly simple because $\varnothing_{0}$ and $\phi_{1}$ are known a priori.
We have $V(x)=\frac{f_{0}(x)}{\mu_{0}(x)}=S_{o o}+S_{o l} \frac{\mu_{1}(x)}{\mu_{0}(x)}=b\left(x^{2}+a\right)$
b and a being constants.
For $\lambda \neq 0$ eq. (18) and (31) reduce to

$$
\begin{gather*}
K_{o l}^{\lambda}=\int_{0}^{\infty} \frac{\mu_{0}(x) f_{1}(x)}{V(x)-\lambda} d x=0  \tag{34}\\
K_{O l}(\lambda)+\omega(\lambda) \eta_{0}=0 \tag{35}
\end{gather*}
$$

Eq. (34) defines the only non zero eigenvalue of the discrete spectrum, whereas eq. (35) gives $\omega(\lambda)$ for the singular solution.

In order to prove completeness of the set, it is sufficient to show that an arbitrary function $F(x)$, orthogonal to the discrete spectrum, can be written as a linear combination of the singular solutions.

For simplicity let us change to the variable $y=x^{2}$ and adopt the notation

$$
\begin{aligned}
& h_{i}(y)=\mu_{i}(\sqrt{y}) \\
& g_{i}(y)=f_{i}(\sqrt{y})
\end{aligned}
$$

Now

$$
\begin{equation*}
v(y)-\lambda=b(y+a)-\lambda=b(y-\alpha) \tag{36}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha=\frac{\lambda}{b}-a \tag{37}
\end{equation*}
$$

The 2 discrete eigenfunctions are

$$
\begin{equation*}
N_{0}(y)=h_{0}(y) \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
N_{1}(y)=\frac{g_{1}(y)}{b\left(y+\alpha_{1}\right)} \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{1}=a-\frac{\lambda_{1}}{b} \tag{40}
\end{equation*}
$$

Eq. (24) and (35) can be written

$$
\begin{align*}
& N(y, \alpha)=P \frac{g_{1}(y)}{b\left(\frac{y}{y}-\alpha\right)}+2 \sqrt{\alpha} \omega(\alpha) \delta(y-\alpha)  \tag{41}\\
& \omega(\alpha)=\frac{-1}{b h_{0}(\alpha)} \oint_{0}^{\infty} \frac{h_{0}(y) g_{1}(y)}{y-\alpha} \frac{d y}{2 \sqrt{y}} \tag{42}
\end{align*}
$$

If the set of functions (strictly, distributions) eq. (38), (40) and (41) is complete, it should be possible to express an arbitrary function $F(y)$, obeying the conditions

$$
\begin{equation*}
\int_{0}^{\infty} F(y) N_{n}(y) \frac{d y}{\sqrt{y}}=0 \quad n=0,1 . \tag{43}
\end{equation*}
$$

br the integral

$$
\begin{equation*}
F(y)=\int_{0}^{\infty} A(\alpha) N(y, \alpha) d \alpha \tag{44}
\end{equation*}
$$

or

$$
\begin{equation*}
F(y)=Q(y) A(y)+\frac{T(y)}{\pi i} \oint_{0}^{\infty} \frac{A(\alpha) d \alpha}{\alpha-y} \tag{45}
\end{equation*}
$$

with

$$
\begin{align*}
& Q(y)=2 \sqrt{y} \omega(y)  \tag{45a}\\
& T(y)=-\frac{\pi i}{b} g_{1}(y)
\end{align*}
$$

The singular integral eq. (45) is of the dominant type ${ }^{(4)}$ and its solution reduces to the Hilbert problem of finding a function $X(z)$, sectionally holomorphic in the finite plane cut along the positive real axis, with lowest degree at infinity and satisfying the equation

$$
\begin{equation*}
G(y)=\frac{x^{+}(y)}{x^{-}(y)}=\frac{x(y+0 i)}{x(y-0 i)} \tag{46}
\end{equation*}
$$

where

$$
\begin{equation*}
C(y)=\frac{2 \sqrt{y} \omega(y)+\pi i g_{l}(y) / b}{2 \sqrt{y} \omega(y)-\pi i g_{1}(y) / b} \tag{46a}
\end{equation*}
$$

This last equation is equivalent to

$$
\begin{equation*}
G(y)=\frac{\theta^{-}(y)}{\theta^{+}(y)} \tag{47}
\end{equation*}
$$

with $\quad \Theta(z)=\frac{1}{2 \pi i \quad b} \int_{0}^{\infty} \frac{h_{0}(y) g_{1}(y)}{y-z} \frac{d y}{2 \sqrt{y}}$
where $z$ is not on the positive real axis. Comparing (48) and (34) it is seen that

$$
\theta(z)=0 \quad \text { at } \quad z=-\alpha_{1}
$$

this being the only zero of $\theta(z)$ in the finite plane. Thus it is found that

$$
\begin{equation*}
X(z)=\left(z+\alpha_{1}\right) \frac{1}{\theta(z)} \tag{49}
\end{equation*}
$$

is the solution of the Hilbert problem considered. The function $\Omega(z)$ defined as

$$
\begin{equation*}
\Omega(z)=\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{A(y) d y}{y-z} \tag{50}
\end{equation*}
$$

will then be given by

$$
\begin{equation*}
\Omega(z)=\frac{X(z)}{2 \pi i} \int_{0}^{\infty} \frac{F(y)}{X^{+}(y) \quad[Q(y)+T(y)]} \frac{d y}{y-z} \tag{51}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega(z)=\frac{1}{4 \pi^{2}} \frac{z+\alpha_{1}}{\theta(z)} \int_{0}^{\infty} \frac{F(y) h_{0}(y)}{\left(y+\alpha_{1}\right)(y-z)} \quad \frac{d y}{2 \sqrt{y}} \tag{5la}
\end{equation*}
$$

As $X(z)$ is of second degree at infinity, $F(y)$ must obey the conditions

$$
\begin{equation*}
\int_{0}^{\infty} \frac{F(y) h_{0}(y) y^{n}}{y+\alpha_{1}} \frac{d y}{2 \sqrt{y}}=0 \quad n=0,1 \tag{52}
\end{equation*}
$$

in order to make $\Omega(z)$ vanish at infinity as required by eq. (50). Finally $A(y)$ can be obtained from

$$
A(y)=\Omega^{+}(y)-\Omega^{-}(y)
$$

It is easily verified that condition (52) and (43) are equivalent. Hence no further conditions are imposed on $F(y)$ and the completeness has been proved. Normalization integral - From the orthogonality properties already shown it follows that

$$
\begin{equation*}
\int_{0}^{\infty} F(y) N(y, \alpha) \frac{d y}{2 \sqrt{y}}=A(\alpha) R(\alpha) \tag{53}
\end{equation*}
$$

where $F(y)$ and $A(\alpha)$ are related by eq. (44) and where $R(\alpha)$ depends on the normalization chosen for $N(y, \alpha)$. For $\varnothing(\alpha)=1$ and using the BertrandPoincare formula it is found $(K=1)$ :

$$
\begin{equation*}
R(\alpha)=\omega^{2}(\alpha) 2 \sqrt{\alpha}+\frac{\pi^{2}}{b^{2}} \quad g_{1}^{2}(\alpha) \frac{1}{2 \sqrt{\alpha}} \tag{54}
\end{equation*}
$$

For the two discrete eigenfunction given by (38) and (39), the normalization integrols are

$$
\begin{align*}
R_{0} & =\int_{0}^{\infty} h_{0}^{2}(y) \frac{d y}{2 \sqrt{y}}=1  \tag{55}\\
R_{1} & =\frac{1}{b^{2}} \int_{0}^{\infty} \frac{g_{1}^{2}(y)}{\left(y+\alpha_{1}\right)^{2}} \frac{d y}{2 \sqrt{y}} \tag{56}
\end{align*}
$$

Green function - As an application of the previous results let us find the Green function corresponding to eq. (1). With the variables defined above we have
$\frac{\partial N_{G}\left(y, y_{0}, t\right)}{\partial t}=-N_{G}\left(y, y_{0}, t\right) v(y)+\int_{0}^{\infty} N_{G}\left(y, y_{0}, t\right) S\left(y^{\prime} \mid y\right) \frac{d y^{\prime}}{2 \sqrt{y^{\prime}}}+\delta(t) \delta\left(y-y_{0}\right)$
Integrating over $t$ from -0 to +0 , if $N_{G}\left(y, y_{0},-0\right)=0$

$$
\begin{equation*}
N_{G}\left(y, y_{0},+0\right)=\delta\left(y-y_{0}\right) \tag{58}
\end{equation*}
$$

Because of the completeness of the $N(y, \alpha)$ we can make the expansion ( $K=1$ )

$$
\begin{equation*}
\mathbb{N}_{G}\left(y, y_{0}, t\right)=\sum_{n=0}^{1} A_{n} N_{n}(y) e^{-\lambda_{n} t}+\int_{0}^{\infty} A(\alpha) \mathbb{N}(y, \alpha) e^{-\lambda(\alpha) t} d \alpha \tag{59}
\end{equation*}
$$

$A_{n}$ and $A(\alpha)$ can then be determined from the boundary condition (58). Making

$$
\begin{equation*}
F(y)=\delta\left(y-y_{0}\right)-\sum_{n=0}^{l} A_{n} N_{n}(y) \tag{60}
\end{equation*}
$$

it is seen that

$$
\begin{equation*}
A(\alpha)=\frac{N\left(y_{0}, \alpha\right)}{R(\alpha)} \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n}=\frac{N_{n}\left(y_{0}\right)}{R_{n}} \tag{62}
\end{equation*}
$$

Finally

$$
\begin{equation*}
N_{G}\left(y, y_{0}, t\right)=\sum_{n=0}^{l} \frac{N_{n}\left(y_{0}\right) N_{n}(y)}{R_{n}} e^{-\lambda_{n} t}+\int_{0}^{\infty} \frac{N\left(y_{0}, \alpha\right) N(y, \alpha) e^{-\lambda(\alpha) t}}{R(\alpha)} d \alpha \tag{63}
\end{equation*}
$$

Another case occurs when the source term is of the form

$$
\begin{equation*}
\delta(t) h_{n}(y) \quad n \neq 0 \tag{64}
\end{equation*}
$$

Then the boundary condition

$$
\begin{equation*}
N_{H n}(y,+0)=h_{n}(y) \tag{65}
\end{equation*}
$$

applies and from

$$
\begin{gather*}
A(\alpha) R(\alpha)=\int_{0}^{\infty} N(y, \alpha) h_{n}(y) \frac{d y}{2 \sqrt{y}}=\phi_{n}(\alpha)  \tag{66}\\
A_{1} R_{1}=\int_{0}^{\infty} N_{1}(y) h_{n}(y) \frac{d y}{2 \sqrt{y}}=\phi_{n, 1} \quad ; \quad A_{0}=0 \tag{67}
\end{gather*}
$$

it follows

$$
\begin{equation*}
N_{H n}(y, t)=\frac{\phi_{n_{1}}}{R_{1}} N_{1}(y) e^{-\lambda_{1} t}+\int_{0}^{\infty} \frac{\phi_{n}(\alpha)}{R(\alpha)} N(y, \alpha) e^{-\lambda(\alpha) t_{d \alpha}} \tag{68}
\end{equation*}
$$

III Numerical calculations for the monoatomic hydrogen gas kernel.
For a monoatomic gas kernel the matrix elements can be computed analytically
(5). The kernel for monoatomic hydrogen is particularly simple

$$
\begin{align*}
S\left(x \mid x^{\prime}\right) & =2 e^{-(1 / 2)\left(x^{\prime 2}-x^{2}\right)} \operatorname{erf}(x) \quad x<x^{\prime}  \tag{69}\\
& =2 e^{-(1 / 2)\left(x^{2}-x^{\prime}\right)} \operatorname{erf}\left(x^{\prime}\right) x>x^{\prime}
\end{align*}
$$

With

$$
\begin{gather*}
\mu_{i}(x)=\left[2^{2 i}(2 i+1):\right.  \tag{70}\\
\left.H^{\pi}\right]^{-1 / 2} e^{-x^{2} / 2} \partial_{2 i+1}  \tag{71}\\
H_{p}(x)=(-1)^{P} e^{x^{2}} \frac{d^{P}}{d x^{P}} e^{-x^{2}}
\end{gather*}
$$

the matrix elements are

$$
\begin{equation*}
S_{i j}=(-1)^{i-j+1} \frac{2^{5 / 2}}{\pi} \frac{[(2 i+1):(2 j+1)!]}{4(i-j)^{2}-1}-1 / 2 \quad \Gamma(i+j+3 / 2) \tag{72}
\end{equation*}
$$

It is interesting to compare the values obtained for $\mathrm{V}(0)$ with the exact and the approximate kernels (see Fig. 1). The exact function is

$$
\begin{equation*}
v(x)=\left(x+\frac{1}{2 x}\right) \operatorname{erf}(x)+\frac{e^{-x^{2}}}{\sqrt{\pi}} \tag{73}
\end{equation*}
$$

and its minimum value is $V(0)=\frac{2}{\sqrt{\pi}}$
With the approximate kernel it is found

For $K=1$

$$
\begin{gather*}
v_{1}(x)=S_{00}+S_{01} \frac{2 x^{2}-3}{\sqrt{6}}=\sqrt{\frac{2}{\pi}}\left(\frac{3}{2}+\frac{x^{2}}{3}\right)  \tag{75}\\
v_{1}(0)=1.5 \sqrt{\frac{2}{\pi}}=1.06 v(0) \tag{76}
\end{gather*}
$$

For $K=2$

$$
\begin{align*}
& \mathrm{v}_{2}(\mathrm{x})=\sqrt{\frac{2}{\pi}}\left(-\frac{x^{4}}{60}+\frac{5}{12} \mathrm{x}^{2}+\frac{23}{16}\right)  \tag{77}\\
& \mathrm{v}_{2}(0)=\frac{23}{16} \sqrt{\frac{2}{\pi}}=1.016 \mathrm{v}(0) \tag{78}
\end{align*}
$$
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The magnitude $\mathrm{V}(0)$ is important because it is equal to the value of $\lambda$ which separates the discrete spectrum from the continuum.

Next we are going to calculate $\alpha_{1}$ and $\omega(\alpha)$ for the case $K=1$. Eq. (34) reduces to

$$
\begin{equation*}
10 B_{2}\left(\alpha_{1}\right)-11 B_{1}\left(\alpha_{1}\right)=0 \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{n}\left(\alpha_{1}\right)=\int_{0}^{\infty} \frac{e^{-x^{2}} x^{2 n}}{x^{2}+\alpha_{1}} d x \tag{80}
\end{equation*}
$$

The $B_{n}$ are related by the recursion relation

$$
\begin{equation*}
B_{n}\left(\alpha_{1}\right)=\left(-\alpha_{1}\right) B_{n-1}\left(\alpha_{1}\right)+\frac{1}{2} \Gamma\left(n-\frac{1}{2}\right) \tag{81}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{B}_{\mathrm{o}}\left(\alpha_{1}\right)=\frac{\pi}{2} \mathrm{e}^{\alpha_{1}} \text { erfc }\left(\sqrt{\alpha_{1}}\right) \frac{1}{\sqrt{\alpha_{1}}} \tag{82}
\end{equation*}
$$

Thus $\alpha_{1}$ is the root of the transcendental equation

$$
\begin{equation*}
\sqrt{\pi} \sqrt{\alpha_{1}} e^{\alpha 1} \operatorname{erfc} \sqrt{\alpha}_{1}=\frac{0.6+\alpha_{1}}{1.1+\alpha_{1}} \tag{83}
\end{equation*}
$$

It is found $\alpha_{1}=1.33$ or

$$
\begin{equation*}
\lambda_{1}=(4.50-1.23) \frac{1}{3} \sqrt{\frac{2}{\pi}}=0.77 \frac{2}{\sqrt{\pi}} \tag{84}
\end{equation*}
$$

Now, in order to calculate $\omega(\alpha)$, again it is preferable to use the variable $y=x^{2}$. From eq. (42) it follows

$$
\begin{equation*}
\omega(\alpha)=-\frac{e^{\alpha / 2}}{b \sqrt{\alpha}} \oint_{0}^{\infty} \frac{g_{1}(y) d y}{y-\alpha} \tag{85}
\end{equation*}
$$

For $K=1$

$$
\begin{align*}
& \sqrt{\frac{\pi}{2}} g_{1}(y)=\frac{\pi^{-1 / 4}}{2 \sqrt{6}}(10 y-11) \sqrt{y} e^{-y / 2}  \tag{86}\\
& b=\frac{1}{3} \sqrt{\frac{2}{\pi}} \tag{87}
\end{align*}
$$

Consequently

$$
\begin{equation*}
\omega(\alpha)=-\frac{e^{\alpha / 2}}{\sqrt{\alpha}} \sqrt{\frac{3}{2}} \pi^{-1 / 4} \quad\left[10 B_{2}(-\alpha)-11 B_{1}(-\alpha)\right] \tag{88}
\end{equation*}
$$

where now the $B_{n}(-\alpha)$ are principal values:

$$
\begin{equation*}
B_{n}(-\alpha)=\frac{1}{2} \mathscr{\&}_{0}^{\infty} \frac{e^{-y} y^{n-1} \sqrt{y} d y}{y-\alpha} \tag{89}
\end{equation*}
$$

Again we have the recursion relation

$$
\begin{equation*}
B_{n}(-\alpha)=\alpha B_{n-1}(-\alpha)+\frac{1}{2} \Gamma\left(n-\frac{1}{2}\right) \tag{90}
\end{equation*}
$$

Let us calculate $B_{1}(-\alpha)$
$2 B_{1}(-\alpha)=\mathscr{L}_{0}^{\infty} \frac{e^{-y} \sqrt{y} d y}{y-\alpha}=\int_{0}^{\infty} \frac{e^{-y} d y}{\sqrt{y}+\sqrt{\alpha}}+\sqrt{\alpha} \oint_{0}^{\infty} \frac{e^{-y} d y}{y-\alpha}=I_{1}+\sqrt{\alpha} I_{2}$
For $I_{2}$ we have

$$
I_{2}=e^{-\alpha} \mathscr{L}_{-\alpha}^{\infty} \frac{e^{-t} d t}{t}=e^{-\alpha}\left[\int_{\alpha}^{\infty} \frac{e^{-t} d t}{t}-2 \int_{0}^{\alpha} \frac{\operatorname{sh} t d t}{t}\right]
$$

or

$$
I_{2}=e^{-\alpha}\left[E_{1}(\alpha)-2 \operatorname{Shi}(\alpha)\right]
$$

The two integrals in the bracket are tabulated functions.
$I_{1}$ has to be evaluated numerically.

## Conclusions

It has been shown that in general the time and energy dependent Boltzmann equation can be solved by separation of the variables only if a continuum of singular eigenvectors is introduced. Besides this continuum there also is a discrete spectrum of regular eigenfunctions. When the scattering kernel is approximated by $\mathrm{K}+1$ terms of a double expansion in
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at most orthogonal functions the number of regular eigenfunctions is $K+1$. The value $\lambda=\left(\Sigma_{s} v\right)$ min separates the discrete spectrum from the continuum. The completeness of the whole set of eigenvectors has been proved for $K=1$.

Concerning the accuracy of the present method, it should be emphasized that only the expansion of the scattering kernel is truncated after a finite number of terms. The solution corresponding to any truncated kernel is exact.


## APPENDIX A

Proof that eq. (18) has at most $K+1$ roots $\lambda_{i}$
Let us assume the symmetrized scattering kernel $S\left(x \mid x^{\prime}\right)$ is positive definite and consider the eigenvalue problem

$$
\begin{equation*}
\psi(x)=\frac{r}{V(x)-\lambda} \int S\left(x \mid x^{\prime}\right) \psi\left(x^{\prime}\right) d x^{\prime} \tag{A-1}
\end{equation*}
$$

where now $\lambda$ is just a parameter, $r$ being the eigenvalue. Again, if $S\left(x \mid x^{\prime}\right)$ is approximated by (5), eq. (A-1) is equivalent to the system:

$$
\begin{gather*}
\tau_{j}=\underset{l=0}{K} K_{j l}^{\lambda} \tau_{l} \quad j=0,1, \ldots K  \tag{A-2}\\
\text { with } \tau_{j}=\int \psi(x) \mu_{j}(x) d x
\end{gather*}
$$

It is known that there are at most $K+1$ values $r_{i}$ which satisfy eq. (A-2) and that for $\lambda=0$, the lowest one must be

$$
\begin{equation*}
\left[r_{0}\right]_{\lambda=0}=1 \tag{A-3}
\end{equation*}
$$

yielding

$$
\left[\psi_{0}\right]_{\lambda=0}=\mu_{0}
$$

$\square$

It follows that if we can show that the $\gamma_{i}$ decrease monotonically for increasecan be only one ing values of $\lambda$, for each $\gamma_{i}$ there $\lambda_{i}$ such that $\gamma_{i}=1$ and the thesis would be proved.

Now

$$
\begin{equation*}
r_{i}=\frac{\int \psi_{i}^{2}(x)}{\iint \psi_{i}(x) \psi_{i}\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x d x^{\prime}} \tag{A-4}
\end{equation*}
$$

and from the variational principle

$$
\begin{equation*}
\left[\delta r_{i}\right] \quad=0 \tag{A-5}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\delta \gamma_{i}=-\frac{\int \psi_{i}^{2} V(x) d x}{\iint \psi_{i}(x) \psi_{i}\left(x^{\prime}\right) S\left(x \mid x^{\prime}\right) d x d x^{\prime}} \delta \lambda \tag{A-6}
\end{equation*}
$$

Hence the thesis is proved if $S\left(x \mid x^{\prime}\right)$ is a positive definite kernel.

## APPENDIX B

## Laplace transform method

Taking the Laplace transform of

$$
\begin{equation*}
\frac{\partial N(x, t)}{\partial t}=-N(x, t) V(x)+\int N\left(x^{\prime}, t\right) S\left(x \mid x^{\prime}\right) d x+\delta(t) Q(x) \tag{B-1}
\end{equation*}
$$

it is found

$$
\begin{equation*}
\bar{N}(x, p)[p+V(x)]=\overline{\int N}\left(x^{\prime}, p\right) S\left(x \mid x^{\prime}\right) d x^{\prime}+Q(x) \tag{B-2}
\end{equation*}
$$

Using the same expansions as above, this eq. is equivalent to the system

$$
\begin{equation*}
\phi_{k}(p)=\sum_{j=0}^{K} \varnothing_{j}(P) \int \frac{f_{j}(x) \mu_{k}(x)}{V(x)+p} d x+\int \frac{Q(x) \mu_{k}(x)}{V(x)+p} d x \tag{B-3}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{j=0}^{K} \phi_{j}(p)\left[K_{k j}(-p)-\delta_{k j}\right]+Q_{k}(p)=0 \quad k=0,1, \ldots K \tag{B-4}
\end{equation*}
$$

This system can be solved yielding $\overline{\mathbb{N}}(x, p)$. Then

$$
\begin{equation*}
N(x, t)=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} e^{p t} \bar{N}(x, p) d p \tag{B-5}
\end{equation*}
$$

where a is to the right of all singularities of $\bar{N}(x, p)$. These singularities are obviously poles at $p=-\lambda_{i}$ and a cut from $p=-V_{o}$ to $p=-\infty$. Therefore the pass of integration can be deformed as shown in Fig. 2 (for $\mathrm{K}=1$ )


Fig. 2
l'he integration around the poles yields the terms

$$
A_{n} N_{n}(x) e^{-\lambda_{n} t}
$$

which correspond to the discrete eigenfunctions, $A_{n} N_{n}(x)$ being the residue of $\bar{N}(x, p)$ at $p=-\lambda_{n}$

The integration along the cut yields the contribution of the continuum of singular eigenfunctions.
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ABSTRACT

The influence of temperature differences upon stationary neutron distributions in extended nonabsorbing media is studied for two cases. In the case with a plane temperature discontinuity in an otherwise uniform medium some information is obtained by aid of an integral of the transport equation. A more general treatment by a simpla $P_{1}$ approximation is possible if the temperature is a slowly varying function of the coordinates. The general aspects of this case are known from the theory of thermal diffusion, and the results of this theory are easily taken over and adapted to the specific assumptions of neutron transport theory. Expressions are given, by which the thermal diffusion factor, along with the coefficient for ordinary diffusion of thermal neutrons, can be calculated for any given scattering law.

The influence of temperature differences upon stationary distributions of thermal neutrons in nonabsorbing media has been subject of several recent papers/ Kottwitz (1) an
considered)infinite heavy monatomic gaseous medium with a single plane temperature discontinuity. Using a modified age equation of Hurwitz et. al. ( 1 ) he derived among others the interesting result that the neutron flux $\psi$ is constant throughout the medium, so that the neutron number density ( $n=\psi / \overline{\mathrm{V}}$, with $\overline{\mathrm{V}}=\sqrt{8 \mathrm{kT} / \pi \mathrm{m}}$ ) is greater on the colder side by a faetor of $\sqrt{T_{2} / T_{1}}$ (where $T_{2}>T_{1}$ ).

Kottwitz compares this effect to the thermal transpiration effect, associated with gas flow through a narrow hole (5). When carrying this comparison further, one sex should note that neutrons in a heavy medium only slowly accomodate to the temperature change after passing through the discontinuity, and hence have much chance to be reflected before accomodation - similarly as a gas molecule is likely to be reflected whom hitting a wall with a very small hole. Cpnsequently we may expect that the case with neutrons in a medium with very light atoms should be comparable to the case of a gas flow through a large hole, where the pressure becomes equal on both sides, so that the ratio of the number densities is $n_{2} / n_{1}=T_{1} / T_{2}{ }^{\text {and }}$ therefore $\psi_{2} / \psi_{1}=\sqrt{T_{1} / T_{2}} \cdot$ The general case should lie between both extremes:

$$
p_{2} / p_{1}=\left(T / T_{1}\right)^{\alpha}, n_{2} / n_{1}=\left(T_{1} / T_{2}\right)^{1-\alpha}, \psi_{2} / \psi_{1}=\left(T_{1} / T_{2}\right)^{\frac{1}{2}-\alpha},
$$

with $0<\alpha \leqq \frac{1}{2}$.
Another promising comparison can be made if the thermal neutrons and the medium are considered as a mixture of two substances, in which a difference in concehtration is produced by the temperature difference. This phenomenon is known as thermal diffusion. The theory of this effect in gases ( $\underline{6}-\underline{9}$ ) can be directly applied to the neutron case, if the temperature discontinuity is smeared out over an interval of at least several neutron mean free paths, so that the second approximation of Baskog and Chapman, or, to say it otherwise, the $P_{1}$ or diffusion approximation, is applicable. For a gaseous medium under uniform pressure the relative neutron concentration, that is the ratio of the number densities of the neutrons and the
atoms, is found (\%) be proportional to $T^{\alpha}$, where $\alpha$ is the thermal diffusion factor. Hence the neutron number density is proportional to $T^{-(1-\infty)}$, and

$$
\begin{equation*}
\psi \propto T^{-\left(\frac{1}{2}-\infty\right)} \tag{1}
\end{equation*}
$$

Chapman ( $6,7, \underline{9}$ ) derived a general formula for the first approximation to $\alpha$. The case of neutrons in a nonabsorbing monatomic gas with the usual scattering properties (k) corresponds to a binary gaseous mixture with classical smooth hard spherical molecules, where one component is present in a very small concentration and the molecules of this component are much smaller in size than of the other. For this case Chapman's approximation reduces to

$$
\begin{equation*}
\alpha \approx \frac{5 M(M+1)}{13 M^{2}+16 M+30} \tag{2}
\end{equation*}
$$

where $M$ is the ratio of the atomic masses of the medium and the neutrons. With increasing $M$ the approximate value of $\alpha$ increases from $\alpha \approx 10 / 59=0,1695$ for $M=1^{*}$ to $\alpha \approx 5 / 13=$ $=0,385$ for $M=\infty$.'Whereas the first value can be expected to be nearly correct, the second is known to be too low -

- as in this case the exact value of the thermal diffusion factor is ( 6 ) : $\alpha=\frac{1}{2}$. This value applies to the case of Kottwitz, where, in agreement with equation (1), the neutron flux is constant.

It seems worth while to extend both mentioned problems, that of Kottwitz and that with slowly varying temperature, to media with more general scattering properties, and to base the derivations as far as possible upon transport theory. Before beginning|this task it seems useful to recall some general facts about the scattering characteristics of the medium and the properties of the a function which occurs in the theory of diffusion of thermal neutrons.

* One might expect that in case of equal masses ( $M=1$ )
the factor $\alpha$ should vanish. However, this does not occers
because of the different mean free paths of the gas atoms
and the neutrons.


## 2. THE SCATTERING PROPERTIES OF THS MEDIUM

The scattering properties of the medium, which is supposed to be nonabsorbing, are characterized by the mean Iree path $l(u)$ and the scattering funtion $f\left(u \rightarrow u^{\prime}, \cos \Theta\right)$. It is convenient to use here the dimensionless "reduced velocity" $u \quad \beta v=\sqrt{m / 2 k T} \cdot v$, where $T$ is the temperature of the medium at the place considered. $T_{h}$ e scattering function expresses the probability per unit interval du' and per unit solid angle that a neutron of initial reduced velocity $u$ acquires the reduced velocity $u$ ' and is deviated through an angle $\Theta$, when scattered. An important general property of the scattering function is expressed by the detailed balance relation

$$
\ell^{-1}(u) u^{3} e^{-u^{2}} f\left(u \rightarrow u^{\prime}, \cos \Theta\right)=\ell^{-1}\left(u^{\prime}\right) u^{\prime 3} e^{-u^{\prime}} f\left(u^{\prime}-u, \cos \Theta\right)
$$

Often we need the Legendre development of the scattering function

$$
f\left(u \rightarrow u^{\prime}, \cos \Theta\right)=\frac{1}{4 \pi} \sum_{n=0}^{\infty}(2 n+1) f_{n}\left(u \rightarrow u^{\prime}\right) P_{n}(\cos \Theta),
$$

and of its azimuthal integral,
$f\left(u, \mu \rightarrow u^{\prime}, \mu^{\prime}\right)=\int_{0}^{2 x} f\left(u \rightarrow u^{\prime}, \cos \Theta\right) d \varphi=\frac{1}{2} \sum_{n=0}^{\infty}(2 n+1) f_{n}\left(u \rightarrow u^{\prime}\right) P_{n}(\mu) P_{m}\left(\mu^{\prime}\right)$.
It may happen that for two media the functions $\ell(u)$ differ only by a constant factor and that the scattering function is the same. Such is the case if both media consist of the same monatomic gas at different temperatures and pressures. We shall say in such cases that
both media have the same scattering characteristics.
Let us briefly remember a few facts about ordinary diffusion of thermal neutrons. If the medium is uniform, a stationary neutron distribution with a linear gradient can be expressed by the following solution of the transport equation:

$$
\begin{equation*}
\phi(z, v, \mu)=\beta^{4} v^{3}-\beta^{2} v^{2}\left[c_{1}+c_{2}\{z-\mu U(\beta v)\}\right] \tag{3}
\end{equation*}
$$

Herein $\oint$ is the neutron flux per unit velocity interval and per unit solid angle, $C_{1}, C_{2}$ are arbitrary constants, and $U(u)$ is the solution of (10, 11)

$$
\begin{equation*}
U(u)=\ell(u)+\int_{0}^{\infty} f_{1}\left(u \rightarrow u^{\prime}\right) U\left(u^{\prime}\right) d u^{\prime} \tag{4}
\end{equation*}
$$

In this case the net current,

$$
J=2 \pi \int_{0}^{\infty} \int_{-1}^{1} \phi(z, v, \mu) \mu d v d \mu
$$

and the gradient of the neutron flux $\psi$,

$$
\psi=2 \pi \int_{0}^{\infty} \int_{-1}^{1} \phi(z, v, \mu) d v d \mu,
$$

or of the number density $n=\psi / \bar{v}$, are related through

$$
\begin{equation*}
J=-\frac{1}{3} \bar{\sigma} \cdot \frac{d \psi}{d z}=-D \frac{d n}{d z} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{U}=2 \int_{0}^{\infty} J(u) u^{3} e^{-u^{2}} d u \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
D=\frac{1}{3} \bar{U} \bar{v}_{.} \tag{7}
\end{equation*}
$$

We observe that $\bar{U}$ plays the role of an average transport mean free path.

For the monatomic gas model the behaviour of the function $U(u)$ is exist only for the case $M=1\left(\frac{10}{\phi}\right) . U(u)$ is an odd monotonous function, a qualitative picture of which could be given by $U(u) \approx U(\infty) \cdot \ell(u) / \ell(\infty)$ or by $U(u) \approx \frac{2 U(\infty) \operatorname{arctg}(u / a) \text {, }}{\pi}$ with $U(\infty)=\ell(\infty)[1-2 /(3 M)]^{-1}$, and with a ${\underset{w}{m}}^{a}$ roughly proportional to $\mathrm{m} 0^{-\frac{1}{2}}$

As $M$ increases $U(u)$ approaches a step function: $\mathrm{U}(\mathrm{u})=\ell=$ const. for $\mathrm{M}=\infty$ and $\mathrm{u}>0$. The average $\bar{u}$ has the value $1,273_{j}$ for $M=1\left(6, \frac{10}{\phi}, \frac{19}{\phi}\right)$, and for large $M$ is given by $\bar{U} \approx[1+1 /(6 M)] h_{(\infty)}$ (11 .

## 3. Integrals of the transport equation

The subsequent considerations will be restricted to the plane case where the composition and temperature of the medium, as well as the neutron flux depend upon one coordinate only, $z$ say. For a nonabsorbins medium with no for stationary sources and /an axially symmetricfflux distribution the transport equation reads as follows:

$$
\begin{align*}
& \mu \frac{\partial \phi(z, v, \mu)}{\partial z}+\ell^{-1}(z, \beta v) \phi(z, v, \mu) \\
& \quad=\int_{0}^{\infty} \int_{-1}^{1} \beta \ell^{-1}\left(z, \beta v^{\prime}\right) \phi\left(z, v^{\prime}, \mu^{\prime}\right) f\left(z ; \beta v^{\prime}, \mu^{\prime} \rightarrow \beta v, \mu\right) d v^{\prime} d u^{\prime} . \tag{8}
\end{align*}
$$

Multiplying both sides of (8) by dvd u, and integrating, we verify that the net current $\frac{7}{}$ is constant.

According to the problem under investigation we shall assume that $J=0$.

$$
\text { IIf neither } \ell \text { nor } f
$$

depend upon $z$, the so called K-integral ( 12),

$$
\begin{equation*}
K(z)=2 \pi \int_{0}^{\infty} \int_{-1}^{1} \dot{\phi}(z, v, \mu) U(3 v) \mu_{1}^{2} d v d \mu \tag{9}
\end{equation*}
$$

, atisfies

## the equation

$$
\begin{equation*}
\frac{d K(z)}{d z}=-\lambda, \tag{10}
\end{equation*}
$$

is
which deduced from (8). This means that in our case $K$ is constant within every region of uniform composition and temperature.
4. THE CASE WITH A TEMPERATURE DISCONTINUITY

Following Kottwitz we consider two adjacent halfspaces, each filled with a macroscopically uniform nonabsorbing medium, one $(-\infty<z<0)$ of temperature $T_{1}$, and the other $\left(0<\underset{\text { maybe }}{ }\right.$ ) of temperature $T_{2}>T_{1}$. The functions $\ell, f, U$ may be different for both media and will be distinguished by the subscripts 1 and 2. Each medium has its mix own $K$-integral ( $K_{1}=$ const. for $z<0$ and $K_{2}=$ const. for $z>0$ ).

At great distances from the discontinuity the neutron distribution is Maxwellian,

$$
\begin{aligned}
& \phi(-\infty, v, \mu)=(2 \pi)^{-1} \psi(-\infty) \cdot \beta_{1}^{4} v^{3} \exp \left(-3_{1}^{2} v^{2}\right), \\
& \phi(\infty, v, \mu)=(2 \pi)^{-1} \psi(\infty) \cdot \beta_{2}^{4} v^{3} \exp \left(-3_{2}^{2} v^{2}\right)
\end{aligned}
$$

We are primarily interested in the determination of the ratio of the fluxes $\psi(\infty)$ and $\psi(-\infty)$, and to ${ }^{\text {find out }}$ how this ratio depends upon the ratio of the temperatures and upon the scattering properties of both media.

If the constanta $K_{1}$ and $K_{2}$ are expressed by $\phi(z, v, p)$ at $z=-\infty, z=0$, and $z=\infty$, the following equations are obtained:
$\frac{1}{3} \bar{U}, \psi(-\infty)=2 \pi \int_{0-1}^{\infty} \int_{i}^{1} \phi(0, v, \mu) U_{1}\left(\beta_{1} v\right) u_{1}^{2} d v d u$,
$\frac{1}{3} \mathrm{~J}_{2} \psi(\infty)=2 \pi \int_{i}^{\infty} \int_{-1}^{1} \phi(0, v, u) U_{2}\left(\beta_{2} v\right) \mu^{2} d v d \mu$.

The right-hand sides of these equations are proportional to the averages of $U_{1}\left(\beta_{1} v\right)$ and $U_{2}\left(\beta_{2} v\right)$ over f unknown distribution $\phi(0, v, \mu)$. Denoting these averages by $\left\langle U_{1}\right\rangle_{0}$ and $\left\langle U_{2}\right\rangle_{0}$, we may write

$$
\begin{equation*}
\frac{\psi(\infty)}{\psi(-\infty)}=\frac{\bar{U}_{1}}{\left\langle U_{1}\right\rangle_{0}} \cdot \frac{\left.U_{2}\right\rangle_{0}}{\overline{U_{2}}} . \tag{11}
\end{equation*}
$$

If both media contain only infinitely heavy
atoms, $U_{1}$ and $U_{2}$ are constants and therefore $\psi(\infty)=\psi(-\infty)$, in agreement with Kottwitz.

For finite atomic masses a general conclusion is can be obtained if $U(u)$ increases with increasing $u$ (as in the case of the monatomic gas). We see then that the average of $U_{1}\left(\beta_{1} v\right)$ over the "proper" Maxwellian distribution at $T_{1}$ must be smaller than the average over the "hotter" distribution $\phi(0, v, \mu)$. Similarly $\left.\vec{U}_{2}\right\rangle\left\langle U_{2}\right\rangle_{0}$. Hence

$$
\frac{\psi(\infty)}{\psi(-\infty)}<1
$$

i.e., the flux is smaller on the warmer side.

In order to obtain an estimate for the ration
$\psi(\infty) / \psi(-\infty)$ we may, according to Kottwitz (1), approximate $\phi(0, v, u)$ either by a Maxwellian distribution at some medium temperature $\overline{\mathrm{T}}$, or by a mixture of two Maxwellian distributions at $T_{1}$ and $T_{2}$. If both media have equal scattering characterristics and if the temperatures are not too diferent, a $1: 1$ mixture seems adequate, and we obtain

$$
\frac{\psi^{\prime}(\infty)}{\psi(-\infty)} \approx \frac{\bar{U}+\left\langle U_{2}\right\rangle_{1}}{\bar{U}+\left\langle U_{1}\right\rangle_{2}},
$$

where $\bar{U}$ stands for $\bar{U}_{1}=\bar{U}_{2}$, and $\left\langle U_{1}^{\prime}\right\rangle_{2}^{\prime}$ and $\left\langle U_{2}\right\rangle_{1}$ are the averages of $U\left(\beta_{1} v\right)$ and $U\left(\beta_{2} v\right)$ over the "wrong" Maxwellign distributions at $T_{2}$ and $T_{q}$, respectively, e.g.,

$$
\left\langle U_{2}\right\rangle_{1}=2 \int_{c}^{\infty} U(u) \cdot\left(\beta_{1} / \beta_{2}\right)^{4} u^{3} \exp \left[-\left(\beta_{1} / \beta_{2}\right)^{2} u^{2}\right] d u
$$

For a small temperature difference this can be approximated by $\left\langle U_{2}\right\rangle_{1} \approx \bar{U}\left[1-2\left(\Delta_{\mathrm{T} / \mathrm{T}}\right)(\overline{\bar{U}} / \overline{\mathrm{U}}-1)\right]$,
where

$$
\overline{\bar{U}}=\int_{0}^{\infty} U(u) u^{5} e^{-u^{2}} d u
$$

With a similar expression for $\left\langle U_{1 / 2}\right\rangle_{\text {we obtain finally }}$

$$
\frac{\psi(\infty)}{\psi(-\infty)} \approx 1-2 \frac{\Delta T}{T}\left(\frac{\overline{\bar{U}}}{\bar{U}}-1\right)
$$

This is in accord with (1) if we put

$$
\begin{equation*}
\alpha=\frac{5}{2}-2 \overline{\bar{U}} / \overline{\mathrm{U}} \tag{12}
\end{equation*}
$$

For a monatomic gas with $M=\infty$ obviously $\overline{\mathrm{U}}=\overline{\overline{\mathrm{U}}}$, and therefore again $\alpha=\frac{1}{2}$.

## 5. MEDIUM WITH SLOWLY VARYING TEMPERATURE

And simpler and much more general treatment than in the previous case is possible, if the temperature of the medium only slowly varies with $z$, ie., if $\bar{\ell}$ din $T / d z \ll 1$, wherein some average mean free path. In such cases a $P_{1}$ approximation can be used, if boundary regions are excluded. The velocity distribution is almost Maxwellian. This must be true also if the composition of the medium is not uniform, since in any case with uniform temperature the Maxwellian distribution ( $\varnothing \propto \nabla^{3} e^{-\beta^{2} v^{2}}$ ) represents a solution of the transport equation.

We try to solve equation (8), where $\beta=\beta(z)$, by an approximation of the form

$$
\phi(z, v, \mu)=(2 \pi)^{-1}\left[\psi_{0}(z, v)+\mu \psi_{1}(z, v)\right] \beta^{4}(z) v^{3} \exp \left[-\beta^{2}(z) v^{2}\right] \cdot(1 \xi)
$$

A system of two equations follows for the coefficients $\psi_{0}$ and $\psi_{1}$ : $\frac{1}{3}\left[\frac{\partial \psi_{1}(z, v)}{\partial z}+\gamma\left(4-2 \beta^{2} v^{2}\right) \psi_{1}(z, v)\right]+\ell^{-1}(z, \beta v) \psi_{0}(z, v)$

$$
\begin{equation*}
=\int_{0}^{\infty} l^{-1}(z, \beta v) \beta f_{0}\left(z, \beta v \rightarrow \beta v^{\prime}\right) \psi_{0}\left(z, v^{\prime}\right) d v^{\prime} \tag{14}
\end{equation*}
$$

$\left[\frac{\partial \psi_{0}(z, v)}{\partial z}+\gamma^{\left.\left(4-2 \beta^{2} v^{2}\right) \psi_{0}(z, v)\right]+l^{-1}(z, \beta v) \psi_{1}(z, v), ~(z, ~}\right.$

$$
\begin{equation*}
=\int_{0}^{\infty} l^{-1}(z, \beta v) \beta f_{1}\left(z, \beta v \rightarrow \beta v^{\prime}\right) \psi_{1}\left(z, v^{\prime}\right) d v^{\prime} \tag{15}
\end{equation*}
$$

where the abbreviation $\gamma=\gamma(z)=d \ln \beta / d z=-\frac{1}{2} d \ln T / d z$ has been introduced.

A restriction for $\psi_{1}$ is immediately apparent, if the net current is written down, which, according to our assumption, vanishes:

$$
\begin{equation*}
J=\frac{2}{3} \int_{0}^{\infty} \psi_{1}(z, v) \beta^{4} v^{3} \exp \left(-\beta^{2} v^{2}\right) d v=0 \tag{16}
\end{equation*}
$$

We know that the homogeneous equation 14) has a non-trivial solution $\psi_{0}(z, v)=\psi(z)$, corresponding to a strictly Maxwellian distribution. Hence equation (14) is soluble only if the first term satisfies a certain orthogonality condition. It turns out that this condition has the form $\mathrm{dJ} / \mathrm{dz}=0$, with the expression in (16) substituted for $J$, and therefore is satisfied automatically if $\psi_{1}$ obeys eq. (16).

Since $\psi_{1}$ is small compared to $\psi_{0}$, the first term in (14) is small of the second order $\left(\sim O\left(\eta^{2} \gamma^{2} \psi\right)\right.$ ), and up to this order the solution of (14) must be equal to the solution of the homogeneous equation: $\psi_{0}(z, v)=\psi(z)$. When this is introduced into equation (15), its solution can be expressed in the following form:

$$
\begin{equation*}
\psi_{1}(z, v)=-\left[\frac{d \psi(z)}{d z}+4 \gamma \psi(z)\right] U(z, \beta v)+2 \gamma \psi(z) v(z, \beta v) \tag{17}
\end{equation*}
$$

As indicated the function $U$, a solution of (4), now may depend also upon z. $V$ is the solution of a similar equation:

$$
\begin{equation*}
V(z, u)=u^{2} \ell(z, u)+\int_{0}^{\infty} f_{1}\left(z, u \rightarrow u^{\prime}\right) V\left(z, u^{\prime}\right) d u^{\prime} \tag{18}
\end{equation*}
$$

After substituting the right-hand side of (17)
into (16) we obtain a differential qquation for $\psi(z)$, which
is conveniently written in the form fef

$$
\begin{equation*}
\frac{d \ln \psi(z)}{d z}=-\left[\frac{1}{2}-\alpha(z)\right] \frac{d \ln T(z)}{d z}, \tag{19}
\end{equation*}
$$

where $\alpha(z)=\frac{5}{2}-\bar{V}(z) / \bar{U}(z)$, and

$$
\bar{V}(z)=2 \int_{0}^{\infty} V(z, u) u^{3} e^{-u^{2}} d u
$$

Multiplying both sides of equation (18) by $\frac{l^{-1}(z, u)}{U(z, u) u^{3} e^{-u^{2}} d u \text {, }, ~(z)}$ and integrating, we verify that $\overline{\mathrm{V}}(z)=2 \overline{\overline{\mathrm{U}}}(z)$, so that the thermal diffusion factor can be expressed by the averages of $U$ alone, namely by equation (12).

Let us pard recall the special case when the whole medium has uniform scattering sharacteristics, so that $\alpha=$ const. Then the solution of (19) has the simple form mentioned by equation (1).

Our initial restriction to the plane case with no net current has helped to simplify the above deductions somewhat. However, generalizations to three dimensional problem and to cases with non-vanishing net current immediately suggest themselves. A general diffusion equation, which accounts for combined ordinary and thermal diffusion, should have the form (cf. the above Rquations (5) and (19))

$$
\begin{equation*}
J=-\frac{1}{3} \bar{U}\left[\operatorname{grad} \psi+\left(\frac{1}{2}-\alpha\right)(\psi / T) \operatorname{grad} T\right] \tag{20}
\end{equation*}
$$

Such equations are well known from phenomenological theories of these transport phenomena (13).

An alternative deduction of the formula (l2) for the thermal diffusion factor can be achieved, if we cosider the Dufour effect, that is the heat flow associated with diffusion
(13). Though with neutrons the effect in unobservably small even for the highest available fluxes, it deserves some interest because of its relationship to thermal diffusion.

The effect is described by the equation

$$
\begin{equation*}
I=-C \operatorname{grad} \psi, \tag{21}
\end{equation*}
$$

where $I$ is the flow of kinetic energy, transported by neutrons in a medium of uniform temperature, and $C$ may be called the Dufour coefficient. In order to find an expression for this coefficient, we consider an extended medium of uniform composition and uniform temperature, in which a stationary neutron distribution of the type described by equation (3) is set up. The net flow of kinetic energy of the neutrons is

$$
\begin{aligned}
& I=2 \pi \int_{0}^{\infty} \int_{-1}^{1} \frac{1}{2^{2}} m v^{2} \phi(z, v, \mu) \mu d v d u \\
&=-\frac{4}{3} \pi{\overline{\tilde{U}} k T C_{2}}=-\frac{2}{3} \overline{\bar{U}} k T \frac{d \psi}{d z} .
\end{aligned}
$$

We see that

$$
\begin{equation*}
C=\frac{2}{3} \overline{\tilde{U}} k T \tag{22}
\end{equation*}
$$

On the other hand the coefficients for diffusion, thermal diffusion and the Dufour effect can be expressed
by the quantities $I_{11}, I_{u l}$ and $I_{1 u}$, used by de Groot (13). Comparing his equations ( $13, p p \cdot \underset{\sim}{\circ} 119$ ) with the above equations (20) and (21), and taking into account some modifications valid for the neutron gas in a medium at rest, we verify that

$$
\begin{aligned}
& \frac{1}{3} \bar{U}=L_{11}\left(k T / m^{2}\right) \psi^{-1} \\
& \frac{1}{3} \bar{U}\left(\frac{1}{2}-\alpha\right) \psi=I_{1 u} / m-L_{11} \cdot 2 k T / m^{2} \\
& \quad C=L_{u l}(k T / m) \psi^{-1} .
\end{aligned}
$$

Observing that, according to the reciprocity principle of Onsager (13), $I_{l u}=I_{u l}$, we find $\frac{1}{2}-\alpha=3 \mathrm{C}$ 仈T $\left.\bar{U}\right)-2$.
Then, in view of eq. (22), again equation (12) ensues.
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The heavy gas model and associated Wilkins equation are particularly attractive for deriving neutron spectra since the usual integral expression involving the scat.tering kernel is replaced by a simple differential operator. The result.ing model, however, does not give an adequate description for materials and energies where binding effects are important.

As reported by Triplett ${ }^{(1)}$, Horowitz has proposed modifying the heavy gas thermalization model by allowing the slowingmdown power to be a function of energy. This type of modification has two virtues. It preserves detailed balancing, and it generates a Maxwellian distribution in the limit of no neutron losses. The functional form of such a modification should be obtainable either from experiments or from the theoretical scattering kernel (when known) of the material in question. However, since the modified gas model only approximates the actual scattering behavior of the material, only certain features of the scattering kernel can be retained. As we will discuss, analysis of rethermalization experiments indicates that the cross section weighted average energy loss per collision is the important quantity in a slowing-down process. We, therefore, choose to modify the heavy gas model so that the cross section
weighted average energy loss per collision from an arbitrary Maxwellian spectrum is correctly reproduced. This allows a unique determination of the required variation in slowing down power from either the scattering kernel or from rethermalization experiments.

To investigate the accuracy of the modified gas model, we have calculated the modification to the Wilkins equation using the kernel code KRYOS-II ${ }^{(2)}$ and have compared the spectrum calculated directly from the kernel by the code SFECIRUM ${ }^{(2)}$ with the spectrum obtained from the modified Wilkins equation. The solution to the modified Wilkins equation is obtained by iterating, In deriving a spectrum, we are free to choose the ratio of absorption to slowing down power for the system. In order to compare theory with experiment, as well as the direct spectrum calculation with the modified gas calculation, we have used a parameter characteristic of the system whose spectrum was measured by Coates and Gayther (4). The two theoretical spectra and the experimental results agree with one another to within a few percent.

The importance of the cross section weighted average energy loss per collision is particularly evident in rethermalization phenomena. As noted by Selengut (5) rethermalization can be treated with two thermal groups, having Maxwellians as trial spectra. However, to obtain meaningful results one must not only require neutron balance but energy balance as well. A recent paper by selengut (6) discusses energy balance in a twongroup analysis, and derives the following twongroup equations:

$$
\begin{align*}
& -D_{1} \nabla^{2} \phi_{1}+\left(\Sigma_{a 1}+\Sigma_{1 \rightarrow 2}\right) \phi_{1}=\Sigma_{12} \phi_{2}+s_{1} \\
& -D_{2} \nabla^{2} \phi_{2}+\left(\Sigma_{a 2}+\Sigma_{2 \rightarrow 1}\right) \phi_{2}=\Sigma_{21} \phi_{1}+s_{1} \tag{I}
\end{align*}
$$

where

$$
\begin{align*}
& \Sigma_{2 \rightarrow 1}=\frac{\Delta E_{2}}{E_{D 2}-E_{D 1}} \Sigma_{s 2}-\frac{E_{D 2}-E_{a 2}}{E_{D 2}-E_{D 1}} \Sigma_{\mathrm{a} 2} \\
& \Sigma_{1 \rightarrow 2}=\frac{-\Delta E_{I}}{E_{D 2}-E_{D 1}} \Sigma_{s 1}-\frac{E_{\mathrm{Q} 1}-E_{D 1}}{E_{D 2}-E_{D 1}} \Sigma_{\mathrm{Q} 1}  \tag{2}\\
& S_{1}=\frac{E_{D 2}-E_{s}}{E_{D 2}-E_{D 1}} \quad s \quad S_{2}=\frac{E_{s}-E_{D 1}}{E_{D 2}-E_{D 1}} \quad s \\
& \Sigma_{a n}=\int \Sigma_{a}(E) X_{n}(E) d E \quad S=\int s(E) d E \\
& D_{n}=\int D(E) X_{n}(E) d E \quad E_{D n}=\int E D(E) X_{n}(E) d E / D_{n} \\
& \Sigma_{\mathrm{Sn}}=\int \Sigma_{\mathrm{S}}(E) X_{\mathrm{n}}(\mathbb{E}) \mathrm{dE} \quad E_{\mathrm{S}}=\int \mathrm{S}(\mathbb{E}) \mathrm{E} d E / \mathrm{S}  \tag{3}\\
& \Delta E_{n}=\int d E \int d E^{\prime}\left(E-E^{\prime}\right) \Sigma_{s}\left(E \rightarrow E^{\prime}\right) X_{n}(E) / \Sigma_{S n}
\end{align*}
$$

The $X_{n}(E)$ represent trial spectra, $S(E), D(E), \Sigma_{a}(E)$, and $\Sigma_{S}(E)$ are, respectively, source, diffusion coefficient, absorption cross section, and scattering cross section. $\Sigma_{S}\left(E \rightarrow E^{\prime}\right)$ is the scattering kernel.

Bennett ${ }^{(7)}$ has analyzed his rethermalization experiments by fitting the parameters $\Sigma_{1 \rightarrow 2}$ and $\Sigma_{2 \rightarrow 1}$ in equation (1) to reproduce the experimentally obtained activity traverses. He refers to these transfer cross sections as rethermaiization cross sections. More details may be found in Bennett's paper. In graphite, since the absorption cross sections are small, the quantities of interest are the $\Delta E n ' s$, and in a sense they are the quantities that rethermalization experiments measure. It should be noted that $E_{n}$ is the average energy loss in a collision by an average neutron in group $n$. Note that we can also write

$$
\begin{equation*}
\Delta E_{n}=\int d E \overline{\Delta E(E)} \Sigma_{s}(E) \chi_{n}(E) / \Sigma_{s_{\Omega^{\prime}}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\Delta E}(E) \Sigma_{s}(E)=\int d E^{\prime}\left(E-E^{\prime}\right) \Sigma_{s}\left(E \rightarrow E^{\prime}\right) \tag{5}
\end{equation*}
$$

is the cross section weighted average energy loss by a neutron of energy $E$ in a collision with a moderator nucleus. The quantity (5) has been calculated from the KRYOS code using parameters appropriate for 293 K graphite. Since the KRYOS kernel is normalized to the high energy free atom cross section, it is convenient to define

$$
\begin{equation*}
G(E)=\frac{\overline{\Delta E}(E) \Sigma_{B}(E)}{\Sigma_{S}} \tag{6}
\end{equation*}
$$

where $\Sigma_{s}$ is the free atom cross section. The results of the KRYOS calculation are plotted in the form (6) in Figure 1. The corresponding heavy gas expression

$$
\begin{equation*}
\overline{\Delta E}(E)=\xi(E-2 T) \tag{7}
\end{equation*}
$$

is shown for comparison. For large energies

$$
\begin{equation*}
G(E)=.1418 E-.01116 \tag{8}
\end{equation*}
$$

If one compares this result with the high energy limit from the gas kernel (see for instance, von Dardel ${ }^{(7)}$ ), one finds the coefficient of the $E$ term should be

$$
\begin{equation*}
\frac{2 A}{(A+1)^{2}}=.1419 \tag{9}
\end{equation*}
$$

for $A=12.01$. Thus, the KRYOS kernel gives the correct high energy behavior.

One can then use expressions (2), (4), and (5) to obtain the rethermalization cross sections for an arbitrary Maxwellian neutron distribution impinging on a region composed of 293 K graphite. (We have approximated, $\mathrm{E}_{\mathrm{Dn}}=\mathrm{E}_{\mathrm{n}}$ 。) These results are shown in Figure 2. Included is the heavy gas value and the results obtained experimentally by Bennett. The crystalline binding effects taken account of by KRYOS are strongly in evidence.

Since graphite displays crystalline binding effects so strongly, it should provide a good test case for Horowitz' modification to the heavy gas model. The modified heavy gas approximation consists of the replacement

$$
\begin{equation*}
-\Sigma_{S}(E) \phi+\int d E^{\prime} \Sigma_{S}\left(E^{\prime} \rightarrow E\right) \phi\left(E^{\prime}\right)=\frac{d}{d E}\left[2 \Sigma_{0}^{M} f(E)\left[E \phi-T \phi+E T \frac{\partial \phi}{\partial E}\right]\right] \tag{10}
\end{equation*}
$$

(In the usual heavy gas approximation $f(E)=1$ ) As mentioned, this modifica. tion has two very desirable properties. First detailed balance is maintained, in the sense that since

$$
\begin{equation*}
\int_{0}^{\infty}\left[-\Sigma_{S} \emptyset+\int d E^{b} \Sigma_{S}\left(E^{\prime} \rightarrow E\right) \phi\left(E^{9}\right)\right] d E=0 \tag{II}
\end{equation*}
$$

the right hand side of (10) should also integrate to zero. For any reasonable flux the term in the brackets goes to zero for $E=0$ or $E \rightarrow 00$, and the right hand side of (10) has the desired property. Second, in the absence of losses, the solution to the Wilkins equation (the right hand side of (10) = O) is still a Maxwellian.

Let us calculate $\Delta E_{n}$ on the basis of the modified gas model. We have

$$
\begin{align*}
\Delta E_{n} & =-\int d E E\left[-\Sigma_{s} \emptyset+\int d E^{\prime} \Sigma_{s}\left(E^{\prime} \rightarrow E\right) \chi_{\mathrm{n}}\left(E^{\prime}\right)\right] / \Sigma_{\mathrm{Sn}}  \tag{12}\\
& =-\int d E E \frac{d}{d E}\left[2 \frac{\Sigma_{0}}{M} f(E)\left[E X_{\mathrm{n}}-T X_{\mathrm{n}}+E T \frac{\partial X_{\mathrm{n}}}{\partial E}\right]\right] / \Sigma_{\mathrm{Sn}}
\end{align*}
$$

Integrating by parts, we find

$$
\begin{equation*}
\Delta E_{n}=+\int \partial E 2 \frac{\Sigma_{0}}{M} f(E)\left[E X_{n}-T X_{n}+E T \frac{\partial \chi_{n}}{\partial E}\right] / \Sigma_{\mathrm{Sn}} \tag{13}
\end{equation*}
$$

We cannot say anything about $\Delta E_{n}$ unless we make some assumption about $X_{n}$. If we choose a Maxwellian of temperature, $T_{n}$, then $\Delta \mathrm{E}_{\mathrm{n}}$ is determined. Writing $T_{n}{ }^{-1}=s$, we obtain from (13) in this case

$$
\begin{equation*}
\Delta E_{n}(S)=-2 \frac{\Sigma_{0}}{M} \frac{S^{2}(S T-1)}{\Sigma_{S n}(S)} \int_{0}^{\infty} f(E) E^{2} e^{-S E} d E \tag{14}
\end{equation*}
$$

Thus, if $\triangle E_{n}(S)$ is known, by taking the appropriate inverse Laplace transform, one can find $f(E) . \Delta E_{n}(S)$ can be determined experimentally or calculated from the scattering kernel. To calculate $\Delta E_{n}(S)$ from the scattering kernel, we substitute a Maxwellian for $\phi(E)$ in expression (4), obtaining

$$
\begin{equation*}
\Delta E_{n}(S)=\frac{S^{2}}{\Sigma_{\mathrm{Sn}}(S)} \int_{0}^{\infty} d E \overline{\Delta E}(E) \Sigma_{s}(E) E e^{-S E} d E \tag{15}
\end{equation*}
$$

where again $S=T_{n}{ }^{-1}$. By equating (14) and (15), we can obtain a relation between the scattering kernel as expressed by $\overline{\triangle E}(E) \Sigma_{S}(E)$ and the modification to the Wilkins equation $f(E)$ 。 It is apparent that $f(E)$ and $\overline{\triangle E}(E) \Sigma_{S}(E)$ contain the same information although in somewhat different form.

Equating equations (13) and (15), we find

$$
\begin{equation*}
\int_{0}^{\infty} d E G(E) E e^{-S E} d E=(S T-1) \int_{0}^{\infty} g(E) E^{2} e^{-S E} d E \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
g(E)=\frac{2}{M} f(E) \tag{17}
\end{equation*}
$$

and we have used the definition of $G(E)$, expression (6). The right hand side of (16) can be written as

$$
\begin{equation*}
\text { R.S. }=\int_{0}^{\infty} g(E) E^{2}\left(-1-T \frac{d}{d E}\right) e^{-S E} d E \tag{18}
\end{equation*}
$$

and integrating by parts

$$
\begin{equation*}
\text { R.S. }=\int_{0}^{\infty}\left[-E^{2} g(E)+T \frac{d}{d E}\left(g(E) E^{2}\right)\right] e^{-S E} d E \tag{19}
\end{equation*}
$$

Since (19) holds for all $S$, we must have

$$
\begin{equation*}
-E G(E)=-E^{2} g(E)+T \frac{d}{d E}\left(g(E) E^{2}\right) \tag{20}
\end{equation*}
$$

Imposing the boundary condition that $g(E)$ remains finite as $E \rightarrow \infty$, we can solve (20) to obtain

$$
\begin{equation*}
g(E)=E^{-2} e^{E / T} \int_{E}^{00} \frac{X}{T} e^{-X / T} G(X) d X \tag{21}
\end{equation*}
$$

Equation (21) enables one to find the required modification to the heavy gas equation from the cross section weighted average energy loss per collision. For a heavy gas

$$
\begin{equation*}
G(E)=\frac{2}{M}(2 T-E) \tag{22}
\end{equation*}
$$

and we find on doing the integration

$$
g(E)=\frac{2}{M}
$$

and, hence,

$$
f(E)=1
$$

as it should.

We have used $G(E)$ obtained from the KRYOS code to evaluate $g(E)$ from (21). For low energies, errors in the integration of (21) lead to errors in $g(E)$. However, since $T$ is the equilibrium temperature of the moderator,

$$
\begin{equation*}
0=\int_{0}^{\infty} M(E, T) G(E) d E=\int_{0}^{\infty} \frac{X}{T} e^{-X / T} G(X) d X \tag{23}
\end{equation*}
$$

and one can rewrite (21) as

$$
\begin{equation*}
g(E)=-E^{-2} e^{E / T} \int_{0}^{E} \frac{X}{T} e^{-X / T} G(X) d X \tag{24}
\end{equation*}
$$

At low energies $G(E)$ varies as $E^{-1 / 2}$, which enables one to start the integration of (24). In practice, it is satisfactory to use (24) for low energies and (21) for high energies. The results are shown in Figure 3.

With the modification (21), the Wilkins equation becomes

$$
\begin{equation*}
\Sigma_{a} \phi=\Sigma_{0} \frac{d}{d E}\left[g(E)\left[E \phi-T \phi+E T \frac{d \phi}{d E}\right]\right] \tag{25}
\end{equation*}
$$

If $\Sigma_{a}$ varies as $\mathrm{v}^{\mathrm{ml}}$, we may express

$$
\Sigma_{a}=\frac{\Sigma_{a}(T)}{\sqrt{E}} \sqrt{T}
$$

Defining

$$
\begin{equation*}
\alpha=\frac{\Sigma_{\mathrm{a}}(T)}{\Sigma_{\mathrm{o}}} \tag{26}
\end{equation*}
$$

We can solve (25) by iteration if $\alpha$ is small. We follow the method used for the unmodified Wilkins equation by Hurwitz, Nelkin, and Habetler (3) 。The result is

$$
\begin{equation*}
\phi=\frac{E}{T^{2}} e^{-E / T}[1+\alpha Q(E)] \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(E)=T \int_{0}^{E} \frac{\Gamma(3 / 2)-\Gamma(3 / 2, y / T)}{g(y) y^{2} e^{-y / T}} d y \tag{28}
\end{equation*}
$$

$\Gamma(x)$ is the gamma function and $\Gamma(a, x)$ is the incomplete gamma function.

The function

$$
H^{9}(E)=\frac{E^{2}}{T^{2}} e^{-E / T} Q(E)
$$

Corresponds to the Hurwitz function $H(E)$ obtained by Hurwitz, et al (3). The two functions have been plotted in Figure 4 to show their differences. Note that the modified Hurwitz function is nearly twice as large as the unmodified Hurwitz function in the thermal and epithermal regions. Coates and Gayther ${ }^{(4)}$ give as parameters for their system

$$
\begin{align*}
& \Sigma_{\mathrm{a}}(\mathrm{kT})=4.52 \times 10^{-3} \mathrm{~cm}^{-1}  \tag{29}\\
& \Sigma_{\mathrm{s}}=.3862 \mathrm{~cm}^{-1}
\end{align*}
$$

These values have been used to calculate a spectrum directly with the code SFECTRUM and a spectrum from expression (27). Since the parameters (29) give a $\Delta$ of the order of .3 , the correction factor

$$
[1-0.799 \Delta]-1
$$

discussed by Hurwitz, et al., has been applied to the original $\alpha$ to give an $\alpha$ of

$$
\begin{equation*}
\alpha=1.52 \times 10^{-2} \tag{30}
\end{equation*}
$$

Figure 5 shows a comparison of the modified gas results with the results from SPECTRUM. Figure 6 compares the modified gas results, the experimental results, and an attempted fit with a Maxwellian and the unmodified Hurwitz function. Note that the results from the modified Wilkins equation, the results from SFECTRUM, and the results from experiment all agree to within a few percent, while the unmodified gas fit exhibits discrepancies of $10-20 \%$ with the experimental results.

At least in the case of graphite at room temperature the modified Wilkins equation gives a successful description of actual measured spectra. With this encouragement we plan to look at graphite over a range of temperatures and at other moderators, including water. The modification we have described should also be applicable to the space dependent Wilkins equation.

Finally, note that by means of rethermalization type experiments, one can in a sense measure the modification $f(E)$ experimentally. One essentially examines the energy transfer characteristics of the moderator in question using a Maxwellian spectrum as a probe. If a number of different temperature spectra are used, one finds $\triangle \mathrm{E}_{\mathrm{n}}(\mathrm{S})$ in equation (14). Taking the inverse Laplace transform will then determine $f(E)$.
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FIGURE 1
Cross Section Teighted Average Energy Loss per Collision in 293 K Graphite. Heavy Gas Model Compared with KYROS II.


FIGURE 2

Rethermalization Cross Sections. KRYOS II and the Heavy Gas Model Compared with Bennett's Experiment.


FIGURE 3

Heavy Gas Modification to $G(E)$, the Cross Section Normalized Slowing Down Power


FIGURE 4

Comparison of Hurwitz Functions


## FIGURE 5

Comparison of Spectra Calculated Directly and with the Modified Gas Model


FIGURE 6

Comparison of Spectra Calculated from the Modified Gas Model and the Unmodified Gas Model with Experiment
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## ABSTRACT

The thermal neutron spectrum is calculeted using the Pl transport equations and the heavy gas cross section for scattering by moderator atoms. A consistent expansion of the gas cross section and the diffusion coefficient to first order in 4 , the inverse moderator mass, leads to a spectrum which is nearly identical to that celculeted by Hurwitz, et al (1) in which the diffusion coefficient is assumed to be constant and several terms of first order in $u$ in the energy moments of the eas cross section are ignored.

INTRODUCTION

Hurwitz, et al (1) have shown that the gas cross section for neutron thermalization can be expanded in powers of the inverse moderator mass ( $u=1 / M)$. This expansion may be substituted into the $P 1$ equations which reduce to a fourth order differential equation in spaceenergy derivatives. The space derivatives may be replaced by the eigenvalue of the Helmholtz equation $\left(\nabla^{2} \varphi+B^{2} \varphi=0\right)$. Retaining all first order quantities in $u$ in the transport cross section as well as in the moments expansion of the scattering cross section in the $P l$ equetions introduces energy dependent terms which modify the equetions for the spectrum found by Hurwitz. However, even for highly absorbing, fast reactors, the resulting spectrum differs from the Hurwitz result by only $1 \%$.

THEORY

The consistent, one dimensional, $P l$ transport equations are

$$
\begin{align*}
& \frac{\partial \varphi_{1}}{\partial x}+\sigma_{t} \varphi_{0}=S+\int_{E^{\prime}} \varphi_{0}\left(E^{i}\right) \sigma_{0}\left(E^{\prime}, E\right) d E^{\prime}  \tag{1}\\
& \frac{1}{3} \frac{\partial \varphi_{0}}{\partial x}+\sigma_{t} \varphi_{1}=\int_{E^{\prime}} \varphi_{1}\left(E^{\prime}\right) \sigma_{i}\left(E^{\prime}, E\right) d E^{\prime} \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{l}\left(E^{\prime}, E\right)=2 \pi \int_{-1}^{1} \sigma^{\prime}\left(E_{l}^{\prime} E, x\right) P_{l}(x) d x \tag{3}
\end{equation*}
$$

and $x=\cos \left(\theta^{\prime} \cdot \theta\right)=$ cosine of angle of scattering. Using the principle of detailed balance, the transport equations may be rewritten as

$$
\begin{align*}
& \frac{\partial \psi_{1}}{\partial x}+\sigma_{t} \psi_{0}=\frac{S}{M}+\int \psi_{0}\left(E^{\prime}\right) \sigma_{0}\left(E, E^{\prime}\right) d E^{\prime}  \tag{4}\\
& E^{\prime} \\
& \frac{1}{3} \frac{\partial \psi_{0}}{\partial x}+\sigma_{t} \psi_{1}=\int \psi_{1}\left(E^{\prime}\right) \sigma_{1}\left(E_{1} E^{\prime}\right) d E^{\prime} \tag{5}
\end{align*}
$$

Where $\psi(E)=\varphi(E) / M(E)$ and $M(E)$ equals the Haxwellian flux. Expand $\psi(E)$ in a Taylor series about $E$ on the right hand side of (4) and (5), keeping terms up to the second derivative. Ihus,

$$
\begin{equation*}
\int_{E^{\prime}} \psi_{l}\left(E E^{\prime}\right) \sigma_{l}\left(E, E^{\prime}\right) d E^{\prime}=\sum_{n=0}^{Z} \frac{\left\langle\Delta E^{n}\right\rangle_{l}}{n!} \frac{\partial^{n} \psi_{l}}{\partial E^{n}} \tag{6}
\end{equation*}
$$

Where

$$
\left\langle\Delta E^{n}\right\rangle_{l}=\int_{E^{\prime}}\left(E^{\prime}-E\right)^{n} \sigma_{l}\left(E, E^{\prime}\right) d E^{\prime}
$$

are the energy moments of the scattering cross section.
Following the technique described in the Hurwitz peper (ippenaix i), the scatterine cross section is expended in a power series in $u$, the inverse of the moderator mass. Ihis result is substituted into $\mathrm{z}_{4}$. (6) for the energy moments (see Appenaix 5 , ref. 1). 'ihe moments are

$$
\begin{align*}
& \left\langle\Delta E^{0}\right\rangle_{0}=\sigma_{0}\left[1+\frac{\mu \theta}{2 E}\right]=\sigma_{S}  \tag{7a}\\
& \left\langle\Delta E^{i}\right\rangle_{0}=\mu \sigma_{0}[-2 E+4 \theta]  \tag{7b}\\
& \left\langle\Delta E^{2}\right\rangle_{0}=\frac{2 \mu}{3} \theta  \tag{7c}\\
& \left\langle\Delta E^{\prime}\right\rangle_{1}=\frac{2}{3} \mu \sigma_{0}(E-2 \theta)  \tag{7d}\\
& \left\langle\Delta E^{2}\right\rangle_{1}=-\frac{4 \mu}{3} \sigma_{0} E \theta \tag{7e}
\end{align*}
$$

Hurwitz, et al, drop the last two energy moments ((7d) and (7e)) and assume that the diffusion coefficient is zero order in $u$, that is

$$
\begin{equation*}
D=\left(3 \sigma_{c}\right)^{-1}+\theta(u) \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\Delta E^{\prime}\right\rangle_{1} \approx\left\langle\Delta E^{2}\right\rangle_{1} \approx 0 \tag{8b}
\end{equation*}
$$

so that (5) becomes

$$
\begin{equation*}
\psi_{1}(E)=-\frac{1}{3 \sigma_{0}} \frac{\partial \Phi_{0}}{\partial x}[1+\theta(u)] \tag{8c}
\end{equation*}
$$

If $D$ is expanded to first order in $u$, energj dependent terms are introduced which make the diffusion coefficient

$$
\begin{equation*}
D(E)=\frac{1}{3 \sigma_{t_{r}}}=1 / 3 \sigma_{t_{r_{0}}}\left\{1+\frac{\mu \sigma_{0}}{z \sigma_{t_{0}}} \cdot \frac{\theta}{E}+\frac{\sigma_{a_{0}}}{\sigma_{t_{r_{0}}}}(\sqrt{\underline{O}}-1)\right\} \tag{9a}
\end{equation*}
$$

where $\theta=K T$ and $\sigma_{t r_{0}}=\sigma_{a_{0}}+\sigma_{0}\left(1-\frac{2 \mu}{3}\right)$
Substituting (9a) into the transport equation results
in an expression comparable to ( 8 c ), that is

$$
\psi_{1}(E)=\Lambda^{-1} D(E) \frac{\partial \psi_{0}}{\partial x}
$$

where the operator $\Lambda 1 s$ of the form

$$
\begin{equation*}
\Delta=-1+\frac{2 \mu \sigma_{0}}{3 T_{t_{r}}}(-E+2 \theta) \frac{\partial}{\partial E}-\frac{2 \mu T_{0}}{3 J_{t_{r}}} \frac{\partial^{2}}{\partial E^{2}} \tag{9c}
\end{equation*}
$$

As a result of keeping all first order terms in $u$ in the diffusion ooefficient and in the enerey moments of the scettering cross section, energy derivatives of the diffusion coefficient have been introduced. After $\psi_{\text {, (E) }}$ is substituted into Eq. (4), a fourth order differential equation in spaceenergy derivatives is determined. This may be reduced to a second order differential equation in energy by assuming that the spatial dependence obeys the Helmholtz equation which is of the form $\nabla^{2} \psi+B^{2} \psi=0$. If $\psi$ is the eigenfunction setisfying the Laplacian, $B^{2}$ (the eigenvalue), may replace the operator $\nabla^{2}$. Let $\epsilon=E / \theta$. The second order differential equation for $\psi_{u}(E)$ is, then,

$$
\begin{equation*}
\epsilon \psi_{0}^{\prime \prime}+\left[z-\epsilon+F_{1}(\epsilon)\right] \psi_{0}^{\prime}-\left[\frac{\sigma_{a}}{2 \mu \sigma_{0}} F_{z}(\epsilon)-F_{3}(\epsilon)\right] \psi_{2}=0 \tag{10}
\end{equation*}
$$

where

$$
\psi_{0}^{\prime}=\frac{d \psi}{d \epsilon} ; \quad \psi_{c}^{\prime \prime}=\frac{d^{2} \psi_{0}}{d \epsilon^{2}}
$$

and

$$
\begin{aligned}
F_{1}(\epsilon)= & \frac{2 D_{0}^{2} B^{2}}{1+D_{0}^{2} B^{2}}\left(\frac{\mu \sigma_{0}}{2 \sigma_{t \sigma_{0}}} \cdot \frac{1}{\epsilon}+\frac{\sigma_{a_{0}}}{2 \sigma_{t_{c}}}\left(\frac{1}{\epsilon}\right)\right. \\
\frac{\sigma_{a}}{2 \mu \sigma_{0}} F_{2}(\epsilon)= & \frac{3 \sigma_{t r o} D_{0}^{2} B^{2}}{2 \mu \sigma_{t r_{0}}^{2}}\left(1+\frac{\sigma_{a_{0}}}{\sigma_{t r_{0}}}\right)+\left[\frac{\sigma_{a_{0}}}{2 \mu \sigma_{c}}-\frac{3 D_{0}^{2} B^{2} \sigma_{a_{a}}}{2 \mu \sigma_{0}}\right] \sqrt{\frac{1}{\epsilon}} \\
& -\frac{3}{4} D_{0}^{2} B^{2} \cdot \frac{1}{\epsilon} \\
F_{B}(\epsilon)= & \frac{D_{0}^{2} B^{2}}{1+D_{0}^{2} B^{2}}\left\{-\frac{\mu \sigma_{0}}{2 \sigma_{t r_{0}}} \frac{1}{\epsilon}+\frac{\sigma_{a_{0}}}{2 \sigma_{t_{0}}}\left(-\sqrt{\frac{1}{\epsilon}}+\frac{1}{2} \epsilon^{-3 / 2}\right)\right\}
\end{aligned}
$$

If terms of order $u B^{2}$ are neglected,

$$
\begin{gathered}
F_{1}(\epsilon) \approx F_{3}(\epsilon) \approx 0 \\
\frac{\sigma_{a}}{2 \mu \sigma_{0}} F_{a}(\epsilon) \approx \frac{3 D_{0}^{2} B^{2}}{2 \mu \sigma_{c}}\left(1+\frac{\sigma_{a}}{\sigma_{t r_{c}}}\right)+\frac{\sigma_{a_{c}}}{2 \mu \sigma_{c}}\left(1-3 D_{c}^{2} B^{2}\right)\left(\frac{1}{\epsilon}-\frac{3}{4} D_{c}^{2} B^{2} \cdot \frac{1}{\epsilon}\right.
\end{gathered}
$$

Consequently, Eq. (10) reduces to

$$
\begin{equation*}
\epsilon \psi_{0}^{\prime \prime}+(z-\epsilon) \psi_{0}^{\prime}-\frac{\sigma_{a}}{2 \mu \sigma_{2}} F_{z}(\epsilon) \psi_{0}=0 \tag{11}
\end{equation*}
$$

Equation (11) may be converted to an integral equation whose solution in the sense of a first iteration is

$$
\begin{equation*}
\phi(\epsilon)=M(\epsilon) \psi(\epsilon)=M(\epsilon) e^{-3 D_{0}^{2} B^{2} / 4} X(\epsilon) \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
& x(\epsilon)=1+\int_{0}^{\epsilon} \frac{d \epsilon^{\prime}}{\epsilon^{\prime}} e^{\epsilon^{\prime}} \int_{0}^{\epsilon^{\prime}} d \epsilon^{\prime \prime} E^{\prime \prime} e^{-\epsilon^{\prime \prime}}\left(\frac{\epsilon^{\prime}}{\epsilon^{\prime \prime}}\right)^{3 D_{0}^{2} B^{2} / 2}  \tag{14}\\
& (x)\left[\left\{\frac{\sigma_{a 0} / \sqrt{\epsilon^{\prime \prime}}+3 \sigma_{t r o} D_{0}^{2} B^{2}}{2 \mu \sigma_{0}}\right\}+\frac{3 \sigma_{a \cdot} D_{0}^{2} B^{2}}{2 \mu \sigma_{0}^{(14)}}(1\right. \\
& \left.\left.-\frac{1}{\sqrt{\epsilon^{\prime \prime}}}\right)-\frac{3 D_{0}^{2} B^{2}}{4}\right] .
\end{align*}
$$

This solution is to be compared with the corresponding one presented by Hurtwitz et al (reference 1, Equation (14)) which may be obtained from our equations (13) and (14) by setting $D_{0}^{2} B^{2}$ equal to zero wherever it appears as an exponential and by retaining only the term in curly brackets in the integrand of (14). The integrals in (14) were evaluated on a computer for both the Hurwitz and the cases.

## CONCLUSION

The above procedure was discussed at the Mexico City meeting of the American Physical Society (2). The difference in the spectrum resulting from a consistent expansion of all quantities
in $\mu$ is less than $1 \%$ at all points for a wide range of reactors. This analysis was applied to reactors which varied from the large, thermal, graphite reactors $\left(B^{2}=60 \times 10^{-6} \mathrm{~cm} .^{-2}, \Sigma_{a}=.00413\right.$ $\mathrm{cm} .^{-1}$ ) to small, fast reactors with high leakage and absorption $\left(B^{2}-.019 \mathrm{~cm} .^{-2}, \quad \Sigma_{a}=4.7 \mathrm{~cm} .^{-1}\right)$. Consequently, for most reactors, the Hurwitz approximations give very good results.
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SPACE AND TIME DEPENDENT EIGENVALUE

PROBLEM IN NEUTRON THERMALIZATION

Hiroshi Takahashi

## Abstract

The matrix elements of the neutron scattering kernel for a freêgas and a crystalline material expanded in terms of Iaguerre polynomials of energy, weighted by a Maxwellian distribution, are obtained by a generating function for the Laguerre polynomial. The eigenvalue problems in a spatial and time dependent neutron thermalization are solved by using the obtained matrix element. For the spatial problem first order Laguerre polynomials are used. Half order Laguerre polynomials are used for the time dependent problem, because they diagonalize respectively the spatial and the time dependent term.

The convergence of eigenvalues and eigenfunctions in the time dependent problem using half order Laguerre polynomials is rather slow compared with the spatial problem's convergence. The diffusion cooling ooefficients for a Debye crystalline and a graphite are calculated from the eigen values and eigen functions in the time dependent problem.

The results obtained for beryllium and graphite are respectively 3.36 and 2.4 times larger than those obtained by the Nelkin theory.

The time dependent problem using a pulsed neutron, and the space dependent problem have been considered by many authors ( 1,15 ) for the study of neutron thermalization. Experimental data (13, 14, 15) have been accumulated and theories also have been developed by using the variational method (3, 1) and the expansion method of flux in terms of orthogonal polynomials (5, 12). In the variational method, if simple trial functions are used, simple analytical formulations are obtained. From these formulations we can get the physical meaning of the phenomena avoiding a tedious numerical calculation. Sometimes, however, the numerical results obtained from variational approach are not very accurate. When an accurate numerical value is needed, it is better to adont the expansion mentod. Although this method has been used for the neutron thermalization problem, only the low order expansion 5) 9) has been considered excent the case of heavy gas model ( $6 \sim 7,10 \sim 12$ ) and of free gas with mass 1 ( 8 ). In the heavy gas model, the matrix of the scattering kernel is diaconalized in terms of first order Laguerre polynomials.

In this paper, the matrix elements of the scattering'

## kermel

In this paper, the matrix elements of the scattering for free eas and crystalline material expanded in terms of the Laguerre polynomial, which is weighed by the Maxwellian distribution, are obtained by using the generating function of laguerre polynomials. In the case of space dependent problem with energy independent diffusion coefficient, first order Laguerre polynomials, diegonalizing the diffusion term, are used to expand the flux, and half order Laguerre polynomials are used for the time dependent problem, where the term differentiated by time with a $1 / \sqrt{E}$ energy dependence is diagonalized. In Laguerre lopynomials, the generating function of the scattering kernel in the space dependent problem is simply related to the one of the time dependent problem. The generating function for the crystalline material is calculated by the Plazeck's mass expansion method, the phonon expansion method $(17,18)$ and two frequency dividing methods (21) which have been used for a calculation of total cross section and differential cross section of neutron scattering.

The time and space dependent eigenvalues and eigenfunctions for free gas, Debye crystalline and graphite are calculated. A convergence of spatial eigenvalues obtained by increasing the dimension of matrix is very good. However, the convergence of time dependent eigenvalues is rather slow. The diffusion
cooling coefficient obtained from the decay constant of pulsed neutrons in a small assembly has been calculated from the thermalization power $M_{2}$. The Welkin's formulation for the diffusion cooling corresponds to the formulation in which only the first two terms of the daguerre expansion are kept. The Nelkin's formulation gives a comparatively good numerical value in the case of free gas model. However, in the case of crystalline material, like beryllium and graphite, the accurate results are : in beryllium a 3.36 times larger value than the Nelkin's results, in graphite a 2.4 times larger value than the results from Nelkin's formula.

## 2. General formulation

The Boltzmann equation for the time and spatial dependent angular flux $f(\vec{r}, E, \vec{\Omega}, t)$ is (16):

$$
\begin{align*}
& \frac{1}{v} \frac{\partial f(\vec{r}, E, \vec{\Omega}, t)}{\partial t}=-\vec{\Omega} \cdot \operatorname{grad} f(\vec{r}, E, \vec{\Omega}, t) \\
& +\iint d E^{\prime} d \Omega^{\prime} f\left(\vec{r}, E^{\prime}, \vec{\Omega}^{\prime}, t\right) \sum_{s}\left(\vec{r}, E^{\prime} \rightarrow E, \overrightarrow{\Omega^{\prime}}-\vec{\Omega}\right) \\
& \quad-\sum(\vec{r}, E, \vec{\Omega}) f(\vec{r}, E, \vec{\Omega}, t)+S(\vec{r}, E, \vec{\Omega}) \tag{1}
\end{align*}
$$

Since we are interested in the eigenvalue problem, we shall take the source term $S(\vec{\gamma}, E, \vec{\Omega})$ to be zero. In the diffusion approximation equaltion (1) takes the form :

$$
\begin{align*}
& \frac{1}{v} \frac{\partial \phi(\vec{r}, E, t)}{\partial t}-D(E) \nabla^{2} \phi(\vec{r}, E, t)+\sum_{a} \phi(\vec{r}, E, t) \\
& -\int_{0}^{\infty} \phi\left(\vec{r}, E^{\prime}, t\right) \Sigma_{s}\left(E^{\prime} \rightarrow E\right) d E^{\prime}+\Sigma_{s}(E) \phi(\vec{r}, E, t)=0 \tag{2}
\end{align*}
$$

where

$$
\phi(\vec{r}, E, t)=\int d \Omega f(\vec{r}, E, \Omega, t)
$$

By making a Laplace transformation for the time variation, and for the spatial variation, expanding the flux in terms of the eigenfunction of the equation :

$$
\nabla^{2} X_{l}(r)+B_{l}^{2} X_{l}(r)=0
$$

where $B^{2}$ is the buckling corresponding to the 1 th harmonic, the time variation and the spatial variation can be separated from the equation (2), and the problem reduces to a following time and space independent equation, in which the time constant $\lambda$ or $B^{2}$ appears as ar eigenvalue.

$$
\begin{align*}
& -\frac{\lambda}{v} \phi(E)+D(E) B^{2} \phi(E)+\Sigma_{a}(E) \phi(E) \\
& \quad+Z_{s}(E) \phi(E)-\int_{0}^{\infty} \phi\left(E^{\prime}\right) \Sigma_{s}\left(E^{\prime} \rightarrow E\right) d E^{\prime}=0 \tag{3}
\end{align*}
$$

In order to simplify matters, we shall consider the spatial eigenvalue problem and time eigenvalue problem separately. Since the moderator material generally shows the $1 / v$ absorption cross section, it is suitable to include the absorption cross section terms in the time eigenvalue problem, and to treat the spatial eigenvalue problem in the non absorbing medium.
a) Space dependent problem

Let us first consider the spatial eigenvalue problem in the case of energy independent diffusion coefficient :

$$
\text { 111 } \begin{align*}
B^{2} \phi(E) & +\Sigma_{s}(E) \phi(E) \\
& -\int_{0}^{\infty} \phi\left(E^{\prime}\right) \Sigma_{s}\left(E^{\prime} \rightarrow E\right) d E^{\prime}=0 \tag{4}
\end{align*}
$$

We assume that $\phi(E)$ can be expressed as :

$$
\begin{equation*}
\phi(E)=\sum_{i=0}^{\infty} \frac{1}{\sqrt{i+1}} L_{i}^{(1)}\left(\frac{E}{T}\right) \frac{E}{T^{2}} e^{-\frac{E}{T}} a_{i} \tag{5}
\end{equation*}
$$

where $L_{i}^{(1)}(x)$ is the generalized Laguerre polynomial of order unity and degree of $i$ and the Laguerre polynomial of order $\alpha, L_{i}^{(\alpha)}(x)$ has the following generating function :

$$
\begin{equation*}
\frac{e^{-x \frac{p}{1-p}}}{(1-p)^{\alpha+1}}=\sum_{i=0}^{\infty} p^{i} L_{i}^{(\alpha)}(x) \tag{*}
\end{equation*}
$$

The polynomial has the following orthonormality :

$$
\begin{equation*}
\int_{0}^{\infty} L_{i}^{(\alpha)}(x) L_{j}^{(\alpha)}(x) x e^{-x} d x=\delta_{i j} \frac{\Gamma(i+1+\alpha)}{\Gamma(i+1)} \tag{7}
\end{equation*}
$$

Substituting (5) into (4) and multiplying the resulting equation by $\frac{1}{\sqrt{(j+1)}} L_{j}^{(1)}\left(\frac{E}{T}\right)$ and integrating over $E$, we get

$$
\begin{equation*}
D B^{2} \delta_{i j} a_{i}-S_{i j} a_{i}=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
S_{i j}= & \frac{1}{\sqrt{(i+1)(j+1)}}\left[\int_{0}^{\infty} \int_{0}^{\infty} d E^{\prime} d E \sum_{S}\left(E^{\prime} \rightarrow E\right) L_{i}^{(1)}\left(\frac{E^{\prime}}{T}\right) L_{j}^{(1)}\left(\frac{E}{T}\right) \frac{E^{\prime}}{T^{2}} e^{-\frac{E^{\prime}}{T}}\right. \\
& \left.-\int_{0}^{\infty} \int_{0}^{\infty} d E^{\prime} d E \sum_{S}\left(E^{\prime} \rightarrow E\right) L_{i}^{(1)}\left(\frac{E^{\prime}}{T}\right) L_{j}^{(1)}\left(\frac{E^{\prime}}{T}\right) \frac{E^{\prime}}{T^{2}} e^{-\frac{E^{\prime}}{T}}\right] \tag{9}
\end{align*}
$$

It is well known that the heavy gas model has been frequently used in the neutron thermalization problem because the matrix ( $S_{i j}$ ) is diagonalized simultaneously with energy independent spatial term $D B^{2}$ by this Laguerre polynomial.

Next, we shall consider the evaluation of the matrix $\left(S_{i j}\right)$.
(*) In this paper, the Laguerre polynomial with the orthonormality eq (7) has been used instead of the Laguerre polynominal defined in the text book (Method of Theoretical Physics, Morse ic Freshback). The reason is that this Laguerre polynomial is more convenient than the others for numerical calculation using the calculating machine.

In the incoherent approximation, the formula for the differential cross section in the neutron scattering by the crystalline material can be written in the form :

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d \omega}=\frac{k}{k^{\prime}} \frac{\sum_{B}}{8 \pi^{2}} \int_{-\infty}^{\infty} \exp \left[-x^{2}(M(0)-M(t))\right] \exp \left(i\left(\omega-\omega^{\prime}\right) t\right) d t \tag{10}
\end{equation*}
$$

$\omega=E / \hbar$, where $E$ is the energy of the scattered neutron, $\Omega$ is the solid angle, $k^{\prime}$ and $k$ are the wave vectors of the incoming and scattered newtron and $\vec{X}=k^{\prime}-k, \sum_{B}$ is the bounded cross section, and $M(t)$ is related to the frequency spectrum $f(\omega)$ as follows:

$$
\begin{align*}
M(t) & =\frac{\hbar}{2 M} \int_{0}^{\omega_{m}}[\operatorname{coth}(\beta \omega) \cos (\omega t)+i \sin \omega t] \frac{f(\omega)}{\omega} d \omega  \tag{11}\\
& =\frac{\hbar}{2 M} \gamma(t)
\end{align*}
$$

where $M$ is the mass of atom, $m$ the neutron mass, and $\beta=\frac{\hbar}{2 T}$.
In the calculation of matrix element $\left(S_{i j}\right)$, we use the generating fino lion of (6) for the Laguerre polynomial. Let us consider the first terms $S_{i j}^{(1)}$ in the matrix $S_{i j}$ of eq (9), which are obtained as the coefficient of $\sqrt{(i+1)(j+1)} p^{i} \ell^{j} \quad$ in the following generating function :

$$
\begin{align*}
S^{(1)}= & \iiint_{0}^{\infty} \frac{d^{2} \sigma}{d \Omega d \omega}(1-P)^{-2}(1-l)^{-2} \exp \left(-\frac{E^{\prime}}{T}\left(\frac{p}{1-P}\right)\right) \\
& \cdot \exp \left(-\frac{E}{T}\left(\frac{l}{1-l}\right)\right) \frac{E^{\prime}}{T^{2}} e^{-\frac{E^{\prime}}{T}} d E^{\prime} d \Omega d \omega \tag{12}
\end{align*}
$$

Substituting eq (10) to eq (12), we get :

$$
\begin{align*}
& S^{(1)}=\iiint_{-\infty}^{\infty} \frac{\hbar}{m \ell^{\prime}} \frac{\sum_{B}}{8 \pi^{2}} \exp \left[-x^{2}(M(0)-M(t))\right] \exp \left(i\left(\omega-\omega^{\prime}\right) t\right) \\
& \quad \cdot(1-P)^{-2}(1-l)^{-2} \exp \left(-\frac{E^{\prime}}{T}\left(\frac{P}{1-P}+1\right)\right) \exp \left(-\frac{E}{T}\left(\frac{l}{1-l}\right)\right) \frac{E^{\prime}}{T^{2}} d t d E^{\prime} d \vec{X}^{3} \tag{13}
\end{align*}
$$

By substituting the following relation into eq (13) :

$$
\begin{equation*}
\hbar \omega=\hbar \omega^{\prime}-2 \sqrt{\hbar \omega} \frac{\hbar x}{\sqrt{2 m}}+\frac{\hbar^{2} x^{2}}{2 m} \tag{14}
\end{equation*}
$$

we get :

$$
\begin{align*}
& S^{(1)}=\frac{\sum_{B}}{8 \pi^{2}}(1-P)^{-2}(1-l)^{-2} \int_{-\infty}^{\infty} \int\left(\frac{\hbar}{m} \exp \left(-\hbar \omega^{\prime}(I+J)\right) \frac{E^{\prime}}{k^{\prime}}\right. \\
& \exp \left(-\frac{\hbar \kappa^{2}}{2 m}\left(i t-\hbar J-\frac{2 m}{\hbar}(M(0)-M(t))\right) \exp \left(-2 \sqrt{\hbar \omega} \frac{\kappa}{\sqrt{2 m}}(i t-\hbar J) \cos \theta\right) d \vec{k}^{3} d E^{\prime} d t\right. \\
&=\frac{\sum_{B}}{8} \frac{\hbar^{2}}{T^{2}}(1-P)^{-2}(1-l)^{-2} \int_{-\infty}^{\infty} \frac{d t}{[(t-i \hbar I)(t+i \hbar J)+(I+J) 2 m(M(0)-M(t))]^{3 / 2}}(15) \\
& \text { where } I=\left(\frac{p}{1-p}+1\right) \frac{1}{T} \text { and } J=\left(\frac{l}{1-l) \frac{1}{T}}\right. \tag{16}
\end{align*}
$$

The generating function for the second term of eq (9) $S^{(2)}$ is obtained by the same way with $S^{(1)}$ as follows :

$$
S^{(2)}=\iiint \frac{d^{2} \sigma}{d \Omega d \omega}(1-p)^{-2}(1-\ell)^{-2} \exp \left(-\frac{E^{\prime}}{T}\left(1+\frac{p}{1-p}+\frac{l}{1-\ell}\right)\right) d E^{\prime} d \Omega d \omega
$$

$$
\left.=\frac{\Sigma_{B}}{8} \frac{\hbar^{2}}{T^{2}}(1-P)^{-2}(1-l)^{-2} \int_{-\infty}^{\infty} \frac{d t}{[t(t-i \hbar(I+J))+(I+J) 2 m(M(0)-M(t))]^{3 / 2}} 17\right)
$$

The generating function for matrix $S$ is :

$$
\begin{equation*}
s=s^{(1)}-s^{(2)} \tag{18}
\end{equation*}
$$

## Free gas case

The effects of crystalline material are included in the term of $\left[\mathrm{M}(0)-\mathrm{M}(\mathrm{t})\right.$ 工. If we take the upper limit $\bar{\omega}_{m}$ (Debye frequency) of frequency function $f(\omega)$ to be zero, that is, the atomic force between the composed atom becomes zero, this expression becomes the one of the free gas model. In this case, the function $[\mathrm{M}(0)-\mathrm{M}(\mathrm{t})]$ is expressed in the following form :

$$
\begin{equation*}
M(0)-M(t)=-\frac{\hbar}{2 M}\left(i t-\frac{T}{\hbar} t^{2}\right) \tag{19}
\end{equation*}
$$

```
Substituting eq (18) into eq (15),
```

$$
S^{(1)}=\sum_{B} \frac{\left(1+\frac{m}{M}\left(1+\frac{P}{1-P}+\frac{l}{1-l}\right)\right)^{1 / 2}}{\left[(1-P l)^{2}\left(1+\frac{m}{M}\right)^{2}+4 P l(1-P l) \frac{m}{M}\right]}
$$

Similarly, we get :

$$
\begin{equation*}
S^{(2)}=\sum_{B} \frac{\left(1+\frac{m}{M}\left(1+\frac{P}{1-P}+\frac{l}{1-l}\right)\right)^{1 / 2}}{(1-P l)^{2}\left(1+\frac{m}{M}\right)^{2}} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
S=-\frac{4 \sum_{B} \frac{m}{M}}{\left(1+\frac{m}{M}\right)^{7 / 2}} \frac{P l}{(1-P l)^{2}} \frac{\left[1+\frac{\frac{m}{M}}{1+\frac{m}{M}}\left(\frac{P}{1-P}+\frac{l}{1-l}\right)\right]^{1 / 2}}{\left[1-\frac{\left(1-\frac{m}{M}\right)^{2}}{\left(1+\frac{m}{M}\right)^{2}} P l\right]} \tag{22}
\end{equation*}
$$

In the case of heavy gas model, by putting $\frac{\mathfrak{m}}{\mathrm{M}} \rightarrow 0$, we get :

$$
\begin{equation*}
S_{\text {Heavy }}=-4 \sum_{\text {free }} \frac{m}{M} \frac{P l}{(1-p l)^{3}} \tag{23}
\end{equation*}
$$

We can easily find out from eq (23) that the matrix in the heavy gas model is diagonalized.

## Crystalline material

For the case of the crystalline material, the Plazeok's mass expansion method, the phonon expansion method, and the two frequency dividing methods
which have been used for the calculation of total cross section and differenttial cross section, are applied to the calculation of the integrations in eq (15) and (17).

In the mass expansion method, the integrant in eq (15) is expanded by the power series of $\left(\frac{m}{M}\right)$ as follows :

$$
\begin{aligned}
S^{(1)} & =\frac{\sum_{B}}{8} \frac{\hbar^{2}}{T^{2}}(1-P)^{-2}(1-l)^{-2} \\
& =\sum_{q=0}^{\infty}(-1)^{q} \frac{\Gamma\left(\frac{3}{2}+q\right)}{\Gamma\left(\frac{3}{2}\right) \Gamma(q+1)}\left(\frac{m}{M}\right)^{q} \int_{-\infty}^{\infty} \frac{[(I+J) \hbar \Gamma(t)]^{q}}{[(t-i \hbar I)(t+i \hbar J)]^{3 / 2+q}} d t
\end{aligned}
$$

where

$$
\begin{align*}
\Gamma(t)^{q} & =[\gamma(0)-\gamma(t)]^{q} \\
& \left.=\gamma(0)^{q} \sum_{n=0}^{q} \frac{\Gamma(q+1)}{\Gamma(q-n+1) \Gamma(n+1)} \int_{-\omega_{m}}^{\omega_{m}} G_{n}(\omega) e^{-i \omega t} d u\right) \tag{25}
\end{align*}
$$

where $G_{0}(\omega)=\delta(\omega)$

$$
\begin{aligned}
& G_{n}(\omega)=\frac{(-1)^{n}}{\gamma(0)^{n}} \int_{-\omega_{m}}^{\omega_{m}} \cdots \int_{-\omega_{m}}^{\omega_{m}} \frac{f\left(\omega-\omega_{1}\right)}{\left(\omega-\omega_{1}\right)} \frac{\operatorname{coth} \beta\left(\omega-\omega_{1}\right)-1}{2} \\
& \cdot \frac{f\left(\omega_{1}-\omega_{2}\right)}{\left(\omega_{1}-\omega_{2}\right)} \frac{\operatorname{coth} \beta\left(\omega_{1}-\omega_{2}\right)-1}{2} \ldots \frac{f\left(\omega_{n}\right)}{\omega_{n}} \frac{\operatorname{coth} \beta \omega_{n}-1}{2} d \omega_{1} \cdots d \omega_{n}(26)
\end{aligned}
$$

and using the formulation

$$
\begin{align*}
& \int_{-\infty}^{\infty} \frac{e^{-i \omega t}}{[(t-i \hbar I)(t+i \hbar J)]^{3 / 2+q}} d t \\
& =2 e^{\frac{I-J}{2} \hbar \omega}\left(\frac{|\omega|}{(I+J) \hbar}\right)^{q+1} \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(q+\frac{3}{2}\right)} K_{q+1}\left(\frac{I+J}{2} \hbar|\omega|\right)  \tag{27}\\
& -1308-
\end{align*}
$$

where $K$ $q(x)$ is the modified Hanker function.
We get :

$$
\begin{aligned}
& S^{(1)}=\frac{\sum_{B} \hbar^{2}}{T^{2}}(1-P)^{-2}(1-l)^{-2}\left\{\sum_{q=0}^{\infty}\left(-\frac{m \hbar}{M} \gamma(0)(I+J)\right)^{q}\right. \\
& \cdot \sum_{n=0}^{q} \frac{1}{\Gamma(q-n+1) \Gamma(n+1)} \int_{-\omega_{m}}^{\omega_{m}} G_{n}(\omega)\left(\frac{|\omega|}{(I+J) \hbar}\right)^{q+1} K_{q+1}\left(\frac{I+J}{2} \hbar|\omega|\right) e^{\frac{I-J}{2} \hbar \omega} d \omega(28) \\
& \quad \text { Similarly : } \\
& S^{(2)}=\frac{\sum_{B} \frac{\hbar^{2}}{T^{2}}(1-P)^{-2}(1-l)^{-2}\left\{\sum_{q=0}^{\infty}\left(-\frac{m \hbar}{M} \gamma(0)(I+J)\right)^{q}\right.}{} \begin{array}{l}
\left.\sum_{n=0}^{q} \frac{1}{\Gamma(q-n+1) \Gamma(n+1)} \int_{-\omega_{m}}^{\omega_{m}} G_{n}(\omega)\left(\frac{|\omega|}{(I+J) \hbar}\right)^{q+1} K_{q+1}\left(\frac{I+J}{2} \hbar|\omega|\right) e^{\frac{I+J}{2} \hbar \omega} d \omega\right\}(29)
\end{array} .
\end{aligned}
$$

From eq (28) and eq (29) :

$$
\begin{aligned}
& S=-2 \frac{\sum_{B}}{(1-p l)(1-p)(1-\ell)}\left\{\sum_{q=1}^{\infty}\left(-\frac{m}{M} Z\right)^{q} \cdot \sum_{n=1}^{q} \frac{1}{\Gamma(q-n+1) \Gamma(n+1)} d \xi\right. \\
& \left.\left.\cdot \int_{0}^{1} \sinh \left(\frac{p}{1-p} \zeta\right) \sinh \left(\frac{l}{1-\ell} \zeta\right) \cdot G_{n}^{\prime}(\zeta) \zeta^{q+1} K_{q+1}\left(\left(1+\frac{p}{1-p}+\frac{l}{1-\ell}\right) \zeta\right)\right)\right\}
\end{aligned}
$$

where

$$
\begin{align*}
& G_{n}^{\prime}(\zeta)=\left(\frac{-1}{z}\right)^{n} \int_{0}^{\omega_{m}} \cdots \int_{0}^{\omega_{m}} \prod_{i=1}^{n-1}\left[\frac{f\left(\omega_{i-1}-\omega_{i}\right)}{\left(\zeta_{i-1}-\zeta_{i}\right)} \frac{1}{2 \sinh \left(\zeta_{i-1}-\zeta_{i}\right)}\right. \\
& \left.\quad+\frac{f\left(\omega_{i-1}+\omega_{i}\right)}{\left(\zeta_{i-1}+\zeta_{i}\right)} \frac{1}{2 \sinh \left(\zeta_{i-1}+\zeta_{i}\right)}\right] \frac{f\left(\omega_{n}\right)}{\zeta_{n} \sinh \zeta_{n}} d \omega_{1} \cdots d \omega_{n} \tag{31}
\end{align*}
$$

$$
z=\frac{\gamma(\theta)}{\beta}, \quad \zeta_{n}=\beta \omega_{n} \quad \text { and } \quad \zeta_{0}=\zeta .
$$

In phonon expansion method, the integrant in eq (17) is expanded by:

By similar calculation as the mass expansion method, we get :

$$
\begin{align*}
& N=\frac{-2 \sum_{B}}{(1-P l)(1-P)(1-l)} \sum_{q=0}^{\infty}\left(\frac{m}{M}\right)^{q} \frac{1}{\Gamma(q+1)} \\
& \cdot \int_{0}^{\omega_{m}} \sinh \left(\frac{p}{1-p} \zeta\right) \sinh \left(\frac{\ell}{1-\ell} \zeta\right) G_{q}^{\prime}(\zeta) \frac{\zeta^{q+1} K_{q+1}\left(\gamma_{1} \frac{1-P l}{(1-P)(1-\ell)} \zeta\right)}{\gamma_{1}^{q+1}} d \omega \tag{33}
\end{align*}
$$

where

$$
\gamma_{1}=\sqrt{1+4 \frac{m}{M} \frac{\gamma(0)}{\hbar T} \frac{(1-P)(1-l)}{(1-P l)}}
$$

In the case that mass $M$ approaches to one, the convergence of series in the eqs (32) and (33) becomes slow. In order to calculate the differential cross section, the author developed the two frequency dividing model (22) in which the frequency function is divided in two parts in such a way that the high energy approximation is applicable to the low energy frequency and the phonon or mass expansion method is applicable to the other part with high frequency. By using this model, we can improve the convergence of the series in the phonon or mass expansions. This means that the function $[M(0)-M(t)]$ is divided into the following two integrals by the cut frequency $\omega_{c}$

$$
\begin{gathered}
{[M(0)-M(t)]=\frac{\hbar}{2 M}\left\{\int_{0}^{\omega_{c}} \operatorname{coth} \beta \omega \frac{f(\omega)}{\omega} d \omega-\int_{0}^{\omega_{c}}[\operatorname{coth} \beta \omega \cos \omega t+i \sin \omega t] \frac{f(\omega)}{\omega} d \omega\right.} \\
\left.+\int_{\omega_{c}}^{\omega_{m}} \operatorname{coth} \beta \omega \frac{f(\omega)}{\omega} d \omega-\int_{\omega_{c}}^{\omega_{m}}[\operatorname{coth} \beta \omega \cos \omega t+i \sin \omega t] \frac{f(\omega)}{\omega} d \omega\right\} \\
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\end{gathered}
$$

The integration in the low energy frequency part from 0 to lick is exbanded by power series of $t$. However, if the $\omega^{\prime} c$ is not small enough compred with the temperature, the neglect of higher term of $t^{n}$ spoils the energy balance. If we assume that the low energy frequency part is located in the very small energy compared with the temperature $T$, the integration of $M(0)$ - $M(t)$ over the low energy region is expressed by :

$$
\begin{equation*}
-\frac{\hbar}{2 M_{e}}\left(i t-\frac{T t^{2}}{\hbar}\right) \tag{35}
\end{equation*}
$$

where Me is the effective mass for the low frequency part, and is defined as:

$$
\begin{equation*}
M_{e}=M\left(1-\int_{\omega_{c}}^{\omega_{m}} f(w) d w\right) \tag{36}
\end{equation*}
$$

By this approximation and applying the mass expansion method to the high frequency part, the generating function $S$ is expressed by :

$$
\begin{align*}
& S=\frac{\sum B}{2} \frac{T^{2}}{\hbar^{2}}(1-P)^{-2}(1-l)^{-2} \sum_{q=0}^{\infty} \frac{\left(-\frac{m}{M} \hbar \gamma(0)(I+J)\right)^{q}}{\left[1+\frac{m e}{M M}(I+J) T\right]^{3 / 2+q}} \\
& \sum_{n=0}^{q} \frac{1}{\Gamma(q-n+1) \Gamma(n+1)} \int_{-\omega_{\cdot m}}^{\prime \prime \omega_{m}} G_{n}^{\prime \prime}(\omega)\left\{\left(\frac{|\omega|}{\left(I^{\prime}+J^{\prime}\right) \hbar}\right)^{q+1} K_{q+1}\left(\frac{I^{\prime}+J^{\prime}}{2} \hbar|\omega|\right) e^{\frac{I^{\prime}-J^{\prime}}{2} \hbar \omega}\right. \\
&\left.-\left(\frac{|\omega|}{\left(I^{\prime \prime}+J^{\prime \prime}\right) \hbar}\right)^{q+1} K_{q+1}\left(\frac{I^{\prime \prime}+J^{\prime \prime}}{2} \hbar|\omega|\right) e^{\frac{I^{\prime \prime}+J^{\prime \prime}}{2} \hbar \omega}\right\} d \omega \tag{37}
\end{align*}
$$

where the signs ( $/ 1$ ) on the integration sign and $G_{n}(\omega)$ mean that the integration in the expression is done only over the high energy frequency part,

$$
\begin{aligned}
& \text { where } I^{\prime}=\frac{-\left[(J-I)-\frac{m_{e}}{M}(I+J)\right] \mp \sqrt{\left((J-I)-\frac{m_{e}}{M}(I+J)\right)^{2}+4\left(1+\frac{m e}{M} T(I+J)\right) I J}}{2\left[1+\frac{m_{e}}{M} T(I+J)\right]} \\
& -J^{\prime \prime} \\
& -J^{\prime \prime}=\frac{\left.\left[(I+J)\left(1+\frac{m_{e}}{M}\right)\right] \pm \sqrt{(I+J)^{2}\left(1+\frac{m_{e}}{M}\right)^{2}+4\left(1+\frac{m_{e}}{M} T(I+J)\right) I} f^{38}\right)}{2\left[1+\frac{m_{e}}{M} T(I+J)\right]}
\end{aligned}
$$

b) Time dependent problem

The method for the space dependent problem in the last section can easily be extended to the ouse of time dependent problem. The time dependent equation, in the medium with the $1 / v$ absorption is expressed by :

$$
\begin{align*}
-\frac{\lambda}{v} \phi(E)+\frac{\Gamma}{v} & \phi(E)-\int_{0}^{\infty} \phi\left(E^{\prime}\right) \sum_{S}\left(E^{\prime} \rightarrow E\right) d E^{\prime} \\
& +\Sigma_{S}(E) \phi(E)=0 \tag{39}
\end{align*}
$$

This equation is easily solved by expanding the terms $-\frac{\lambda}{v} 中(E)$ and $\frac{\Gamma}{v} \phi(E)$ in terms of the Laguerre polynomial of first order energy (from now on, we will include the absorption term $\frac{\Gamma}{v}$ into decay term $\frac{-\lambda}{v}$ ). But, in the following eigenvalue problem

$$
A \psi=\lambda B \psi
$$

since the large number of calculation codes have been developed for the case that matrix $B$ is diagonalized, it is more convenient to use the other orthogonal set diagonalizing the term which is proportional to $1 / \mathrm{v}$.

We assume that $\phi(E)$ can be expressed as :

$$
\begin{equation*}
\phi(E)=\sum_{i=0}^{\infty} \sqrt{\frac{\Gamma(i+1)}{\Gamma\left(i+\frac{3}{2}\right)}} L_{i}^{(1 / 2)}\left(\frac{E}{T}\right) \frac{E}{T^{2}} e^{-E / T} a_{i} \tag{40}
\end{equation*}
$$

Substituting eq. (40) into eq (39) and multiplying the resulting aqualion by

$$
\sqrt{\frac{\Gamma(j+1)}{\Gamma\left(j+\frac{3}{2}\right)}} L_{j}^{(1 / 2)}\left(\frac{E}{T}\right)
$$

and integrating over E , we get :

$$
\begin{equation*}
\left[\lambda \delta_{i j}-v_{0} S_{i j}^{\top}\right] a_{i}=0 \tag{41}
\end{equation*}
$$

$$
\text { where } v_{0}=\sqrt{2 m T}
$$

$$
\begin{align*}
S_{i j}^{T} & =\sqrt{\frac{\Gamma(i+1) \Gamma(j+1)}{\Gamma\left(i+\frac{3}{2}\right) \Gamma\left(j+\frac{3}{2}\right)}}\left[\int_{0}^{\infty} \int_{0}^{\infty} d E^{\prime} d E \sum_{s}\left(E^{\prime} \rightarrow E\right) L_{i}^{(1 / 2)}\left(\frac{E^{\prime}}{T}\right) L_{j}^{(1 / 2)}\left(\frac{E}{T}\right) \cdot \frac{E^{\prime}}{T^{2}} e^{-\frac{E^{\prime}}{T}}\right. \\
& \left.-\int_{0}^{\infty} \int_{0}^{\infty} d E^{\prime} d E \Sigma_{s}\left(E^{\prime} \rightarrow E\right) L_{i}^{(1 / 2)}\left(\frac{E^{\prime}}{T}\right) L_{j}^{(1 / 2)}\left(\frac{E^{\prime}}{T}\right) \frac{E^{\prime}}{T^{2}} e^{-\frac{E^{\prime}}{T}}\right] \tag{42}
\end{align*}
$$

Since the Laguerre polynomial of half order $L_{i}^{(1 / 2)}(x)$ has the generating function of eq (6), the matrix elements $S_{i j}^{T}$ in eq (42) are obtained as the coefficient of

$$
\sqrt{\frac{\Gamma\left(i+\frac{3}{2}\right) \Gamma\left(j+\frac{3}{2}\right)}{\Gamma(i+1) \Gamma(j+1)}} p^{i} l^{j}
$$

in the following generating function $S^{T}$

$$
\begin{equation*}
S^{\top}=\sqrt{(1-P)(1-l)} S \tag{43}
\end{equation*}
$$

where $S$ is the generating function of the space dependent problem in eq (18).

Furthermore, if the diffusion coefficient or the absorption cross section is proportional to $E^{\alpha}$, the generating funotion $S^{\alpha}$ of the matrix for scattering kernel, where the flux is expanded in terms of Laguerre polynomial diagonalizing the diffusion term or the absorption term, is composed from the $s$ in eq (18) as follows:

$$
\begin{equation*}
S^{\alpha}=[(1-P)(1-l)]^{-\alpha} S \tag{44}
\end{equation*}
$$

3. Numerical results

Since much more works have been studied for the time dependent problem than for the space dependent problem, we will consider mainly the time dependent problem as the applioation of the above described theory.

The decay constant $\lambda$ of pulsed neutrons in a small assembly is expressed by : (1~3)

$$
\begin{equation*}
\lambda=\left(\sum_{a} v\right)+D_{0} B^{2}-C B^{4} \tag{45}
\end{equation*}
$$

where $B$ is the buckling of the assembly, $D_{0}$ is the diffusion coefficient, D Uaveraged over the Maxwellian distribution, and $C$ is the diffusion cooling coefficient.

In the case of an energy independent diffusion coefficient, Nelkin (3) found :

$$
\begin{equation*}
C=\frac{\sqrt{\pi}}{4} \frac{D_{0}^{2}}{v_{0} M_{2}}=\frac{D_{0}^{2}}{6 \lambda_{M_{2}}} \tag{46}
\end{equation*}
$$

where $M_{2}$ is the thermalization power and is defined as :

$$
\begin{equation*}
M_{2}=\frac{1}{T^{4}} \int_{0}^{\infty} d E^{\prime} \int_{0}^{\infty} d E \Sigma\left(E^{\prime} \rightarrow E\right)\left(E^{\prime}-E\right)^{2} E^{\prime} e^{-\frac{E^{\prime}}{T}} \tag{47}
\end{equation*}
$$

and it is related to the matrix element $S_{11}$ and $S_{11}^{T}$ as follows:

$$
\begin{equation*}
M_{2}=4 S_{11}=\frac{3 \sqrt{\pi} S_{11}^{\top}}{2} \tag{48}
\end{equation*}
$$

This diffusion cooling coefficient (12) is expressed more exactly by :

$$
\begin{equation*}
C=\sum_{m=1}^{\infty} \frac{\left[\int_{0}^{\infty} \phi_{m}^{\top}(E) \phi_{0}^{\top}(E) \frac{1}{E} e^{+\frac{E}{T}} d E\right]^{2} \mathcal{D}^{2}}{\lambda_{m}}=\frac{D_{0}^{2}}{6 \bar{\lambda}_{1}} \tag{49}
\end{equation*}
$$

where $\lambda_{m}, \phi_{m}^{\top}$, the mth eigenvalue and eigenfunction of time dependent equation (39). Since the term of $m=1$ contributes mainly in many cases


$$
\begin{equation*}
C=\frac{D_{0}^{2}}{6 \lambda_{1}} \tag{50}
\end{equation*}
$$

In table $I$, the time dependent eigenvalues for the free gas case are shown as unit of
until the $L_{20}^{(1 / 2)} \frac{\frac{1}{m}}{\frac{1}{m}} \frac{1}{\sum_{j} V_{0}}$ where the $20 \times 20$ matrices which remain the terms
Table J. shows that the ratios of $\lambda_{n+1} / \lambda_{n}(n>1)$ in the case of mass 1 are smaller than the ratio in the case of heavy mass. This makes it difficult to distinguish the $\lambda_{\text {, }}$ from the higher eigenvalues in case of free gas with mass 1. In the case of comparatively heavy gas like the one of mass 10, their eigenvalues appraach those of the heavy gas model, but the high eigenvalues are different from those of the heavy gas. This means that, in this case, the heavy gas model is not applicable to the analysis in the high energy region.

Pigure 1 shows the eigenfunctions of mass $1,2, \infty$, which are calculated frem $10 \times 10$ dimensioned matrix.

The eigenvalues for mass 1, calculated from the several dimensioned matrices are shown in table II in order to see their convergence, and their eigenfunctions are shown in figure 2. The convergence appears comparatively slow, and the higher eigenfunctions show different shapes in the various matrix dimensions.

Next, the space dependent eigenvalues and eigenfunctions are shown in table III, and figure 4. Similarly to the time dependent oase, the ratio of spatial eigenvalues $B_{n+1}^{2} / B_{n}^{2}$ decreases when the mass approaches to 1. The convergence of spatial eigenvalues in the case of mass 1 is shown in table IV. The convergence is faster than in the time dependent case. He can easily understand this fact, if we consider that the first order Laguerre polynomials are the spatial eigenfunctions in the heavy gas model.

## Heavy crystalline model

Next, we are going to consider the effect of the chemieal binding on neutron thermalization by taking the heavy crystalline model, where the mass $M$ is so heavy that the first power of $1 / M$ is taken in the expansion for eq. (30). The time and spatial eigenvalues in the heavy orystalline model with the Debye frequency are shown with the thermalization power $M_{2}$ in table $V$.

The eigenvalues of graphite crystals in room temperature are calowated with the frequency which was Yoshimori and Kitame calculated for the study of specific heat. In the case that graphite is assumed to be the heavy eryetalline model the eigenvalues are shown in table IV, and their eigenfunction in figure 4.

In the case of simple energy independent diffusion coefficient, the formulation for the diffusion cooling coefficient is described in eq (49). However, we should carefully compare the results obtained with experimental values by including the effect of energy dependent diffusion coefficient and the correction of the $B^{6}$ term. Thus we just have to compare the obtained. results with the values caloulated from the other theories, i.e. the valuem of $\bar{\lambda}_{1}$ in eq (49), $\lambda_{1}$ in eq (50) are compared with $\lambda_{M_{1}}$ in eq (46).

If we assume that Beryllium is the heavy crystalline material at the Debye temperature $\left(\theta=1000^{\circ} \mathrm{K}\right)$, we get the value of $\quad \lambda_{1} \mathrm{M} / \Sigma_{B} m=0.38$, $\bar{\lambda}_{1} M / \Sigma_{B} m=0.5020$. The latter value is smaller than the value calculated from eq (46) $\quad \lambda_{M_{2}} M / \sum_{B} m=1.685$ by a factor 3.36 , and approaches the old experimental value measured by Komoto and Kloverstom (1958) rather then the recent data measured by de Saussure and Silver (1958).

In the graphite which is assumed a heavy orystalline with the frequency function of the Yoshimori-Kitano model, $\quad \lambda_{1} M / \Sigma_{B} m=0.333$ and $\bar{\lambda}_{1} M / \Sigma_{B} m=$ 0.399 are obtained, and the value is smaller than the $\lambda_{M_{2}} M / \Sigma_{B} m=0.957$ by a factor 2.4. According to the Krumhansl and Brooks (21) model whose frequency function is the Debye frequency with $\theta_{z}=900^{\circ} \mathrm{K}, \quad \theta_{x y}=2500^{\circ} \mathrm{K}$, the value of $\lambda_{M_{2}} \mathrm{M} / \Sigma_{B_{B}}$ is 0.843 . These results show that high matrix elem ments are very important in the calculation of diffusion cooling coefficients.

Singwi calculated the effect of this non maxwellian distribution for the diffusion cooling coefficient by taking the first three terms of the Laguerre expansion of the flux. However, by using the heavy ges model instead of heavy crystalline model, he estimated this value to be nearly $20 \%$. This is underestimated. If we take the $3 \times 3$ matrix which corresponds to the Singwi's correction, the values of $\lambda M / \sum_{B} m$ Berylifum and graphite are $1.172,0.649$ respectively, where $\lambda$ is the time dependent first eigenvalue calculated from the $3 \times 3$ matrix.
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| mass | (1) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.064 | 0 | 0.9242 | 1.131 | 1.300 | 1.531 | 1.806 | 2.110 | 2.436 | 2.777 | 3.132 |
| 2 | 1.638 | 0 | 1.318 | 1.699 | 2.107 | 2.635 | 3.235 | 3.881 | 4.560 | 5.265 | 5.992 |
| 3 | 1.954 | 0 | 1.541 | 2.130 | 2.761 | 3.563 | 4.467 | 5.438 | 6.457 | 7.517 | 8.611 |
| 4 | 2.153 | 0 | 1.685 | 2.478 | 3.306 | 4.356 | 5.539 | 6.812 | 8.154 | 9.554 | 11.01 |
| 5 | 2.289 | 0 | 1.786 | 2.764 | 3.769 | 5.043 | 6.480 | 8.034 | 9.680 | 11.40 | 13.20 |
| 10 | 2.608 | 0 | 2.03 | 3.643 | 5.318 | 7.414 | 9.826 | 12.49 | 15.38 | 18.47 | 21.75 |
|  | 3.009 | 0 | 2.352 | 5.207 | 8.889 | 13.54 | 19.19 | 25.85 | 33.57 | 42.40 | 52.45 |

$-1321$

| mass | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3.499 | 3.879 | 4.271 | 4.679 | 5.103 | 5.549 | 6.023 | 6.536 | 7.110 | 7.800 |
| 2 | 6.741 | 7.512 | 8.309 | 9.133 | 9.992 | 10.89 | 11.85 | 12.88 | 14.04 | 15.42 |
| 3 | 9.739 | 10.90 | 12.10 | 13.34 | 14.64 | 16.00 | 17.44 | 18.99 | 20.73 | 22.82 |
| 4 | 12.51 | 14.05 | 15.66 | 17.32 | 19.05 | 20.86 | 22.79 | 24.87 | 27.28 | 30.00 |
| 5 | 15.06 | 16.99 | 18.99 | 21.06 | 23.22 | 25.50 | 27.91 | 30.52 | 33.43 | 36.94 |
| 10 | 25.21 | 28.87 | 32.70 | 36.73 | 40.97 | 45.45 | 50.23 | 55.42 | 61.28 | 68.38 |
|  | 63.83 | 76.69 | 91.20 | 107.6 | 126.0 | 146.9 | 170.8 | 199.0 | 277.8 | 277.9 |

Table I - The time dependent eigenvalues for the free gas.
Unit is $\frac{1}{\sum_{f} v_{0}} \frac{M}{m}$. The values in oolumn (1) are the matrix element $S_{11}^{T}$.

| Dimenaion <br> of matrix | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $17 \times 17$ | 0.9244 | 1.141 | 1.339 | 1.606 | 1.918 | 2.262 | 2.629 | 3.014 |
| $14 \times 14$ | 0.9246 | 1.158 | 1.396 | 1.711 | 2.075 | 2.474 | 2.900 | 3.350 |
| $11 \times 11$ | 0.9252 | 1.486 | 1.486 | 1.872 | 2.315 | 2.800 | 3.326 | 3.899 |
| $8 \times 8$ | 0.9273 | 1.243 | 1.647 | 2.156 | 2.744 | 3.417 | 4.231 | - |


| Dimension <br> of matrix | 2 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $17 \times 17$ | 3.416 | 3.835 | 4.273 | 4.734 | 5.224 | 5.754 | 6.345 | 7.056 |
| $14 \times 14$ | 3.827 | 4.335 | 4.885 | 5.499 | 6.237 | - | - | - |
| $11 \times 11$ | 4.541 | - | - | - | - | - | - | - |

Table II - The convergence of time dependent eiganvalues in the oase of mass 1.
(The values of $\frac{\lambda}{v_{t}} \frac{1}{\sum_{f}}$ are shown .)
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Table III - The space dependent eigenvalues for the free gas
(where the products of spatial eigenvalue times $\frac{M}{m} \frac{1}{4 \Sigma_{f}}(i+1)$ are shown in this table)

|  | Dimension of matrix | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $17 \times 17$ | 2.263 | 2.530 | 2.796 | 3.062 | 3.327 | 3.593 | 3.859 | 4.191 | 8.785 |
| , | $14 \times 14$ | 2.263 | 2. 530 | 2.797 | 3.064 | 3.349 | 6.624 | - | - | - |
| $\begin{aligned} & \underset{\sim}{N} \\ & \ddagger \end{aligned}$ | $11 \times 11$ | 2.263 | 2.532 | 4.672 | - | - | - | - | - | - |

Table IV - The convergence of the space dependent eigenvalues in the free gas of mass 1.

The eigenvalues lower than 8 th correspond to the results obtained from $20 \times 20$ matrix. This table shows the products of the spatial eigenvalue times $\frac{p_{i}}{m} \frac{1}{4 \Sigma_{f}}(i+1)$

|  | $\frac{\text { Debye temp }}{\text { Temp }}$ | $\mathrm{s}_{11}^{\mathrm{T}}$ | $\frac{s_{11}}{s_{11} a^{t}=0}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 3.009 | 1 | 0 | - | - | - | - | - | - | - |
|  | 1 | 2.839 | 0.9434 | 0 | 1.906 | 4.636 | 9.446 | 16.33 | 25.75 | 38.70 | 57.80 |
|  | 2 | 2.412 | 0.8017 | 0 | 1.025 | 3.271 | 7.542 | 14.03 | 23.13 | 35.81 | 54.62 |
|  | 3 | 1.901 | 0.6317 | 0 | 0.5093 | 2.089 | 5.645 | 11.51 | 20.02 | 32.13 | 50.32 |
|  | 4 | 1.425 | 0.4734 | 0 | 0.2708 | 1.205 | 4.072 | 9.157 | 16.91 | 28.23 | 45.52 |
| H | 5 | 1.037 | 0.3445 | 0 | 0.1571 | 0.6931 | 2.810 | 7.164 | 14.12 | 24.53 | 40.77 |
| $\mathfrak{v}$ | 6 | 0.7447 | 0.2475 | 0 | 0.09754 | 0.4187 | 1.865 | 5.544 | 11.69 | 21.18 | 36.27 |
|  | 7 | 0.5349 | 0.1778 | 0 | 0.06466 | 0.2744 | 1.251 | 4.267 | 9.684 | 18.29 | 32.25 |
|  | 8 | 0.3876 | 0.1288 | 0 | 0.04452 | 0.1892 | 0.8632 | 3.239 | 8.026 | 15.81 | 28.68 |
|  | 9 | 0.2849 | 0.0947 | 0 | 0.03172 | 0.1357 | 0.6177 | 2.439 | 6.658 | 13.70 | 25.55 |
|  | spectrum -graphite | 0.9939 | 0.3303 | 0 | 0.3332 | 0.1072 | 2.949 | 6.548 | 12.57 | 21.78 | 36.44 |

Table V - The time dependent eigenvalues of the heavy Debye orystalline model and the graphite. (where the values of $\frac{M \lambda_{1}}{\bar{\Sigma}_{B} m V_{0}}$ are shown)

|  | $\frac{\text { Debye temp }}{T \operatorname{lomp}}$ |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 0 | 1 | 3 | 6 | 10 | 15 | 21 | 28 |
|  | 1 | 0.9434 | 0 | 0.9382 | 2.739 | 5.358 | 8.825 | 13.25 | 18.79 | 25.69 |
|  | 2 | 0.8017 | 0 | 0.7492 | 1.996 | 3.906 | 6.782 | 10.79 | 16.10 | 23.07 |
| $\square$ | 3 | 0.6317 | 0 | 0.4985 | 1.270 | 2.717 | 5.162 | 8.775 | 13.77 | 20.65 |
| K | 4 | 0.4734 | 0 | 0.3003 | 0.7739 | 1.873 | 3.941 | 7.122 | 11.70 | 18.30 |
|  | Speotrum of graphite | 0.3303 | 0 | 0.2653 | 0.7496 | 1.582 | 3.049 | 5.416 | 9.020 | 14.55 |

TableV - The apatial eigenvalues of the heavy Debye orystalline model and the graphite. (where the product of apatial eigenvalue times $\frac{1}{4 \Sigma_{B}}(i+1)$ are nown)
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#### Abstract

The time, energy and space dependent Boltzmann equation has been studied in order to obtain information on the diffusion cooling coefficient and other pulsed noutron parameters. In order to interpret experiments correotly it is essential to know what is meant by buokling in an energy dependent system. It is shown by an exact spatial analysis of the energy spectrum that this can be identified with the square of the infinite medium Fourier transform variable only if the extrapolation distance Zo is itself a function of buokling. The value of $\mathrm{Zo}\left(B^{2}\right)$ has been caloulated, together with the average energy of the speotrum acros s the system.
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## 1. Introduotion

The deoay constant of the fundamental mode is frequently given in the form:

$$
\begin{equation*}
\lambda=\overline{\Sigma_{a O} V_{0}}+\overline{D_{0}} B^{2}-C B^{4}+F B^{B}+O\left(B^{B}\right) \tag{1}
\end{equation*}
$$

where $B^{2}$ is the so-called "buokling" of the system. Nelkin (1) has shown how, by solving the infinite medium Fourier transformed Boltzmann equation, the ocefficients $\overline{\Sigma a O} \overline{V O}, \overline{D O}, C$ etc. can be obtained in terms of averages over the neutron energy speotrum. These equations are solved in this paper in terms of the eigen-functions of the scattering operator Se. The quantity $B^{2}$ has been left ill-defined in Nelkin's paper. The usual definition of $B^{2}$ depends upon the flux going to zero at the extrapolated boundary, however in systems in which the soattering mean free path is a function of energy this is not a unique oondition. We shall see that it is possible to obtain a consistent value of $\mathrm{B}^{2}$ and that this adds certain limitations in the interpretation of pulsed neutron experiments.
2. The Energy Dependent Boltzmann Equation

The exact solution of the Boltzmann equation contains terms corresponding to all the space and energy modes. In what follows we are conoerned only with the asymptotic value of this solution such that the energy speotrum has become oonstant with time (assuming such a condition is possible). This allows the flux to be written:

$$
\begin{equation*}
\Phi(\underline{r}, E, t)=\varphi(\underline{\underline{r}}, \mathbb{F}) e^{-\lambda t} \tag{2}
\end{equation*}
$$

For simplioity we shall consider isotropic scattering in the
laboratory system of coordinates and the geometry will be that of an infinite slab. The Boltzmann equation then takes the form:

$$
\begin{equation*}
\left[-\frac{\lambda}{\nabla}+\Sigma 0(E)+\Sigma s(E)+\mu \frac{\partial}{\partial x}\right] \varphi(E, x \mu)=\frac{1}{2} \int_{0}^{\infty} \alpha E^{1} \int_{-1}^{1} \alpha \mu^{1} \Sigma\left(E^{2} \rightarrow E\right) \varphi\left(E_{\nu}^{2} x, \mu^{1}\right) \tag{3}
\end{equation*}
$$

Assuming a solution of the form $\quad\left(E_{\Omega} x\right)=\varphi\left(E_{8} B\right) e^{i B x}$ and solving this by the perturbation method Nelkin ${ }^{(1)}$ arrives at the following set of equations:

$$
\sum_{j=0}^{n} F_{3 j}(E, \lambda) \varphi_{2}(n-j)_{2}(E)=\operatorname{sog}_{2 n_{2} O}(E) \quad \ldots \quad \ldots \ldots \quad \ldots \quad \text { (4) }
$$

$\infty$
where $\varphi(E, B)=\sum_{n=0}(i B)^{2 n} \varphi_{2 n_{2} O}(E)$
and

$$
\begin{align*}
& D o=\frac{1}{V 00} \int_{0}^{\infty} \frac{1 s(E)}{3} M(E) d E \\
& V_{00}=\int_{0}^{\infty} \frac{1}{V} M(E) d E \\
& C=C_{D}+C_{t} \\
& C_{D}=\frac{1}{V O O} \int_{0}^{\infty}\left(\frac{1 s(E)}{3}-\frac{D o}{v}\right) \varphi_{21_{0} 0}(E) d E \quad \ldots \quad \ldots \quad \ldots  \tag{5}\\
& C_{t}=\frac{1}{V 00} \int_{0}^{\infty} \frac{1 s^{2}(E)}{3}\left(\frac{41 s}{15}-\frac{D_{0}}{V}\right) M(E) d E
\end{align*}
$$

The values of the coefficients of $\mathrm{B}^{2 n}$ in equation (1) are obtained by integrating equation (4) over all energy. The notation is that used in Nelkin's paper.
3. Application to a Finite Medium

Before discussing the solution of equation (4) it is neoessary to see how this theory can be applied to a finite medium. At the moment it
is still the solution of the infinite medium problem. In spite of this, the solution can be used to construct physically useful solutions in the following way, which has many points in common with the method of images used in elementary electrostatic theory. Instead of dealing with a body of finite size, we consider an infinite medium for which $\varphi$ (B) gives an exact (mathematical) solution. The negative values of $\varphi(B)$ have no physioal meaning but if the regions in which $\varphi(B)$ is negative occur only in that part of the medium external to the body we are considering, the negative values oan be treated as convenient mathematical fictions introduced to obtain a solution of the physical problem. In general the value of $\varphi(B)$ obtained will not give an exact solution beoase it is not possible to fulfill the exact boundary conditions at the surface, viz: $\varphi(B, \mu)=0$ for $0<\mu<1$. The mathematical picture is shown below:


An infinite set of + ve and $-v e$ systems of width ${ }^{\prime} 2 a+2 Z 0^{\prime}$ exists (mathematically), the periodicity of the solution is B. It is possible, therefore, to associate this with a finite medium buckling if the periodicity is adjusted so that the solution goes through zero at the extrapolated boundary distant Zo from the surface.

For the present analysis, then, we assume that the square of the infinite medium Fourier transform variable, $B^{2}$, can be associated with a finite medium buckling. The validity of this approach and a method of
specifying the correct extrapolation distance $Z 0$ is investigated later in this report where the space dependence of the energy spectrum is considered. 4. Solution of the Perturbation Equations

The operation So $\varphi$ characterizes the thermal spectrum. In the one velocity case SO $\varphi$ is identically zero. If therefore the flux $\varphi(E)$ is expanded in the eigenfns. of So the deviations from one-velocity theory will be immediately obvious. The operator So is usually extremely complicated, however we will assume that the discrete set of eigenfunction $\mathrm{Xi}(E)$ of it can be found, together with the corresponding eigenvalues. Thus we can write

$$
\begin{equation*}
\operatorname{So} X i(E)+K_{i} X i(E)=0 \tag{6}
\end{equation*}
$$

where Ki are the eigenvalues corresponding to the eigenfunction Xi . It is further assumed that the eigenvalue spectrum is non-degenerate.

Associated with equation (6) is the adjoint equation

$$
\begin{equation*}
\operatorname{SNO}_{\sim}^{*} X i^{*}(E)+K i X_{i}^{*}(E)=0 \quad \ldots \tag{7}
\end{equation*}
$$

where So $^{*}$ and $X i$ * are defined through:

$$
\begin{aligned}
\left(X i, * \underset{\sim}{\text { So }} X_{i}\right) & =\left(X_{i},{\underset{\sim}{S o}}^{*} X i^{*}\right) \\
\left(X_{i}, X_{j}^{*}\right) & =\delta_{i j}
\end{aligned}
$$

Because of detailed balance, the lowest eigenvalue Ko is always zero corresponding to $X_{0}=E e^{-E}$ and $X_{0}{ }^{*}=1$. With these facts in mind equation (4) for $n=0,1$ can be solved. We make the following expansions:

$$
\begin{equation*}
\varphi_{2 i}(E)=\sum_{i=0}^{\infty} C_{a_{1 i}} X_{i}(E) \quad \ldots \quad \ldots \tag{9}
\end{equation*}
$$

We also know that fir $\frac{1}{v}$ absorption $\varphi_{0,0}(E)=E e^{-E}=M(E)$.
Inserting equation (9) into the equation obtained from (4), multiplying by the adjoint $X_{k}^{*}(E)$ and integrating gives:

$$
\begin{align*}
& C_{2 k}=\frac{1}{K_{k}}\left(\frac{1}{3} \text { I\&k-Do Vok }\right), k>0  \tag{10}\\
& \text { Using equations (9) and (10) in (5) gives: } \\
& C_{D}=\frac{1}{V_{\odot 0}} \sum_{k=1}^{\infty} \frac{1}{K_{k}}\left(\frac{1}{3} \text { Io - Do Vok }\right)^{2} \tag{11}
\end{align*}
$$

where the definition $x_{i k}=\int_{0}^{\infty} x(E) X_{i}(E) X_{k}{ }^{*}(E) d E$ is used.
5. The Heavy Gas Approximation

In the particular oase of the heavy gas approximation, the eigenfunction of So are known. The heavy gas operators So and $\mathrm{So}^{*}$ are:

$$
\begin{aligned}
& \text { So } \frac{2 \Sigma_{\mathrm{s}}}{M}\left(E \frac{\partial^{2}}{\partial E^{2}}+E \frac{\partial}{\partial E}+1\right) \\
& \text { So }=\frac{2 \Sigma_{\mathrm{s}}}{M}\left(E \frac{\partial^{2}}{\partial E^{2}}+(2-E) \frac{\partial}{\partial E}\right)
\end{aligned}
$$

and the eigenfunctions and eigenvalues are:
$X_{i}(E)=\frac{M(E) L_{i}^{(1)}(E)}{\sqrt{1!(1+1)!}} \quad, \quad X_{i}^{*}(E)=\frac{L_{i}^{(1)}(E)}{\sqrt{1!(1+5)!}}$

$$
K_{i}=\frac{2 i \Sigma_{s}}{M} \quad 1=0,1, \ldots \ldots \ldots
$$

The diffusion cooling coefficient then becomes

$$
C_{D}=\frac{2 V 01 s}{9 \sqrt{\pi} \xi} \sum_{k=1}^{\infty} \frac{1}{K}(10 k-3 \text { Do Wok })^{2}
$$

For constant ores section

$$
C_{D}=\frac{2 V 01 \mathrm{~s} \mathrm{Do}}{\sqrt{\pi} \xi} \sum_{k=1}^{\infty} \frac{V_{0} k^{2}}{k}
$$

We also find the flux to order $\mathrm{B}^{2}$ :
$\varphi(E, B)=M(E)\left[1-B^{2} \sum_{i=1}^{\infty} \frac{I_{s} L_{i}{ }^{(1)}(E)}{\xi i \sqrt{i!}(1+1)!}\left(\frac{10 i}{3}-D 0\right.\right.$ Void $\left.)+O\left(B^{4}\right)\right\}$

## 6. Chemical Binding

If the heavy gas approximation for So $\varphi$ is not a good one, there are two methods of approach. The first is to find a form of So which includes chemical binding, the difficulties associated with this are well known. (2) The second approach, which is the most practical, utilizes the eigenfunction of the heavy gas operator but admits that $\mathrm{So}_{\mathrm{No}} \mathrm{Xi}_{\mathrm{i}} \neq-\mathrm{K}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ because the Laguerre polynomials are not eigenfunction of SO.

In this case it is not possible to solve for the $C_{3}, k$ directly, but they can be obtained from the set of equations:

$$
\begin{aligned}
\frac{1}{3} \text { low }-D_{0} \text { Vok }=\sum_{i=1}^{\infty} C_{2}, i \text { rik }, \quad k>0 . \\
k=1,2, \ldots . .
\end{aligned}
$$

where riv is defined as ${ }^{(3)}$ :

$$
\begin{aligned}
& r_{i k}=B_{i} B_{k} \int_{0}^{\infty} \int_{0}^{\infty} d E d E^{2} M(E) \Sigma\left(E \rightarrow E^{2}\right)\left[L_{i}^{(1)}(E) L_{k}^{(1)}(E)-L_{i}^{(1)}\left(E^{1}\right) I_{k}{ }^{(1)}(E)\right] \\
& B_{i}=[i:(i+1):]^{\frac{1}{2}} \\
& \text { Retaining terms } i, k=0,1 \text { we find } \\
& C_{D}=\frac{2 V_{0} \gamma_{22} 100^{2}}{\left.9 \sqrt{\pi\left(\gamma_{11} \gamma_{12}-\gamma_{12}\right.}\right)}\left(\frac{101}{100}-\frac{1}{2 \sqrt{2}}\right)^{2}\left\{\begin{array}{c}
\left(\frac{101}{\left.10-\frac{\sqrt{3}}{8}\right)^{2}} \frac{100}{\gamma_{22}}\left(\frac{101}{100}-\frac{1}{2 \sqrt{2}}\right)^{2}-\frac{2 \gamma_{12}}{\gamma_{22}}\left(\frac{10}{100}-\frac{\sqrt{3}}{8}\right)\right. \\
\left.\frac{101}{100}-\frac{1}{2 \sqrt{2}}\right)
\end{array}\right\}
\end{aligned}
$$

For $\gamma_{12}=0$ this reduces to an expression obtained by K.S. Singwi ${ }^{(4)}$.
If the $\gamma_{12} \gg \gamma_{i k}(k \neq 1)$, then $C_{D}$ can still be represented as an infinite series:

$$
C_{D}=\frac{2 v o 100^{2}}{9 \sqrt{\pi}} \sum_{k=1}^{\infty} \frac{1}{1 k k}\left(\frac{10 k}{100}-\frac{V o k}{V 00}\right)^{2}
$$

If the eigenfunctions an be found by any other method then equation (11) is still valid.

## 7. Average Energy

The average energies inside and outside are frequently of interest, they are defined by
$\bar{E}_{\varphi}=\frac{\int_{0}^{\infty} E \varphi(E, B) d E}{\int_{0}^{\infty} \varphi(E, B) d E}, \bar{E}_{\text {out }}=\frac{\chi^{\infty} E I(E) \varphi(E, B) d E}{\int_{\gamma}^{\infty} I(E) \varphi(E) d E}$
They are given by

$$
\bar{E}_{\varphi}=2\left\{1-\frac{B^{2} r_{22} 100}{3 \sqrt{2}\left(\gamma_{12} \gamma_{22}-\gamma_{12}^{2}\right)}\left(\frac{1}{2 \sqrt{2}}-\frac{102}{100}\right)\left[1-\frac{\gamma_{12}}{\gamma_{22}}\left(\frac{\left.\frac{\sqrt{3}}{8}-\frac{102}{100}\right)}{\frac{1}{2 \sqrt{2}}-\frac{101}{100}}\right)\right]+0\left(B^{4}\right)\right\}
$$

which for $\gamma_{12}=0$ reduces to

$$
\bar{E}_{\varphi}=2\left\{1-\frac{B^{2} 100}{3 \sqrt{2} \gamma_{11}}\left(\frac{1}{2 \sqrt{2}}-\frac{101}{100}\right)+0\left(B^{4}\right)\right\}
$$

Also

$$
\begin{aligned}
& \bar{E}_{\text {out }}=2-\frac{\sqrt{2} 10 \lambda}{100}-\frac{\sqrt{2} B^{2}}{3 \gamma_{11} 100}\left(\frac{100}{2 \sqrt{2}}-101\right)\left(1_{11}-\frac{10_{1}^{2}}{100}\right)+O\left(B^{4}\right) \\
& \text { For } B^{2}=0 \quad \bar{E}_{\varphi}=2 \quad \text { and } \bar{E}_{\text {out }}=2-\frac{\sqrt{2} 101}{100}
\end{aligned}
$$

This is interesting because it shows that the leakage spectrum differs In average energy from the interior spectrum except for the case of constant m.f.p. in which case $10_{1} \equiv 0$ by the orthogonality of the Laguerre polynomials. Using the values of the cross section obtained by Singwi (5) we find for Beryllium $I_{0_{2}}=0.155, I 00=1.51, I_{1 I}=1.65$. Therefore $\bar{E}_{\text {out }}=1.855$. This differs by about $7 \%$ from the infinite medium value inside the assembly. Using a $1 / v$ scattering law for water we $f^{10}{ }^{10} / 100=-0.354$, therefore $\bar{E}_{\text {out }}=2.5$ which is $25 \%$ greater than the infinite medium value. The great difference between the values for Be and $\mathrm{H}_{2} \mathrm{O}$ serve to illustrate how sensitive the leakage spectrum is to the variation of mof.p.
with energy. We shall see further evidence of this in the section on space dependence where the extrapolation distance is calculated.

## 8. Terms of $0\left(B^{8}\right)$

For small systems terms of order $B^{6}$ may become important. In order to find their magnitude we retain higher orders in the set of equation (4), namely the $\varphi_{4}, 0$ equation. After solving these equations by the expansion method illustrated above we find for the heavy gas case the coefficient for the $B^{\theta}$ term in the decay constant:
$F=\frac{I_{s}^{2}}{3} C_{D}-\frac{D o^{3} 1 s^{2}}{\xi^{2}}\left\{\frac{1}{V 00} \sum_{i=1}^{\infty} \frac{V o i}{i} \sum_{j=1}^{\infty} \frac{V o j V i j}{j}-\sum_{i=1}^{\infty} \frac{V_{0 i}^{2}}{i^{2}}-\frac{2}{V_{00}^{2}}\left(\sum_{i=1}^{\infty} \frac{V o i^{2}}{i}\right)^{2}\right\}$
A similar calculation based on the diffusion equation gives for
$F\left(=F^{1}\right.$ say $)$

K.S. Singwi (4) has obtained the value $F^{1}$ in the first approximation
$i_{i j}=1$. However, becouse of equation (12) his values are erroneous, the correction term $\frac{1_{s}{ }^{2} C_{D}}{3}$ which is due to the coupling of transport and energy effects is by no means negligible.

In order to investigate the effect of $B^{B}$ terms on the decay constant the diffusion cooling coefficient is rewritten

$$
C^{1}=C_{D}\left[1-\frac{F}{C} B^{2}\right]
$$

Using $i, j=1$ in the above we find

$$
\frac{F}{C_{D}}=\frac{1_{S}^{2}}{8 \xi}\left(1+\frac{8 \xi}{3}\right)
$$

or in the more general case

$$
\frac{F}{C_{D}}=\frac{I_{\theta}}{8 \gamma_{11}}\left(1+\frac{8 I_{s} \gamma_{11}}{3}\right)
$$

For Be the largest assembly used by Andrews ${ }^{(6)}$ was $B^{2}=0.075 \mathrm{cu}^{-2}$, assume $\gamma_{11}=0.08, I_{s}=1.51$ we find $\left(F / C_{D}\right) B^{2}=0.234$, this is a correction of $23 \%$ somewhat greater than that predicted by Singwi of $16 \%$.

An important conclusion of the above analysis is that diffusion theory can be used to order $B^{4}$ in the decay constant and to order $B^{2}$ in the flux. Transport corrections to the decay constant are additive and can be small up to $B^{4}$. Beyond this transport and energy effects are closely interlinked, however, the neglect of transport effects can be tolerated, o.f. the difference between $23 \%$ and $16 \%$ of an already small correction.

The weakest part of the above analysis lies in the association of the square of the infinite medium Fourier transform variable with the buckling $B^{2}$. In the next section we show how this can be made rigorous provided that the extrapolation distance is suitably defined.

## 9. The Space Dependent Energy Spectrum

The existence of a unique bucklirg depends on the validity of the first fundamental theorem of reactor theory viz. space and energy are separable:

$$
\begin{equation*}
\Phi(E, \underline{r})=\Phi(\underline{r}) f(E) \tag{13}
\end{equation*}
$$

This is exactly true in a homogeneous infinite medium. It requires however, some justification in finite systems. What is done is to seek an "asymptotic" region inside the medium far from boundaries, in which the first fundamental theorem is valid. Experiments ${ }^{(7)}$ have been performed to test this assumption. Those by Inðnu at Oak, Ridge are particularly interesting. Indnu measures the thermal and epithermal fluxes and shows that only if data
within $3-3 \frac{1}{2}$ " of the boundary of a large critical aqueous $U^{235}$ solution are included is the extrapolation distance independent of energy ie. equation (13) applies. (This case is an extreme example, in non-multiplying media the effect will be less).

On physical grounds the exact solution can be written

$$
\begin{equation*}
\Phi\left(E_{1} \underline{\underline{r}}\right)=\varphi(\underline{\underline{r}}) f(E)+\rho \underset{\text { transient }}{(\underline{\underline{r}} E)} \tag{14}
\end{equation*}
$$

The asymptotic part establishes a unique extrapolation distance for

a given buckling. The distance ' $d$ '
is the width of the zone in which the
term $P_{\text {trans }}$ is important. In the theory which follows, analytical expressions for $Z O\left(B^{2}\right)$, the term
$P_{\text {trans }}$ and the distance ' $d$ ' are formulated. As far as possible the se expressions have been compared with experimental or theoretical results obtained by other workers (of which there are few). In general the agreement is good although in such comparisons which are of the limit of experimental observation only the general trend can be observed. In particular the results show an increase of $\mathrm{Zo}\left(\mathrm{B}^{2}\right)$ with buckling for Be and a decrease for $\mathrm{H}_{2} \mathrm{O}$. This is a result of the great differences in the energy dependence of the m.f. paths for these elements.
10. The Energy and Space Dependent Diffusion Equation

The analysis which is developed can be treated quite generally in the $P_{N}$ approximation. However, the important physics of the problem can be illustrated very well by diffusion theory.

The diffusion equation can be written for an infinite slab:

$$
\begin{equation*}
\frac{1}{v} \frac{\partial \Phi\left(E_{2} x, t\right)}{v t}+\left[\Sigma_{0}(E)-\frac{I(E)}{3} \frac{\partial^{2}}{\partial x^{2}}\right] \Phi(E, x, t)=S_{0} \Phi(E, x, t) \quad \ldots \ldots \tag{15}
\end{equation*}
$$

The boundary condition of zero return current is

$$
\begin{equation*}
\Phi(E, a, t)+\left.\frac{2}{3} I(E) \frac{\partial \Phi(E, x, t)}{\partial x}\right|_{x=a}=0 \tag{16}
\end{equation*}
$$

This equation is solved by means of the expansion

$$
\begin{equation*}
\varphi(E, x)=\sum_{i=0}^{\infty} \frac{X i(x) M(E) L i}{}{ }^{(1)}(E) \tag{17}
\end{equation*}
$$

Where we have assumed

$$
\Phi(E, x, b)=\varphi\left(E_{\Delta} x\right) e^{-\lambda t}
$$

Using these expansions in equations (15) and (16) multiplying by
$\frac{I_{k}^{(1)}}{\sqrt{3!(1+1)!}}$ and integrating we find

$$
\begin{align*}
& \sum_{i=0}^{\infty}\left\{-\lambda V_{i k}-\frac{l i k}{3} \frac{\partial^{2}}{\partial x^{2}}+r_{i k}\right\} x_{i}(x)=0  \tag{18}\\
& k=0_{1} 1, \ldots \\
& \sum_{i=0}^{\infty}\left\{\delta_{i k} X_{i}(a)+\left.\frac{2}{3} l_{i k} \frac{\partial x_{i}(x)}{\partial x}\right|_{x=a}\right\}=0 \tag{19}
\end{align*}
$$

where we have assumed $\frac{1}{v}$ absorption and included $\Sigma_{a 0} V_{0}$ in $\lambda_{0}$
We consider only the $1, k=0,1$ terms:
$-\lambda V_{00} X_{0}-\frac{100}{3} \frac{\partial^{2} X_{0}}{\partial x^{2}}-\lambda V_{O_{1}} X_{1}-\frac{10_{1}}{3} \frac{\partial^{2} X_{1}}{\partial x^{2}}=0$
$-\lambda V O_{1} X 0-\frac{10_{1}}{3} \frac{\partial^{2} X_{0}}{\partial x^{2}}-\lambda V_{11} X_{1}-\frac{l_{11}}{3} \frac{\partial^{2} X_{1}}{\partial x^{2}}+\gamma_{11} X_{1}=0$
$X_{0}(a)+\left.\frac{2}{3} 100 \frac{\partial X_{0}(x)}{\partial x}\right|_{x=a}+\left.\frac{2}{3} l 0_{1} \frac{\partial X_{1}(x)}{\partial x}\right|_{x=a}=0$
$\left.\frac{2}{3} I_{1} \frac{\partial X_{0}(x)}{\partial x}\right|_{x=a}+X_{1}(a)+\left.\frac{2}{3} I_{11} \frac{\partial X_{1}(x)}{\partial x}\right|_{x=a}=0$
The equation for Xo can be written:
$a \frac{\partial^{4} X_{0}}{\partial x^{4}}+b \frac{\partial^{2} X_{0}}{\partial x^{2}}+c X_{0}=0$
where $\quad a=\frac{I_{11} 100-10_{1}{ }^{2}}{9}$

$$
\begin{aligned}
& b=\frac{1}{3}\left(\lambda V 00 I_{11}+\lambda V_{11} 100-\gamma_{11} 100-2 I_{0_{1}} \lambda V O_{1}\right) \\
& 0=\lambda^{2} V_{11} V 00-\gamma_{11} \lambda V 00-\lambda^{2} V_{1}{ }^{2}
\end{aligned}
$$

We seek a solution of the form $X O(x)=\sum_{1}$ Ai $e^{-\alpha_{1} x}$, the equation for $a_{i}$ then becomes:

$$
a \frac{a_{i}^{4}}{2}+b \frac{a_{1}^{2}}{1}+c=0
$$

We can show that the roots of this are $\pm i a_{9} \pm a_{3}$ where $a$ and $a_{3}$ are real.
Because of the symmetry condition $\mathrm{Xo}(\mathrm{x})=\mathrm{Xo}(-\mathrm{x})$ and the complete solution to (20) becomes:

$$
X_{0}(x)=A_{1} \cos a x+A_{2} \cosh a_{3} x
$$

similarly

$$
x_{1}(x)=\beta A_{1} \cos \alpha x-\gamma A_{2} \cosh \alpha_{3} x
$$

where $\beta=\frac{a^{2} 100-\lambda V_{00}}{\lambda V O_{1}-\frac{a^{2} 10_{1}}{3}}, \quad r=\frac{\lambda V 00+\frac{a_{B}^{2} 100}{3}}{\lambda V O_{1}+\frac{a_{3}^{2} 10_{1}}{3}}$
The substitution of these two equations into the boundary conditions leads to a determinentai equation, the usefulness of which will become evident after discussion of the parameters $a$ and $a_{0}$. By considering the total flux: $\Phi(E, x)=M(E)\left[\cos a x\left(1+\frac{\beta}{\sqrt{2}} L_{2}^{(1)}(E)\right)+\frac{A_{2}}{A_{1}} \operatorname{carh} \alpha_{3} x\left(1-\frac{\gamma}{\sqrt{2}} L_{1}{ }^{(1)}(E)\right)\right]$ and recalling equation (14) we can associate $M(E)\left(1+\beta / \sqrt{2} L_{1}{ }^{(1)}(E)\right)$ with $\varphi(\underline{r}) f^{\prime}(E)$ and $\frac{A_{2}}{A_{1}}$ ash $a_{B} x M(E)\left(1-\gamma / \sqrt{2} L_{1}(1)(E)\right)$ with $p_{\text {trans }}(E, x)$. Consider further the equation for the decay constant. We find that the equation involving $a$ and $\lambda$ is

$$
\begin{gathered}
\lambda^{2}\left({V O_{1}}^{2}-V 00 V_{11}\right)+\lambda\left[\frac{a^{2}}{3}\left(V 00 l_{11}+V_{11} 100-210_{1} V O_{1}\right)+r_{11} V 00\right]- \\
-\frac{r_{21} 100 a^{2}}{3}-\frac{a^{4}}{9}\left(1_{11} 100-10_{1}^{2}\right)=0
\end{gathered}
$$

which on rearrangement gives:

$$
\lambda=\frac{2 V_{0} 100}{3 \sqrt{\pi}} a^{2}-\frac{2100^{2} V_{0} a^{4}}{9 \sqrt{\pi} \gamma_{21}}\left(\frac{102}{100}-\frac{1}{2 \sqrt{2}}\right)^{2}+0\left(a^{8}\right)
$$

This is identioal with the Fourier transform expression, so that taken with the expression for the total flux it implies that $a^{2}$ is equivalent to the buckling of the system provided it is calculated according to the determinantal equation disoussed earlier, i.e. the buakling is the inverse wavelength of the asymptotic solution.
11. The Extrapolation Distance

The conventionai definition of buckling $\left(a^{2}=B^{2}\right)$ is for the infinite slab of width ' $2 a$ ':

$$
B^{2}=\left(\frac{\pi}{2(a+Z 0)}\right)^{2}=\left(\frac{\pi}{2 H}\right)^{2}
$$

This definition can only be retained if 20 is a function of $B^{2}$.
The value of $\mathrm{Zo}\left(\mathrm{B}^{2}\right)$ is obtained from:

$$
\left|\begin{array}{l}
1-\frac{2 B}{3}\left(100+\beta 10_{1}\right) \tan B a, 1+\frac{2 a_{3}}{3}\left(100-\gamma 1_{01}\right) \tanh \alpha_{\theta} a \\
\beta-\frac{2 B}{3}\left(10_{1}+\beta 1_{11}\right) \tan B a, \frac{2 a_{3}}{3}\left(10_{1}-\gamma 1_{11}\right) \tanh a_{3} a-\gamma
\end{array}\right|=0
$$

It will be shown later that $a_{8} a \gtrsim 3$, hence $\tanh a_{3} a=1$.
Also $\tan \mathrm{Ba}=\tan \frac{\pi \mathrm{a}}{2 \mathrm{H}}=\tan \frac{\pi(\mathrm{H}-\mathrm{ZO})}{2 \mathrm{H}}$
$=\tan \left(\frac{\pi}{2}-\frac{\pi Z 0}{2 H}\right)=\tan \left(\frac{\pi}{2}-\mathrm{BZO}\right)=\cot \mathrm{BZO}$
Thus we have an equation for $\mathrm{Zo}\left(\mathrm{B}^{2}\right)$. By expanding the determinant in powers of $B^{2}$ we $f$ ind:

$$
\begin{equation*}
Z 0=\frac{2}{3} \frac{A}{C}\left\{1+\left(\frac{B}{A}-\frac{D}{C}\right) B^{2}-\frac{4}{27} B^{2}\left(\frac{A}{C}\right)^{2}+O\left(B^{4}\right)\right\} \ldots \ldots \tag{21}
\end{equation*}
$$

where $\frac{A}{C}=100\left(1+\frac{10_{1}^{2} / 100^{2}}{1+2 a_{8,}^{-1} \gamma_{11}}\right), \quad a_{0_{1} 0}=\sqrt{\frac{3 \gamma_{11} 100}{I_{11} 100-10_{1}}}$
In order to interpret these results we must assess what effeot diffusion theory has on the extrapolation distance. A one velooity $P_{1}$ and $P_{s}$ caloulation has been performed and it is found that:

$$
\begin{aligned}
& (z 0) P_{1}=\frac{2}{3} 100\left(1-\frac{4}{27} B^{2} 100^{2}+O\left(B^{4}\right)\right) \\
& (z 0) P_{3}=0.7051100\left(1-0.0148 \mathrm{~B}^{2} 100^{2}+O\left(B^{4}\right)\right)
\end{aligned}
$$

This shows that the $P_{1}$ effect overestimates by a oonsiderable amount the variation of $Z 0$ with buckling. The $\mathcal{P}_{3}$ calculation shows that in the one velocity oase the variation of Zo with buckling oan be negleoted in the regions of interest. This implies that any variation of $Z 0$ with $B^{2}$ observed experimentally is due almost entirely to energy effects. In order to account for this at least to order $B^{2}$ we have subtracted the one-velocity $P_{1}$ effect from the value of Zo given above in equation (21), giving:

$$
\begin{align*}
& Z 0=\frac{2}{3} 100\left[1+\frac{1}{1+2 a_{B_{1}}^{-1} \gamma_{11}}\left[\frac{100^{2}}{100^{2}}+S 100^{2} B^{2}\right]+0\left(B^{4}\right)\right] \ldots  \tag{22}\\
& S=\text { fn of } 11 k, r_{11} .
\end{align*}
$$

A $P_{3} I_{1}$ oalculation should be made to test the validity of this but up to order $B^{2}$ it should be quite accurate.

An interesting result of this analysis, which is independent of the $P_{2}$ subtraotion, occurs where $B^{2} \rightarrow 0$ i.e. we have an infinite half space, then:

$$
\begin{equation*}
z_{0}=\frac{2}{3} 100\left(1+\frac{1_{1}^{2} / 100^{2}}{1+2 \gamma_{11} a_{3_{1}}}\right) \tag{23}
\end{equation*}
$$

This implies that the multivelocity effect increases the extrapolation distance no matter what the variation of mean free path with energy, for the half space. An approximate calculation for water, assuming it to be a $1 / v$ soatterer, and using diffusion cooling experimental results for $\gamma_{11}$, yields an increase of $6.5 \%$ for the extrapolation distance over the one velocity value. For Be the increase is only $0.75 \%$. If the oross section is constant then $Z 0=2 / 3100$ always.

Numerical results for $Z O\left(B^{2}\right)$ are presented in figures II and IV. They show how sensitive $Z O\left(B^{2}\right)$ is to the sign of 102 . Gelbard and Davis (8) have performed a $\mathrm{Ps}_{\mathrm{c}}$ calculation using the Radkowsky kernel and their results for 20 are in close agreement with these, thus showing the validity of subtracting the $P_{1}$ one velocity effect.

Tables $5.2,5.3$ and 5.4 give some numerical results for water, with different effective masses for the water molecule, and for beryllium. The experimental results for Be are obtained from Andrew's ${ }^{(6)}$ report by oalculation from his values of cube size and buckling. The experimental results for water are obtained by assuming $Z 0=0.71 \overline{1}$, where $\overline{1}$ is the averaged value of $I(E)$, arsuming $I(E)$ over a maxwellian the average energy of which has been obtained from diffusion cooling experiments and is a funtion of buckling. Although agreement is not good it is encouraging that the results follow the theoretical trend, i.e. an increase of $Z 0$ for $B e$ and decrease for water, with buckling.

## 12. The Relaxation Length

A relaxation length $a_{B}^{-1}$ may be defined which is a measure of the width of the transient zone near the boundary. $a_{3}^{-1}$ is given by:

$$
\begin{aligned}
a_{3}= & \sqrt{\frac{3 r_{11} 100}{1_{11} 100-10_{1}}}\left\{1-\frac{B^{2} 100}{6 r_{12}}\left[\left(\frac{100_{1}}{100}-\frac{1}{2 \sqrt{2}}\right)^{2}+3 / 4\right]+0\left(B^{4}\right)\right\} \ldots(24) \\
& a_{B}\left(B^{2}=0\right)=a_{B, 0} \\
& \text { We find } \frac{A_{2}}{A_{1}} \cosh a_{8} x \propto \text { constant } e^{-a_{B}(a-x)}
\end{aligned}
$$

Thus for distances $>a_{3}^{-1}$ this term deoays rapidly. $a_{3}^{-1}$ is seen to increase with buckling, this is to be expected since the energy speotrum deviates more from $\equiv \mathrm{bm}$ for small systems. Calculations indicate that $a_{8}^{-1}=2.6 \mathrm{~cm}$. and 0.52 cm . for Be and $\mathrm{H}_{2} \mathrm{O}$ respeotively for the case $\mathrm{B}^{2} \rightarrow 0$. The results suggest that deviation from the asymptotic solution begins to become large at points of the order of $a_{3}^{-2} \mathrm{~cm}$. from the boundary. Tables 5.1 and 5.2 show the variation of $\alpha_{3}^{-1}$ with buckling. $\alpha_{3}^{-1}$ is very sensitive to the $v$ alue of $\gamma_{11}$ and the effect of chemical binding on space-energy separability can be studied through this parameter. Since $\gamma_{21}$ appears in the denominator, the smaller it is then the less accurate is space-energy separability i.e. the smaller is the asymptotic region. For low temperatures where $\gamma_{11}$ becomes very small, this is particularly important and it may well be that no unique buckling exists in the usual sense.

A further 'reason why at low temperatures pulsed neutron decay constants must be viewed with doubt, at least for crystals, is because of the large amount of elastic scattering at low energies. If this region becomes important then there is a possibility that no unique deoay constant will exist, each energy group decaying independently.
13. Average Energy

Having obtained $\varphi(E, x)$ we are in a position to calculate $\bar{E} \varphi\left(x, B^{2}\right)$, this is a convenient measure of the way in which the neutron energy speotrum changes with pesition and leads to a criterion for judging how accurately space and energy oan be made separable.

$$
\overline{\mathrm{E}} \varphi\left(x, \mathrm{~B}^{2}\right)=\frac{\int_{0}^{\infty} E \varphi(E, x) d E}{\int_{0}^{\infty} \varphi(E, \mathrm{x}) \mathrm{dE}}
$$

This leads to:

$$
\begin{equation*}
\bar{E} \varphi\left(x, B^{2}\right)=2\left[1-\frac{1}{\sqrt{2}} \frac{\cos B x-r^{A_{2}} / A_{1} \cosh \alpha_{3} x}{\cos B x+A_{2} / A_{1} \cosh \alpha_{3} x}\right] \cdots \quad \cdots \tag{25}
\end{equation*}
$$

The twi extreme values $\overline{\mathrm{E}} \varphi\left(0, \mathrm{~B}^{2}\right)$ and $\overline{\mathrm{E}} \varphi(\mathrm{a}, 0)$ are of interest:

$$
\begin{equation*}
\bar{E}\left(\cdot, B^{2}\right)=2(1-\beta / \sqrt{2})+0\left(e^{-a_{3} B}\right) \ldots \ldots \tag{26}
\end{equation*}
$$

Apart from the very small correction term this is exactly the same as the result obtained assuming space and energy to be rigorously separable.

We find:

$$
\begin{equation*}
\overline{\mathrm{E}} \varphi(a, 0)=2\left[1-\frac{1_{01}}{\sqrt{2} 100\left(1+2 \gamma_{11} a_{3}, 0\right)}\right] \tag{27}
\end{equation*}
$$

It is also possible to obtain $\overline{\mathrm{E}} \varphi(\mathrm{x})$ for a semi-infinite plane $\mathbf{x} \leqslant \boldsymbol{\bullet}$, in this case:

$$
\begin{equation*}
\left.\bar{E} \varphi(x)=2\left[1-\frac{102 / \sqrt{2}}{3 / 2\left(1+2 \gamma_{11} a_{3}^{-1} 0\right.}\right) /\left(\frac{2}{3} 100-x\right) e^{-x / a_{\theta_{2}}^{-1}}+\frac{10_{1}{ }^{2}}{100}\left(e^{-x / \alpha_{\theta_{1}}^{-1}}-1\right)\right] \tag{28}
\end{equation*}
$$

For $x=$ - this reduces $t \_\bar{E} \varphi(a, \bullet)$.
Equation (27) is an extremely interesting result because apart from the factor $\left(1+2 r_{11} a_{3}^{-1}, 0\right)$ it is exactly the expression obtained for $\bar{E}_{\text {out }}{ }^{(3)}$ i is apparent through the boundary conditions (16)..
$\bar{E} \varphi(a)=\frac{\int E \varphi(E, a) d E}{\int \varphi(E, a) d E}=\left.\frac{\left.\int_{0}^{\infty} E I(E) \frac{\partial \varphi(E, x}{\partial z}\right|_{x=a} d E}{\left.\int_{0}^{\infty} I(E) \frac{\partial \varphi(E x}{\partial x}\right)}\right|_{x=a}{ }^{d E}$
which is the definition of $\overline{\mathrm{E}}_{\text {out }}$.

This shows clearly how the space dependent energy spectrum can account concisely for the average energy properties of the spectrum in a single definition. Previous authors $(3)(4)$ have had to redefine the average energy for leakage spectrum calculation. $\bar{E} \varphi(x)$ is shown for $B e$ and water in figs. I and V. We notice that $\overline{\mathrm{E}} \varphi(\mathrm{x})$ depends sensitively on $\mathrm{lo}_{1}$. For Be $\mathrm{lo}_{1}$ is positive but for a I/T scatter it is ne gative consequently $\overline{\mathrm{E}} \varphi(a)$ is less than $\overline{\mathrm{E}} \varphi(0)$ for the former and greater than it for the latter. Furthermore $\overline{\mathrm{E}} \varphi(\mathrm{x})$ is constant up to a distance of the order $a_{s}{ }^{-1}$ from the surface. This illustrates that in this region space and energy are accurately separable.

A physical explanation of these results can be given in the light of certain experiments. In the experiments of Fermi and Anderson ${ }^{(9)(10)}$ it was established that neutrons emitted from a cavity a graphite measuring $10 \times 10 \times 125 \mathrm{cms}$. have a temperature of $300^{\circ} \mathrm{K}$. The temperature of neutrons emitted from the surface of the graphite was found to be $200^{\circ} \mathrm{K}$. According to $\operatorname{Zinn}(11)$ the temperature of neutrons emitted from a paraffin surface was $390^{\circ} \mathrm{K}$ whereas their temperature inside the medium was $300^{\circ} \mathrm{K}$. This is in agreement with the above theory.

An inevitable conclusion of these results is that the energy of neutrons emitted from a medium is not the same as their energy within the medium and depends on the conditions under which escape takes place.

It is suggested that the essential factor determining the spectrum of neutrons emitted from a surface is the energy dependence of the mof.p. The spectrum of neutrons escaping from a surface will be enriched in faster neutrons if, with an increase in energy, $l(E)$ is increased, and vice versa. For a precise calculation of the neutron spectrum it is necessary to take into account the changes in neutron density and spectrum in the vicinity of the boundary of
the medium, which are caused by escape, and also the transfer of neutrons from a group with one energy to a group with another as a consequence of the energy exchange in the medium.

Equation (27) shows that these arguments are correct and contains $\operatorname{explicitly}$ the energy dependence of the mean free path in the quantity $10_{1}$ and also the energy sharing effect in the quantity $1+2 \gamma_{11} a_{0}^{-1} 0$.

In particular, if the mean free path is constant $10_{1} \equiv 0$ and the emergent spectrum is the same as the medium spectrum. On the other hand if $l(v) a v$ then $l O_{1}<0$ and the emergent spectrum is enhanced in high energy neutrons. Similarly if $l(v)$ has the form usually found for crystals where the mean free path increases rapidly for small velocities, the reverse happens, $10_{1}>0$ and the emergent spectrum is softened.

The mean leakage energy does not depend so sensitively on the $\gamma_{11}$ term, thus showing that it is the mean free path rather than the differential scattering cross section which determines the characteristics of the leakage speotrum.

## 14. Variation of Buckling with Position

A convenient way of finding how well a single buckling characterizes a medium is to plot - $\nabla^{2} \varphi(x, E) / \varphi(x, E)$ against position. This has been done for water and beryllium in figs. III and VI. The energy averaged value, corresponding to $\mathrm{E}=2$, is the least varying value but the relative variation is much greater than that of the average energy.

## 15. Conclusions

(a) The concept of buckling in energy dependent systems is shown to be valid as long as the asymptotic region is well established. This may not be possible for some substances at low temperatures.
(b) The leakage spectrum is determined mainly by the variation of mean free path with energy and is less sensitive to the differential scattering cross section.
(c) For calculation of neutron spectra in pulsed systems to order $B^{4}$ or greater, transport effects must not be neglected.
(d) The spatial calculations have only been performed in diffusion theory, it would be useful to extend the theory to higher orders, both in the $P_{N}$ and $I_{n}(1)$ approximations, analytically. Work is proceeding along these lines but at present this is incomplete.
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Relaxation Length for Water

| $M_{2}=3.55$ |  | $M_{2}=1.044$ |  | $M_{2}=7.8$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $B^{2}$ | $a_{B}^{-1}$ | $B^{2}$ | $a_{3}^{-1}$ | $B^{2}$ | $a_{8}^{-1}$ |
| 0 | 0.5157 | 0 | 0.9512 | 0 | 0.3480 |
| 0.0472 | 0.5187 | 0.0477 | 0.9928 | 0.0471 | 0.3489 |
| 0.1430 | 0.5253 | 0.1480 | 1.0146 | 0.1418 | 0.3509 |
| 0.2406 | 0.5319 | 0.2544 | 1.0600 | 2.374 | 0.3529 |
| 0.3401 | 0.5387 | 0.3665 | 1.1081 | 0.3339 | 0.3549 |
| 0.4414 | 0.5456 | 0.4838 | 1.1594 | 0.4312 | 0.3569 |
| 0.5446 | 0.5526 | 0.6058 | 1.2144 | 0.5293 | 0.3590 |
|  |  |  |  |  |  |

The values of $M_{2}=1.044,3.55$ and 7.8 correspond to effective masses of the water molecule of $18,5.3$ and 2.4 respectively.

## TABLE 5.2

## Beryllium Extrapolation Distance (Theory)

| $B^{2}$ | Z0/100 | $a_{8}{ }^{-1}$ |
| :---: | :---: | :---: |
| 0 | 0.7153 | 2.607 |
| 0.0053 | 0.7166 | 2.641 |
| 0.0106 | 0.7178 | 2.678 |
| 0.0159 | 0.7190 | 2.717 |
| 0.0213 | 0.7202 | 2.757 |
| 0.0267 | 0.7214 | 2.799 |
| 0.0321 | 0.7225 | 2.842 |
| 0.0375 | 0.7236 | 2.887 |
| 0.0429 | 0.7247 | 2.934 |
| 0.0484 | 0.7258 | 2.984 |
| 0.0538 | 0.7268 | 3.036 |
| 0.0593 | 0.7278 | 3.090 |
| 0.0648 | 0.7287 | 3.147 |
| 0.0703 | 0.7296 | 3.207 |
| 0.0759 | 0.7305 | 3.270 |
| 0.0814 | 0.7314 | 3.337 |
| 0.0870 | 0.7322 | 3.408 |

TABLE 5.3

## Beryllium Extrapolation Distance.

Experiment

| $\mathrm{B}^{2}$ | $20 / 100$ |
| :--- | :--- |
| .003369 | 0.7125 |
| .004810 | 0.7137 |
| .007419 | 0.7150 |
| .01290 | 0.7186 |
| .01823 | 0.7271 |
| .02772 | 0.7315 |
| .04693 | 0.7500 |
| .05792 | 0.7616 |
|  | 0.7795 |

TABLE 5.4

Extrapolation Distance
Water as $1 / \mathrm{V}$ Scatterer

| $M_{2}=3.55$ |  | $M_{2}=1.044$ |  | $M_{2}=7.8$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $B^{2}$ | $20 / 100$ | $B^{2}$ | $20 / 100$ | $B^{2}$ | $20 / 100$ |
| 0 | 0.756 | 0 | 0.769 | 0 | 0.748 |
| 0.0472 | 0.752 | 0.0477 | 0.755 | 0.0471 | 0.746 |
| 0.1430 | 0.744 | 0.1480 | 0.729 | 0.1418 | 0.742 |
| 0.2406 | 0.736 | 0.2544 | 0.705 | 0.2374 | 0.738 |
| 0.3401 | 0.728 | 0.3665 | 0.684 | 0.3339 | 0.734 |
| 0.4414 | 0.721 | 0.4838 | 0.667 | 0.4312 | 0.731 |
| 0.5446 | 0.714 | 0.6058 | 0.652 | 0.5293 | 0.727 |
|  |  |  |  |  |  |
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## Abstract

The purpose of the paper is to present a general netnod of solution of neutron trangport equation in heavy gas in plane geometry in the case of infinite medium and constant total cross-section. This solution is based on the eigenfunction expansion method introduced originally in one-velocity transport theory by case. The complete get of eigenfunctions has been derived and the calculation of the Green function for boltzmann equation in infiaite medium has been discussed. For total cross-section elowly varying with energy the perturbational procedure has been guggested.

## I. Introduction

The knowledge of transport phenomena in tae proceas of migration of neutrons in heavy gas moderator has decame recently more and more important both from the theoretical and practical point of view. There exists quite a large number of work devoted to homogeneous problems, but the number of papers devoted to apace-energetical considerations is very limited. The main tool used $D y$ the authors is the $P_{1}$ approximation $[1,2]$ or some ita exteneions as for example the $P_{N} L_{j}$ method of Weiss [3].
The purpose of this paper, which is the first of planned series of works, ia to apply to thermalization problems tne case method of eigenfunction expansion. As it turned out the proolem of the solu-
tin of the Boltzmann equation for infinite medium in 1/M approximaltin with aroitrary external source distribution has been reduced to the solution of the forth order differential equation with respect to energy. The only restriction made is the constant total crosemection approximation, which may be used as the basis of phenomenological perturbational procedure in the case of lowly varying total oross-action
II. Basic equations for heavy gas moderator

The general form of the stationary Boltzmann equation for space-energetical distribution function of neutrons in plane geometry ie

$$
\begin{align*}
\frac{\partial \psi\left(x, \mu_{1}, E\right)}{\partial x}+\sigma_{t t}(E) \psi(x, \mu, E)= & \int_{-1}^{1} \int_{0}^{\infty} \hat{o}\left(E^{\prime} \rightarrow E, \mu \rightarrow \mu\right) \psi\left(x, \mu^{\prime}, E^{\prime}\right) d \mu^{\prime} \partial E^{\prime} \\
& +S(x, \mu, E) \tag{1}
\end{align*}
$$

whew re

$$
\begin{equation*}
\sigma_{t o t}(E)=\sigma_{a}(E)+\sigma_{s}(E) . \tag{2}
\end{equation*}
$$

$\hat{\sigma_{a}(E)}$ and $\sigma_{S}(E)$ denote the absorption and scattering crose-sections, respectively, and $\sigma\left(E^{\prime} \rightarrow E, \mu^{\prime} \rightarrow \mu\right)$ denotes the transfer orosenection. The expression for transfer and scattering cross-sections for a heavy gas moderator are [1]:

$$
\begin{align*}
\sigma\left(E^{\prime} \rightarrow E_{i}, a^{\prime} \rightarrow k\right)= & \frac{50}{8 \pi^{2}}\left(\frac{E}{E^{\prime}}\right)^{1 / 2} \int_{-\infty}^{+\infty} d t \int_{0}^{9 \pi} d \varphi \exp i t\left(E-E^{\prime}\right) \exp \left\{\frac { 1 } { M } \left(E^{\prime}+E\right.\right. \\
& \left.\left.-2 \mu_{0}\left(E E^{\prime}\right)^{1 / 2}\right]\left[i t-T t^{2}\right]\right\}, \tag{3}
\end{align*}
$$

where $I$ is the temperature of the moderator and

$$
\begin{align*}
& \mu_{0}=\mu \mu^{\prime}+\left(1-\mu^{2}\right)^{1 / 2}\left(1-\mu^{\prime 2}\right)^{1 / 2} \cos \varphi, \\
& \sigma_{S}(E)=\int_{0}^{\omega_{1}} \int_{-1}^{1} \sigma\left(E \rightarrow E^{\prime}, \mu \rightarrow \mu^{\prime}\right) d \mu^{\prime} d E^{\prime} \tag{4}
\end{align*}
$$

Following the well established ides let us expand these crose-section
up to the linear terms with respect to $\gamma=\frac{1}{M}$, where $M$ is the mas number of the diffusing medium. We get

$$
\begin{align*}
\sigma\left(E^{\prime} \rightarrow E_{1} \mu^{\prime} \rightarrow \mu\right)= & \frac{\sigma_{0}}{2}\left(\frac{E}{E^{\prime}}\right)^{1 / 2}\left\{\delta\left(E-E^{\prime}\right)+\gamma^{\prime}\left[E^{\prime}+E-2 \mu \mu^{\prime}\left(E E^{\prime}\right)^{\prime / 2}\right] x\right. \\
& x\left[\delta_{E}\left(E-E^{\prime}\right)+T \delta_{E E}\left(E-E^{\prime}\right)\right],  \tag{5}\\
\sigma_{S}(E)= & \sigma_{0}\left[1-\gamma\left(2-\frac{T}{2 E}\right)\right] \tag{2}
\end{align*}
$$

(Index Eatanding by $\delta$ functions denotes differentiation with respet to E).

Inserting both crose-sections into Eq. (1) we get the Boltzmann equalton in 1/M approximation (B. Eq. for heavy gas moderator):

$$
\begin{equation*}
\mu^{\prime} \frac{\partial \psi}{\partial x}+\sigma_{\operatorname{tot}}(\varepsilon) \psi=\frac{\sigma_{0}}{2} \int_{-1}^{1}\left(\alpha_{\varepsilon}+\mu \mu^{\prime} \hat{\beta}_{\varepsilon}\right) \psi\left(x, \mu^{\prime} \varepsilon\right) d \mu^{\prime}+S(x, \mu, \varepsilon) \tag{7}
\end{equation*}
$$

where we have introduced operators defined as

$$
\begin{aligned}
& \hat{\alpha}_{\varepsilon}=2 \varepsilon \frac{\partial^{2}}{\partial \varepsilon^{2}}+2 \gamma \varepsilon r \frac{\partial}{\partial \varepsilon}+\frac{1}{2 \varepsilon}+1 \\
& \hat{\beta}_{\varepsilon}=-2 \varepsilon^{\frac{\partial^{2}}{\partial \varepsilon^{2}}-2 \gamma \varepsilon \frac{\partial}{\partial \varepsilon}}
\end{aligned}
$$

and have performed the change of energy variable

$$
\begin{equation*}
\varepsilon=\frac{E}{\delta T} \tag{8}
\end{equation*}
$$

Since dur transport equation (1) has became now a differential equation with respect to anergy variable we mast add proper boundary conditions. It is reasonable to formulate generally that we shall be interested in such solutions of Eq. (7) which
i) for $\varepsilon \rightarrow 0$
$\psi(x, \mu, \varepsilon) \rightarrow 0$,
ii) for $\varepsilon \rightarrow \infty \quad \psi(x, \mu, \varepsilon) \rightarrow 0$

Sufficiently quickly to assure the existence of at least few first moments with respect to energy.
iii) $\psi(x, 4, \varepsilon)<\backsim$ for any $\varepsilon$ in the interval $(0, \infty)$ (with possible exception for $x \rightarrow \infty$ ).
III. Eigenfunction e of the Boltzmann equation with constant total croses-section

Let us limit our considerations to the ouse of constant total crossevection. The Eq. (7) will then be rewritten in a lightly different form, corresponding to the change of a vartavle

$$
\begin{equation*}
\bar{x}=x \sigma_{x o t} \tag{9}
\end{equation*}
$$

It in

$$
\begin{equation*}
\mu \frac{\partial}{\partial x}+\psi=\frac{c}{2} \int_{-1}^{1}\left(\hat{\alpha}_{\varepsilon}+\mu \mu^{\prime} \hat{\beta}_{\varepsilon}\right) \psi\left(x, \mu^{\prime} \varepsilon\right) d \mu_{?}^{\prime} \tag{10}
\end{equation*}
$$

where for convenience ace we have omitted the bar over the $x$ variable and have introduced the constant 0

$$
\begin{equation*}
c=\frac{\sigma_{0}}{\sigma_{\text {tot }}} \tag{11}
\end{equation*}
$$

We have omitted also, temporarily, the source term on the right hand side.

Now let us seek, according to the general ideas of eigenfunction expansion method, the eigenfunction of the homogeneous Eq. (10) in the form $-x / y$

$$
\psi(x, \mu, \varepsilon)=e \phi(v, \mu, \varepsilon)
$$

The function $\phi(\nu, \mu, \varepsilon)$ must satisfy then the following equation

$$
\begin{equation*}
\left(1-\frac{\mu}{v}\right) \phi(v, \mu, \varepsilon)=\frac{c}{2} \int_{1}^{i}\left(\alpha_{\varepsilon}+\mu \mu^{\prime} \hat{\beta}_{\varepsilon}\right) \phi\left(v, \mu^{\prime}, \varepsilon\right) d \mu^{\prime} \tag{13}
\end{equation*}
$$

Since $\hat{\alpha}_{\varepsilon}$ and $\hat{\beta}_{\mathcal{E}}$ do not depend on $\mu^{\prime}$ we can introduce the
following functions

$$
\begin{align*}
& a(\nu, \varepsilon) \equiv \int_{-1}^{1} \phi\left(v i \mu_{1}^{\prime} \varepsilon\right) d u^{\prime} \\
& \phi(v, \varepsilon) \equiv \int_{-1}^{1} u^{\prime} \phi\left(r_{\mu} \mu^{\prime} \varepsilon\right) d u^{\prime} \tag{15}
\end{align*}
$$

and Eq. (13) can be rewritten in the form

$$
\begin{equation*}
\left(1-, \frac{\mu}{v}\right) \phi(\nu, \mu, \varepsilon)=\frac{c}{2}\left[\hat{\alpha}_{\varepsilon} a(r, \varepsilon)+\mu \hat{\beta}_{\varepsilon} b(r, \varepsilon)\right] . \tag{16}
\end{equation*}
$$

The formal solution of this equation is

$$
\begin{equation*}
\phi(v, \mu, \varepsilon)=\frac{c}{2} \frac{\hat{x}_{\varepsilon} \Delta(\nu, \varepsilon)+\mu \hat{\beta}_{\varepsilon} b(v, \varepsilon)}{\nu-\mu} \nu+f(v, \varepsilon) \delta(r-u) \tag{17}
\end{equation*}
$$

provided condition e (14) and (15) will de satisfied. This requirement gives us

$$
\begin{align*}
& \frac{c}{2} \int_{-1}^{1} \frac{\hat{\alpha}_{\varepsilon} q(\nu, \varepsilon)+\mu^{\prime} \hat{\beta}_{\varepsilon} f(\nu, \varepsilon)}{\nu-\mu^{\prime}} \gamma d \mu^{\prime}+l(v \varepsilon) \int_{-1}^{\prime} \delta\left(\nu-\mu^{\prime}\right) d \mu^{\prime}=a(\nu, \varepsilon),  \tag{18}\\
& \frac{c}{2} \int_{-1}^{1} \frac{\alpha_{\varepsilon} q(v, \varepsilon)+\mu^{\prime} \hat{\beta}_{\varepsilon}^{2} b(v \varepsilon)}{\gamma-\mu^{\prime \prime}} \mu^{\prime} d u^{\prime}+l(\nu, \varepsilon) \int_{-1}^{\prime} \mu^{\prime} \delta\left(\nu-\mu^{\prime}\right) d \mu^{\prime}=\sigma(i, \varepsilon) . \tag{19}
\end{align*}
$$

Let us introduce the following functions of complex argument

$$
\begin{align*}
& f(v)=\int_{-1}^{1} \frac{d \mu}{v^{\prime}-\mu},  \tag{20}\\
& x(v) \equiv \int_{-1}^{1} \delta(v-\mu) d u \tag{21}
\end{align*}
$$

which have the following properties:
i) $f(\nu)$ ie a sectionally holomorphic function of the complex argument $\nu \quad$ with the out along the interval $(-1,1)$ of
the real axis. The Plemelj formulae for function $f($ ) are as follow

$$
f \pm(r)=\mp \pi_{i}+\int_{-1}^{1} \frac{d \mu}{\nu_{-}-\mu} \equiv \mp \pi i+P f(v) \quad \operatorname{dr} \quad \gamma \in(-1,1),(2 \varepsilon)
$$

where index + and - denote the upper and lower limit, reapeotirely.
ii)

$$
X(v)=\left\{\begin{array}{lc}
1 & \text { for } v \in(-1,1)  \tag{23}\\
0 & \text { otherasive }
\end{array}\right.
$$

With the help of these functions condition e (18) and (19) can de revritter in the form:

$$
\begin{align*}
& \frac{c}{2} v f(v) \hat{\alpha}_{\varepsilon} a(v, s)+\frac{c}{2}[r f(v)-2] \nu \hat{\beta}_{\varepsilon} b(v, \varepsilon)+l(v, \varepsilon) x(v)=a(v, \varepsilon),  \tag{24}\\
& \frac{c v}{2}[\nu f(v)-2] \hat{\alpha}_{\varepsilon} a(v, \varepsilon)+\frac{c \nu^{2}}{2}[\nu f(v)-2], \hat{\beta}_{\varepsilon} b(v, \varepsilon)+r(v, \varepsilon) x(v)=b(v, \varepsilon) .
\end{align*}
$$

This is a system or two equations for three unknown functions. It means that we can express two of them in terms of the third one, which must De determine in the following course of any concrete neutron thermalization problem.
As the unknown function let ae choose $a(v, \varepsilon)$. It is evident that function $a(v, \varepsilon)$ must banave with respect to $\varepsilon$ in a completely analogons way as function $\mathcal{\psi}(x, y, E)$ itself. The boundary conditions (B.C.) will de then the same as the ones formulated in the paragraph II for $\psi(x, y, s)$.
Multiplication of the first equation in formula a (24) by $\nu$ and subtraction from the second one gives us the following relation

$$
\begin{equation*}
b(v, \varepsilon)=\nu a(v, \varepsilon)-a v \hat{x}_{\xi} a(v, \varepsilon), \tag{25}
\end{equation*}
$$

wheen is valid for every $y$ and $\varepsilon$. It is mufficient now to diseuse only the content of the first equation from the pair (24) with the help of (25).

Let us distinct the following oases i
a. $\nu \in(-1,1)$

In this interval

$$
\begin{align*}
l(v, \varepsilon)= & a(v, \varepsilon)-\frac{c}{2} \nu P f(v) \hat{\alpha}_{\varepsilon} a(v, \varepsilon)-\frac{c}{2}[y P f(v)-2] \nu \beta_{\varepsilon} b(v, \varepsilon)= \\
= & a(v, \varepsilon)-\frac{c}{2} \nu P f(v) \hat{\alpha}_{\varepsilon} a(v, \varepsilon)-\frac{c}{2}[\nu \mathcal{P} f(v)-2] \nu \hat{\beta}_{\varepsilon}[\nu a(v, \varepsilon) \\
& \left.-c^{\nu} \hat{\alpha}_{\varepsilon} a(v, \varepsilon)\right]=P \hat{\Lambda}_{\varepsilon}(v, \varepsilon) a(v, \varepsilon) \tag{26}
\end{align*}
$$

and the function $\phi(y / f \varepsilon)$ can be written in the form

$$
\phi(v, \mu, \varepsilon)=\frac{c}{2} \frac{\hat{\alpha}_{\varepsilon} a(v, \varepsilon)+\mu \hat{\beta}_{\varepsilon}\left[\nu a(v, \varepsilon)-c \nu \hat{\alpha}_{\varepsilon} a(v, \varepsilon)\right]}{\gamma-\mu} y+p \hat{\Lambda}_{\varepsilon}(v, \varepsilon) a(v, \varepsilon) \delta(v-\alpha)
$$

B. $\quad$, $\neq(-1,1)$

In this domain we have the condition

$$
\hat{\Lambda}_{\epsilon}(v, \varepsilon) a(v, \varepsilon)=0
$$

which is forth order alferential equation with respect to $a(\nu, \varepsilon)$ $\nu$ plays a role of eigenvalue. It ia plausible to assume that boundary condition e (B. C) formulated for $\psi(x, \mu, \varepsilon)$ in preceding paragraph and applied also to $a(r, \varepsilon)$, according to the remark made above, pick up the proper eigenvalues of $\nu$. The character of differential equaion (24) and applied boundary condition seems to favour only the alecrete at of eigenvalues. The symmetry property of the operator

$$
\begin{equation*}
\hat{\Lambda}_{\epsilon}(\nu, \varepsilon)=\hat{\Lambda}_{\varepsilon}(-\nu, \varepsilon) \tag{29}
\end{equation*}
$$

allow us to assume that the discrete eigenvalues are*
$\pm \nu_{j} \quad(j=1, \ldots, N)$
*
Thorough examination of the conditions (28) with the onealation of discrete eigenvalues ( $30 /$ will be made in the next paper.

The corresponding discrete eigenfunction will then have the form

$$
\begin{equation*}
\phi\left( \pm \gamma_{j}, \mu, \varepsilon\right)=\frac{c}{2} \frac{\hat{\alpha}_{\varepsilon} a\left( \pm y_{i}, \varepsilon\right) \pm \mu \hat{\beta}_{\varepsilon}\left[\nu \cdot a( \pm \nu, \varepsilon)-c v \cdot \hat{a}_{\varepsilon} a(\neq y, \varepsilon)\right]}{\nu_{j}^{\prime} \neq \mu} . \tag{31}
\end{equation*}
$$

It is worthwhile to indicate that sine the condition (28) ia homogenoons with every function $a(t y, \varepsilon)$ in connected an aroitrary constant factor which mat be determine in concrete problem.

This and our tank of finding the whole set of eigenvalues $\mathcal{V}$ and - orreponding eigenfunction s.
IV. The completeness theorem The next coal is to groove that the derived system of eigenfunction e form a complete mit by stem. In another word e wo should prove that any function of $\mu$ and $\varepsilon$ (satisfying proper conditions: the boundary conditions (B.O.) with respect to energy and of the Holder elate with respect to $\mu$ ) on be expanded into this set of functions:

$$
\begin{equation*}
\sum_{v=1}^{N}\left\{\phi\left(v_{i}, \mu, \varepsilon\right)+\phi\left(-v_{j}^{\prime}, \varepsilon, \varepsilon\right)\right\}+\int_{-1}^{1} \phi(v, \mu, \varepsilon) d v=f(\mu, \varepsilon) \tag{32}
\end{equation*}
$$

Using the explicit form of our eigenfunction (27) and (31) we an rewrite Eq. (32) in the form

$$
\begin{gathered}
P \hat{l}_{\varepsilon}(\mu, \varepsilon) a(\mu, \varepsilon)+\frac{c}{2} \int_{-1}^{1} \frac{\hat{q}_{\varepsilon} a(v, \varepsilon)+\mu \hat{\gamma}_{\varepsilon} a(r, \varepsilon)}{\nu-\mu} v d r=g(\mu, \varepsilon) \\
-1367
\end{gathered}
$$

where

$$
\begin{equation*}
\hat{\partial}_{s}^{1}(r, \varepsilon)=\gamma \hat{\beta}_{\leq}^{\gamma}\left[\mu-\omega \dot{\alpha}_{s}\right] \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
g(u, \varepsilon) \equiv f(u, \varepsilon)-\sum_{i=1}^{N}\{\phi(b ; u, \varepsilon)+\phi(-\mu, \mu, \varepsilon)\} \tag{35}
\end{equation*}
$$

It is convenient to tramform 24 . (33) to the following form

$$
\begin{align*}
& -\mu \int_{-1}^{1}(y \mu)\left[\hat{\beta}_{\varepsilon}-2 \hat{\beta}_{\varepsilon} \hat{\alpha}_{\varepsilon}\right] a(v, \varepsilon) d r=h(\mu, \varepsilon) \tag{36}
\end{align*}
$$

Eq. (36) has a dominant form of singular integral equation. The only difference from clzescical situtetion consists in the fact that coefficienta of our singular integral equation are differential forms with respect to additional parameter in our problem, energy. It causes that in addition to usual requirements concerning $\gamma$ and depondeneo of involved function (they must be functions of Holder elan, see for example $[4]$ or $[5]$ ) we must demand that all functions of energy satisfy the boundary conditions (B.C) from paragraph II.
To solve the Eq. (36) let us introduce the following functions

$$
\begin{align*}
& A(z, \varepsilon) \equiv \frac{1}{2 \pi i} \int_{-i}^{n} \frac{a(v, \varepsilon)}{2} d v  \tag{37}\\
& H(z, \varepsilon) \equiv \frac{\lambda}{2 \pi i} \int_{-1}^{n} \frac{b(v, c)}{2-z} d r \tag{35}
\end{align*}
$$

For function g $a(b, \varepsilon)$ and $h(\nu, \varepsilon)$ of Holder class the a dove introduced function are sectionally holomorphic functions in a complex 2 plane with a cut along the interval ( $-1,1$ ) of the real axis.

$$
\begin{align*}
A^{+}(\mu, \varepsilon)-A^{-}(\mu, \varepsilon) & =q(u, \varepsilon),  \tag{39}\\
\pi i\left[A^{+}(\mu, \varepsilon)+A^{-}(\mu, \varepsilon)\right] & =\int_{-1}^{n} \frac{a(v, \varepsilon)}{1, \mu} d \nu, \\
H^{+}(4, \varepsilon)-H^{-}(\mu, \varepsilon) & =1(4, \varepsilon), \\
\pi i\left[H^{+}(a, \varepsilon)+H^{-}(4, \varepsilon)\right] & =L_{i} \frac{h(v, \varepsilon)}{\nu-\mu} d \nu, \tag{40}
\end{align*}
$$

where index *ad - denotes the upper and lower limit for $\mu \in(-1,1)$, respectively.

Let un remind ale that the similar plamely formulae for introduced earlier sectionally holomorphic operator are:

$$
\begin{align*}
& \Lambda^{+}(\mu, \varepsilon) \cdots \Lambda(\mu, \varepsilon)=\pi i c\left[\mu \alpha_{\varepsilon}+\mu^{2} \gamma_{\dot{b}}^{2}\right] \\
& A^{+}(\mu, \varepsilon)+\Lambda^{-}(\mu, \sigma)=2 P-\dot{L_{\varepsilon}} \tag{41}
\end{align*}
$$

With the help of formulae (39), (40) and (41) Eq. (36) bar been reduced to the following Riemann-Hilbert problem:

$$
\begin{equation*}
\hat{\Lambda}_{\varepsilon}^{+} A^{+}-H^{+}=\hat{A}_{\varepsilon}^{-} A^{-}-H^{-} \tag{42}
\end{equation*}
$$

for $\mu \in(-1,1)$.
The function $K(z, \Sigma)$ defined as

$$
\begin{equation*}
K(z, \varepsilon) \equiv \hat{\Lambda}_{\varepsilon} A-H^{\prime} \tag{43}
\end{equation*}
$$

which vanish at $\gamma=(G)$ must $b=$ a holomorphic function in an ontire complex plane, equal dentally to zero (Liouville theorem). Hence we get the following differential equation for the function $A\left(z, \varepsilon^{\prime}\right.$,

$$
\begin{equation*}
\hat{\mu}_{\varepsilon}(2, \varepsilon) A(2, \varepsilon)=H(z, \varepsilon) \tag{44}
\end{equation*}
$$

to which we mast add the boundary condition (B.C.).
We shall not solve this equation in this paper limiting ourselves to the general discussion. Lot us motioothat the homogeneous part of Eq. (44) is identical formally with Eq. (28). It mean that there are such values of z

$$
\begin{equation*}
z= \pm \nu_{j} \quad(j=1, \ldots, N) \tag{45}
\end{equation*}
$$

for which the compatibility conditions for Eq. (44) must be

$$
\begin{equation*}
H( \pm y, s)=0 \tag{46}
\end{equation*}
$$

These condition a determine all arbitrary constant: wheen enter the function $h / \beta, \varepsilon$ ) through the discrete part of the expansion (formula (26)) Having determined the function $A(z, E)$ from Eq. (44) we can calculate the function $a(r, \varepsilon)$ from the first formula of (39). This ia not the ad of our considerations since our $a(l, \varepsilon)$ depend on some uncrown fumetione of energy. Applying to $a(y, \varepsilon)$ appropriate operations we can very easily derive the proper equations fer these functions. The equations with our boundary condition e (Ede) should determine them uniquely. This ends tho meneme of proof of the completeness theorem.

Let us cen elude this paragraph by the statement that the general voluLion of Boltzmann Eq. (10) has the form:

$$
\begin{equation*}
\psi(x, 4, E)=\sum_{j=1}^{N} \sum^{N} \phi\left(r_{1}, 4, E\right) e^{-x / y}+\phi \phi\left(-v_{j}, 4, \xi\right) t^{x / v} \xi+\int_{-1}^{1} \phi(\nu, \mu, E) t^{-x / v} d v \tag{47}
\end{equation*}
$$

V. The possible applications
A. The Green function

The Green function for infinite median is the solution of the following equation

$$
\mu \frac{\partial \psi_{g}}{\partial X^{\prime}}+\psi_{g}=\frac{c}{2} \int_{-i}^{\prime}\left(\hat{\alpha}_{\varepsilon}+\mu \mu^{\prime} \hat{\beta}_{\varepsilon}\right) \psi_{g} d_{\mu^{\prime}}+\delta\left(x-x_{0}\right) \delta\left(\mu-\mu_{0}\right) \delta\left(\varepsilon-\varepsilon_{0}\right)\left(y_{8}\right)
$$

which satisfy the meme boundary conditions (B.C.) with respect te omergey as formulated imper. If and which additionally vanish at + amd infinity of the $x$ variable.
From formula (47) we infer that $\psi_{g}\left(x-x_{0}, \beta_{1} \mu_{0}, \xi, \varepsilon_{0}\right)$ must has the form $\psi_{j}= \begin{cases}\sum_{j=1}^{N} \phi\left(\nu_{i}, \mu_{1} \varepsilon\right) e^{-\left(x-x_{0}\right) / \nu}+\int_{0}^{1} \phi(\nu, \mu, \varepsilon) e^{-\left(x-x_{0}\right) / \nu} d \nu, & x-x_{0}>0 \\ -\sum \phi\left(-y_{j}, \mu, \varepsilon\right) e^{\left(x-x_{0}\right) / v} & (49) \\ -\int_{-i}^{0} \phi(\nu, \mu, \varepsilon) e^{-\left(x-v_{0}\right) / v} d v, & x-x_{0}<0\end{cases}$

Now integrating Doth ides of Eq. (48) with respect to $x$ in the interval ( $-\infty,-\eta$ ) and in the interval ( $-\infty,+\eta$ ), respectively, taking the $\operatorname{limit} \eta \rightarrow 0$ and subtracting the results, we got the followid relation

$$
\begin{equation*}
\mu\left[\psi_{g}\left(0^{+}\right)-\psi_{g}\left(0^{-}\right)\right]=\sigma\left(\mu-\mu_{0}\right) \delta\left(\varepsilon-\varepsilon_{0}\right) \tag{50}
\end{equation*}
$$

where only the $x$ argument of $\psi g$ hide den written explicitly. Inserting expression (49) into relation (b) we get the following aquaion for unknown coefficients of the expansion (49):

$$
\begin{equation*}
\sum_{j=1}^{N}\{\phi(v, \mu, \varepsilon)+\phi(-v, u, \varepsilon)\}+\int_{-1}^{1} \phi(i, \mu, \varepsilon) d r==\frac{1}{4} \delta\left(\mu-\lambda_{i}\right) \delta\left(\varepsilon-\varepsilon_{c}\right) \tag{51}
\end{equation*}
$$

Eq. (51) is completely identical with Eq. (32) of Completeness Theorem

The only difference is that now the non-bomogeneity term is specified as a given function. The prescription for the solution given in the preceding paragraph may be used to explicit calculations of the Green function. It is worthwhile to mention that the cauchy integral applied to $\delta$ function gives also a sectionally holomorphic function.

The explicit knowledge of the Green function enable us to write down the solution of boltzmann equation with any prescribed sourced

$$
\begin{equation*}
\psi\left(x_{1}, \varepsilon\right)=\int \psi g\left(x-x_{0}, a_{1}, \varepsilon_{0}, \varepsilon, \varepsilon_{0}\right) S\left(x_{0}, \mu_{0}, \varepsilon_{0}\right) d x_{0} d \mu_{0} d \varepsilon_{\varepsilon}^{c} \tag{52}
\end{equation*}
$$

B. The case of slowly varying total cross-bection

In the case of slowly varying total cross-3ection $\sigma_{\text {oof }}(\varepsilon)$ the Boltzmann Eq. (7) can be written in the form
$\mu \frac{\partial \psi}{\partial x}+\bar{\sigma}_{\text {tot }} \psi=\frac{\sigma_{0}}{2} \int_{1}^{1}\left(\alpha_{6}+\mu \mu^{\prime} \hat{\beta}_{\varepsilon}\right) \psi d \mu^{\prime}+S+\left[\bar{\sigma}_{\text {tot }}-\sigma_{\text {tot }}(\varepsilon)\right] \psi$
a or using the proper units for $x$ variate
$\mu \frac{\partial \psi}{\partial x}+\psi=\frac{\bar{E}}{2} \int_{-1}^{\prime}\left(\hat{\alpha}_{\varepsilon}+\mu a^{\prime} \hat{\beta}_{s}\right) \psi d \mu^{\prime}-+\frac{S}{\sigma+u t}+\frac{\overline{\sigma_{x o t}}-\sigma_{t o t}(\varepsilon) \psi(54)}{\bar{\sigma}_{t o t}}$

Assuming that the variation of $\sigma_{\text {fat }}(\underline{( })$ is small we may trad the term

$$
\frac{\bar{O} \text { tot }-G_{1-1}(E)}{\overline{6}+0 t} \psi
$$

as a mall perturbation. The knowledge of the Green function from the point $A$ of this paragraph simplify the calculations of distribution function

It should be, however, stressed that such an appreach ia purely phenommenological one, stance one part of the rigorous total cross-section as known. It is the scattering orosg-seation given by formula (6) .and it can be scarcely treated as slowly varying one. Nevertheless in
many applications such an approach will be sufficiently accurate., unless the existence of free surfaces will not disturp seriously the neutron distribution function.

## VI. Conclusions

The presented paper is treated es the introduction to a series of paper revotes to the etudy of traneport phenonena in diffusion of neutron in a heavy ges moderator by means of eigenfunction expansion method. For simplification sake it has been asamed the total cross-section being indevendent of energy. In the circumstances it has been shown that the application of eigenfunction expangion is possible. It has been prooved that there exists e complete set of eigenfunctions and the general solution of boltzmana equation can be expanded into this complete set. It is to me noticed that the discrete eipenvalues should o determined rrom the solution of the forth order differential eqiatio. with respect to energy with uppropriate boundary conditions, which resemble to great extent the problems of quantum mechanics. To this promlem will be devoted the nest paper of the series.

The suesequent paper wil touch the milne problem and the related topics It is important that in the case of the so cilled "parthal range" completeaess theorem (the tarminolugy of $\mathrm{K} . \mathrm{M}$. Case ) the possivilities of the theory of singular intagral equationa become very limited by the operatorial character (with respect to energy) of their coefficient.
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## ASYMPTOTIC DISTRIBUTION OF THERMAL NEUTRONS FAR FROM A PLANAR SOURCE

The distribution of thermal neutrons far from a planar source, in homogeneous and inhomogeneous media, is analyzed with account of thermalization and fission.
I.

In subcritical homogeneous media, located sufficiently far from a planar source, the steady-state thermal-neutron energy spectrum is independent of the distance to the source. For a medium in which there is no neutron multiplication, this was demonstrated by Hurwitz and Nelkin [l]. In this case the asymptotic spectrum of the thermal neutron satisfies the following equation [1]:

$$
\begin{equation*}
\left(\sigma_{a}(E)-D(E) \frac{1}{L^{2}}\right) \bigoplus_{L}(E)=\frac{d q(E)}{d E} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial q}{\partial E}=\int_{0}^{\infty} \sigma\left(E^{\prime} \rightarrow E\right) \phi_{L}\left(E^{\prime}\right) d E-\phi_{L}(E) \int_{0}^{\infty} \sigma(E \rightarrow E) d E^{\prime} \tag{3}
\end{equation*}
$$

Here $I^{2}$, which are the eigenvalues of the equation, satisfy the relation

$$
\begin{equation*}
L^{2}=\left[\int_{0}^{\infty} D(E) \phi_{L}(E) d E\right]\left[\int_{0}^{\infty} \sigma_{\alpha}(E) \phi_{L}(E) d E\right]^{-1} \tag{3}
\end{equation*}
$$

In operator form, Eq. (1) can be rewritten as

$$
D^{-1}(E) A \phi_{L}(E)=L^{-2} \phi_{L}(E)
$$

where

$$
A \phi_{L}(E)=\sigma_{\alpha}(E) \phi_{L}(E)-\frac{d q}{d E}
$$

An investigation of the spectrum of the operator $A / D(E)$ shows that for any moderator model there exists a smallest eigenvalue of the Eq. (1). It is single, isolated, and corresponds to a single positive eigenfunction. All the points of the spectrum lie on the real axis. If $\sigma_{a}$ and $\int_{0}^{\infty} \sigma\left(\varepsilon \rightarrow E^{\prime}\right) d E^{\prime}$ are independent of the energy, the
operator has a discrete spectrum. If on the other hand, as
occurs in real cases, these quantities depend on the energy there exists a region where the operator $A / D(E)$ has a continuous spectrum; this region is contained in the segment $\left[\beta_{1}, \beta_{2}\right]$, where

$$
\begin{aligned}
& \beta_{1}=\min _{0<E<\infty}\left\{\left(\sigma_{a}+\sigma\right) D^{-1}\right\} \\
& \beta_{2}=\max _{0<E<\infty}\left\{\left(\sigma_{a}+\sigma\right) D^{-1}\right\}
\end{aligned}
$$

or, in real cases,

$$
[\beta, \infty]
$$

Consequently in a homogeneous non-multiplying medium the flux of the neutrons emitted by a plane source has the form

$$
\phi(\varepsilon, z)=\sum_{i} e^{\left.\frac{|z|}{L} \right\rvert\,} B_{i} \phi_{L_{i}}(\xi)+\int_{a_{1}}^{\infty}\left(\alpha F_{r_{i}}(E) e^{-\frac{|z|}{L}}\right.
$$

Here

$$
L_{0}>L_{i}>\frac{1}{\beta_{1}}
$$

$F_{1 / L^{2}}$ (E) depends on the spectrum of the source newtrons and on the moderator model.

These results can be readily obtained by using the theory of the spectrum of self-adjoint operators, marticularly the Weyl theorem concerning perturbations of the spectrum of a self-adjoint operator by a self-adjoint completely continuous operator [2]. The corresponding proofs are given in [3].

In subcritical multiplying media, located sufficiently far from the planar source, the neutron flux has a form

$$
\begin{equation*}
\phi(E, Z)=\phi_{L_{0}}(E) e^{-\frac{|Z|}{L_{0}}}+o\left(e^{-\frac{|z|}{L_{0}}}\right) \tag{*}
\end{equation*}
$$

where $\phi_{L_{0}}(E)$ satisfies the following equation [3]:

$$
\begin{equation*}
\sigma_{a}(E) \phi_{L_{0}}(E)-\frac{D(E)}{L_{0}^{2}} \phi_{L_{0}}(E)=\frac{d q}{d E}+\frac{d q_{f}}{d E} \tag{6}
\end{equation*}
$$

Here

$$
\frac{d q_{f}}{d E}=V \int_{0}^{\infty} \sigma_{f}\left(E^{\prime} \rightarrow E\right) \phi_{L_{0}}\left(E^{\prime}\right) d E^{\prime}
$$

is the density of the fission-neutron sources.
If we fix all the parameters of the medium and increase $\mathcal{V}$, starting with zero, the smallest eigenvalue $1 / I_{0}^{2}$ of Eq . (6) decreases to zero at a certain value $\nu=$ $\nu_{\text {cr }}$. When $\nu=\nu_{\text {cr }}$ there can exist in the medium a stationary neutron distribution, with an energy spectrum satisfying the equation

$$
\sigma_{a}(E) \phi_{0}(E)=\frac{d q}{d E}+\frac{d q_{f}}{d E}
$$

$\phi_{0}(E)$ describes the stationary distribution of the neutrons in a medium with a homogeneous spatial distributron of the sources. As $V$ increases, the eigenfunction of Eq. (6), $\phi_{L_{0}}(E)$, which describes the energy spectrim of the thermal neutrons far away from the sources, tends to $\phi_{0}(E)$. In [3] an investigation was made of the spectrum of the operator

$$
\left\{\phi(E) \sigma_{a}(E)-\frac{d q}{d E}-\frac{d q_{5}}{d E}\right\} \phi^{-1}(E)
$$

and it was shown that when $\nu<\nu_{\text {cr }}$ there exists a unique positive eigenfunction that determines the asymptotic behavior of $\phi(E, z)$ given by Eq. (*).
II.

The dependence of the asymptotic spectrum of the thermal neutrons on the degree of criticality of the medium can be illustrated by using the approximation of a heavy monatomic gas.
In this case [I]:

$$
\begin{equation*}
q(E)=\xi \sigma_{S}\left[(E-T) \phi(E)+E T \frac{d \phi}{d E}\right] \tag{8}
\end{equation*}
$$

In order to obtain an analytic solution, we assume that $\sigma_{a}$ $=a+b / E ;(T=I)$, and

$$
\frac{d q_{f}}{d E}=V \delta\left(E-E_{0}\right) \int_{0}^{\infty} \sigma_{f}\left(E^{\prime}\right) \phi\left(E^{\prime}\right) d E^{\prime}
$$

$\mathrm{E}_{0}$-- energy of the neutrons produced by fission. Then Eq. (6) can be reduced to the following form

$$
\begin{aligned}
& E \frac{\partial^{2} \varphi}{\partial E^{2}}+(1+\beta-E) \frac{\partial \varphi}{\partial E}+\left(1-\frac{\beta+1}{2}-\frac{a}{\xi \sigma_{s}}\right) \varphi+\frac{\varphi}{3 L^{2} \xi \sigma_{s}}+ \\
&+\frac{V}{\xi \sigma_{s}^{2}} P(E) \delta\left(E-E_{0}\right) \int_{0}^{\infty} \sigma_{f}\left(E^{\prime}\right) \phi\left(E^{\prime}\right) d E^{\prime}=0
\end{aligned}
$$

where

$$
\begin{aligned}
& \Gamma=E^{-\frac{\beta+1}{2}} e^{E} \phi(E) \\
& \beta=\sqrt{1+\frac{4 b}{\xi \sigma_{S}}}
\end{aligned}
$$

When $\nu=0$, the eigenfunction of Eq. (10) have the form

$$
\varphi_{L n}(E)=L_{n}^{(\beta)}(E)
$$

(generalized Laguerre polynomials) and

$$
\begin{aligned}
& \phi_{L_{n}}(E)=E^{\frac{\beta+1}{2}} e^{-E} L_{n}^{(\beta)}(E) \\
& \frac{1}{L_{n}^{2}}=\left[\eta+\frac{\alpha}{\xi \sigma_{s}^{2}}+\frac{\beta-1}{2}\right] 3 \xi \sigma_{s}^{2}
\end{aligned}
$$

Therefore the flux of thermal neutrons in a medium with planar source has the form

$$
\phi(E, z)=e^{-E} E^{\frac{\beta+1}{2}} \sum_{\eta=0}^{\infty} A_{n} L_{n}^{(\beta)}(E) e^{-\frac{|z|}{L_{n}}} \quad \text { (14) }
$$

If $\mathcal{V}>0$ and the medium remains subcritical, the eigenfunctions of Eq. (10) can be written in the form

$$
\begin{aligned}
& \phi_{L}(E)=E^{\frac{\beta+1}{2}} e^{-E} M(\alpha, \gamma, E) \quad E<E_{0} \\
& \left.\phi_{L}(E)=E^{\frac{1-\beta}{2}} e^{-E} M(\alpha-\gamma+1,2-\gamma, E) \quad E\right\rangle E_{0}
\end{aligned}
$$

where $M(\alpha, \gamma, E)$ are confluent hypergeometric functions. Here

$$
\alpha=\frac{\beta-1}{2}+\frac{\alpha}{\xi \sigma_{s}^{2}}-\frac{1}{3 L^{2}} \cdot \frac{1}{\xi \sigma_{s}} \quad \text { (ic) }
$$

Since $E_{0} \gg 1$ (the neutrons produced by fission have a very high energy), we have for $E>E_{0}$

$$
\begin{equation*}
\phi(E) \sim E^{\left(1-\frac{\alpha}{\delta \sigma_{3}}+\frac{1}{3 L^{2} \xi \sigma_{3}^{2}}\right)} e^{-E} \tag{17}
\end{equation*}
$$

At high energies, smaller than the energy $E_{0}$ of the fission neutrons, we have

$$
\phi(E) \sim E^{\left.-\left[1+\frac{1}{3 L_{0}^{2} \xi \sigma_{s}^{2}}-\frac{\alpha}{\xi \sigma_{s}}\right] \quad(18)\right) ~}
$$

If $I / I_{0}^{2}=0$ we get $a=0$, i.e., the medium is critical and $\boldsymbol{V}=\mathcal{V}_{c r}$, and then $\phi(E)=E^{-1}$, i.e., it agrees with the Fermi spectrum.

The eigenvalue $\mathrm{I}_{0}^{-2}$ is determined from the balance equation

$$
\begin{align*}
L_{0}^{2} \int_{0}^{\infty} D(E) \phi(E) d E & +V \int_{0}^{\infty} \phi(E) \sigma_{f}(E) d E= \\
& =\int_{0}^{\infty} \sigma_{a}(E) \phi(E) d E \tag{19}
\end{align*}
$$

When $V=0$, (19) coincides with (3).
Thus, the asymptotic spectrum of the thermal newtrons in a media where there is no fission has the following form far away from the source.

$$
\phi(E, z) \sim E^{\frac{\beta+1}{2}} e^{-E} e^{-\frac{|z|}{L_{0}}} \quad(20)
$$

In a critical infinite medium without external source we have

$$
\phi(E)=E^{\frac{\beta+1}{2}} e^{-E} M(\alpha, \gamma, E)
$$

Note. In real medium $\sigma_{a}=E^{-1 / 2}$ at thermal energies. The analytic solution given above can be used for an approximate calculation of the neutron spectrum in a medium with absorption $\mathrm{E}^{-1 / 2}$, using the approximate method A. Nikiforov and V. Uvarov [5]. The gist of the method is to replace the absorption cross section $\sigma_{a} \sim E^{-1 / 2}$ by the approximate expression $a+b / E$. The parameters $a$ and b are determined from relationships that are similar to the following:

$$
\begin{aligned}
& \int_{0}^{\infty}\left(a+\frac{b}{E}-\frac{c}{\sqrt{E}}\right) E^{\frac{\beta+1}{2}} e^{-E} d E=0 \\
& \int_{0}^{\infty}\left(a+\frac{b}{E}-\frac{c}{\sqrt{E}}\right) E^{\frac{\beta+3}{2}} e^{-E} d E=0
\end{aligned}
$$

III.

In a heterogeneous subcritical medium comprised of a series of homogeneous layers whose boundaries are perpendicular to the plane of the sources, the neutron flux
has the following form far away from the source [3]:

$$
\begin{equation*}
\phi(E, z, \vec{r})=e^{-\frac{|z|}{L_{0}}} \phi(E, \vec{r}) \tag{22}
\end{equation*}
$$

where $\phi(\mathbb{E}, \vec{r})$ satisfies the equation

$$
\begin{align*}
-\nabla D(E, \vec{r}) \nabla \phi(E, \vec{r})+ & \sigma_{a}(E, \vec{r}) \phi(E, \vec{r})= \\
& =\frac{d q}{d E}+\frac{d q_{f}}{d E}+\frac{D \phi}{L^{2}} \tag{23}
\end{align*}
$$

In the region of small energies, $\frac{d q_{f}}{d E}=0$
The asymptotic spectrum of the thermal neutrons depends on the criticality of the medium $\nu$. At large energies, $\phi$ ( $E, \vec{r}$ ) decreases exponentially if $\nu=0$. If $\nu=\nu_{c r}$, then the energy spectrum of the neutrons is close to the Fermi spectrum at high energies. The eigenvalues and eigenfunctions of (23) can be determined by numerical means.

If $V=0$ then we can assume that at sufficiently high energies $\phi(E, \vec{r})=0$. In this case Eq. (23) reduces to the following:


If $\nu=\nu_{\text {or }}$ and $L-2=0$, then Eq. (23) becomes inhomogeneous

$$
\begin{equation*}
-\nabla D \nabla \phi+\left(\sigma_{a}+\sigma^{\prime}\right) \phi-\int_{0}^{E_{c}} \sigma\left(E^{\prime} \rightarrow E\right) \phi\left(E^{\prime}, \vec{r}\right) d E^{\prime}=\frac{d q_{0}}{d E} \tag{25}
\end{equation*}
$$

Here

$$
\frac{d q_{0}}{d E}=\int_{E_{c}}^{\infty} \widetilde{\phi}\left(E^{\prime}, \vec{r}\right) \sigma\left(E^{\prime} \rightarrow E\right) d E^{\prime}
$$

$\widetilde{\phi}\left(\mathbb{E}^{\prime}, \vec{r}\right)$ can be calculated by the usual methods without account of thermalization.

Eq. (24) can be solved by Kellog's iteration method
$-\nabla D \nabla \phi^{(n+1)}+\left(\sigma_{\alpha}+\sigma\right) \phi^{(n+1)}-\int_{0}^{E_{c}} \sigma^{\prime}\left(E^{\prime} \rightarrow E\right) \phi^{(n+1)}\left(E^{\prime}, \vec{r}\right) d E^{\prime}=$

$$
=D \bar{\phi}^{(n)}(E, r)
$$

$$
\bar{\phi}^{(n)}(E)=\left\|\phi^{(n)}(E, v)\right\|^{-1} \phi^{(n)}(E, r)
$$

By way of the zeroth approximation it is useful to use the solution of Eq. (25). In this case the iteration converges very rapidly. The solutions of Eqs . (24) and
as expected, differ from each other.
To solve Eq. (24) and (25), a program was developed for the "Strella" computer (I. V. MaĬorov, V. I. Ponomareva, V. IN. Toroptseva, 1959). To calculate one point in the space grid of a l5-group system of equations one requires approximately 15 seconds.

By way of illustration we given the results of the calculation of the flux of thermal neutrons in a multi-zone cylindrical sleeve inserted in the thermal column of a reactor. The properties of the medium are constant in each zone [1].

The neutron sources are situated in the plane $z=0$ (the thermal column was assumed in the calculation to have a cylindrical form).

The calculation was carried out for $\mathcal{V}=0$ and $\nu=\mathcal{V}_{\text {cr }}$.
The composition of the zone was as follows: first zone -- natural uranium, second and fourth zones -- aluminum, third zone -- empty, and fifth -- graphite.

In reference [I] an experiment is described for the measurement of the ratio $P_{5}^{9}$-- the ratio of fissions per second on $\mathrm{Pu}^{239}$ nuclei to the number of fissions on $\mathrm{U}^{235}$ in such a system

$$
P_{5}^{9}=\frac{\int_{0}^{R_{1}} r d r \int_{0}^{\infty} \sigma_{f}^{q}(E) \phi(E, r) d E}{\int_{0}^{R_{1}} r d r \int_{0}^{\infty} \sigma_{f}^{5}(E) \phi(E, r) d E}
$$

This quantity was measured at different graphite temperatures $T$ in the thermal column. In the figure, curve 1 shows the dependence $P_{5}^{9}(T)$ for a medium in which it is assumed that $V \approx 0$ (corresponding to reality); curve 2 is experimental. Curve 3 was calculated under the condition $\nu=\nu$ cr. It is seen from Fig. 2 that the degree of criticality of the medium greatly influences the spectrum of the thermal neutrons. The solution of the problem for $V=V$ or was used as the zeroth approximation of the iteration process (26).

The author is grateful to E. S. Kuznetsov for interest in the work and to M. V. Maslennikov for a discussion of reference [3].
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## FIGURE CAPTION

Figure 1. Ratio of $\mathrm{Pu}^{239}$ to $\mathrm{U}^{235}$ fission as a function of graphite temperature in thermal column. Curves 1 and 3 are theoretical, and correspond to $\nu=0$ and $\nu=\nu_{\text {crit. }}$, respectively. Curve 2 is experimental.
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[^8]:    *Supported by the U. S. Atomic Energy Commission.

[^9]:    +This supposition finds support in measurements, for water using neutron scattering $(1)$ and Raman spectroscopy (2).

[^10]:    ${ }^{+}$A crude estimate of $E$ based upon the known structure of ice shows that indeed the strong-field condition is satisfied. Similar conclusion has been reached by Magat (3).

[^11]:    ${ }^{+}$An approach applicable for any value of $\lambda$ is to use the free rotator solution to obtain by orthogonal transformation a new basis in which $V$ is diagonal. (4) This method necessarily involves the diagonalization of an infinite tri-diagonal matrix, and results in a continued fraction form of expressions for the energy and transformation matrix elements. Such a solution is not suitable for our purpose since considerable numerical efforts would be involved.

[^12]:    +The general method of calculation employed here has also been applied to free rotators. Independently Rahman has described a similar approach in his recent paper (10).

[^13]:    *Supplied by the Hanovia Chemical and Manufacturing Company, East Newark, New Jersey

[^14]:    * Ratios obtained froni Io ( $\mathbb{X}$ r) fits to experimental data.

[^15]:    * Vacuum Evaporated Au Foil

    Au Film from Solution

[^16]:    * solutions in 3.5 inch Al can
    ** from center of the can
    *** normalized at 4.445 cm

[^17]:    "It may be shown that this is the effective starting poirt of the neutron flight path (c.f. Larsson et al (loc cit)'.

[^18]:    +) Laboratorium fur Technische Physik der Technischen Hochschule München

[^19]:    *) At the beginning of the experiments, the use of polystyrene instead of water was not thought to cause complications in the theoretical interpretation of the results. Our opinion was that a gas kernel would be used in every case. The transport scattering cross section, $\lambda_{f r}$, per $H$ atom was determined from the space dependency of the thermal flux near the cadmium disk by fitting the flux with the theoretical curve /11/. The resulting value, $\sigma_{t r}=34$ barns, is very close to the value for $\mathrm{H}_{2} 0$.

[^20]:    * The most probable velocity corresponding to the experimentally measured distribution $\mathrm{v}^{2} \cdot \mathrm{n}(\mathrm{v})$.

[^21]:    Submitted to the Conference on Neutron Thermalization, Brookhaven National Laboratory, April 30-May 2, 1962

[^22]:    *We restrict ourselves to $1 / \mathrm{v}$ poisons.

[^23]:    *Küchle's data were taken at $22^{\circ} \mathrm{C}$ and are corrected to $26.9^{\circ} \mathrm{C}$ here.

[^24]:    *Quoted in reference (61).
    ${ }^{* *}$ Referring to a density of $1.6 \mathrm{~g} / \mathrm{cm}^{3}$.

[^25]:    * William C. Ballowe died on March 14, 1962, from injuries sustained in an automobile accident of the previous week. His paper entitled "Measurement of the Diffusion Length of Tnermal Neutrons in Light Water" was not completed. The most significant information which was to be included is in this summary. We would appreciate inclusion of this information in the Proceedings as recognition of one of Mr. Ballowe's contributions to the field of reactor physics.

[^26]:    *Beckurts (private communication) has also suggested that the published values for $C$ are too small by a factor two.

[^27]:    *The information contained in this article was developed during the course of work under contract AT(07-2)-1 with the U. S. Atomic Energy Commission.

[^28]:    * Now at Atomics International, Canoga Park, California.

[^29]:    *For a complete list of references see (3) and (4)

[^30]:    *The stationary experiment was first suggested by P. Michael (private communication).

[^31]:    *The figures of Table $V$ are slightly different from those appearing in Ref. (4) because in the present analysis $\alpha_{0}$ was recalculated for each $B^{2}$ interval.

[^32]:    * This summarizes the work reported in J. Nucl. Energy 14, 18 (1961) and J. Nucl. Energy 14, 186 (1961).
    + Now at Atomics International, Canoga Park, California.

[^33]:    * Uncorrected for the source term.

[^34]:    Operated by Union Carbide Nuclear Company for the U. S. Atomic Energy Commission.

[^35]:    *Operated by Union Carbide Nuclear Company for the U.S. Atomic Energy Commission.

[^36]:    Work performed under the auspices of the U. S. Atomic Energy Commission.

[^37]:    'In certain cases SLOP-I can be used to solve the cylindrical and spherical $\mathrm{P}_{3}$ equations, but the cylindrical cell discussed above can only be treated in $P_{1}$.

[^38]:    *Work done under contract AT(04-3)-167, Project Agreement No. 2.

