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Proton-nucleus and neutron-nucleus standard optical model parameters are given that represent, quite well, much of the elastic scattering data in the range $A > 40$, $E < 50$ MeV. These parameters were determined by fitting simultaneously a large sample of the available proton data, and independently, a large sample of the available neutron data. Explicit energy and isospin dependent terms were included and their coefficients obtained directly from the data analysis. The results are shown to be consistent with the range and strength of the central and isospin components of the two body interaction.

I. INTRODUCTION

In recent years accurate elastic scattering data for protons on medium to heavy weight nuclei have appeared. In many instances polarization and reaction cross section data have been measured also at the same energies and using isotopically separated targets. Together with older proton and neutron data, mostly using natural targets, a substantial amount of nucleon-nucleus scattering information now exists. Many of these data have been analyzed individually in terms of the standard nuclear optical model (O.M.)\(^1-5\) and in several instances the individual parameters have been used to extract some information about the energy and isospin dependence of the O.M. potentials. However, due to the inherent potential ambiguities, the parameters found by various authors differ somewhat and make interpolation between different energies and nuclei uncertain. In a DWBA or coupled-channels analysis, then, one often does not have reliable O.M. parameters for the nucleon elastic channels.
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Besides the obvious utilitarian value of such parameters, there is reason to believe that useful information about nuclear forces and nuclear structure can be obtained from the systematic analysis of nucleon elastic scattering.

In view of the amount of data available and the inherent parameter ambiguities in the O.M. potentials, it is clearly impractical to analyze individual data sets and hope to determine an optimum general parameter set. The obvious approach is to combine a large number of individual data taken over a range of energies and nuclei, include explicit energy, isospin, etc. terms as variable parameters in the O.M. potentials and fit simultaneously all of the data. Such an analysis is well within the capabilities of computers presently available and is presented here.

II. THE OPTICAL MODEL PROGRAM

A FORTRAN IV O.M. code was written by one of the authors (FDB) to solve the appropriate time independent, non-relativistic, local, Schrodinger equation for the partial wave scattering amplitudes. The most efficient numerical techniques available were used. Included was an automatic least squares search routine which could optimize up to thirty parameters. Using a 60K, 60 bit word, CDC 6600 computer, this program could fit simultaneously 46 data sets with each data set consisting of up to 90 differential cross section points, 90 polarization points and, either the total cross section (neutrons) or, the reaction cross section (protons).

In order to minimize the computation time and the storage requirements, the experimental data were interpolated to the nearest even center of mass (CM) angles. This allows many of the angle dependent functions to be pre-stored in single common arrays. Also, many of the proton data (30 MeV $\sigma(\theta)$) were measured at even CM angles and at least half the other data points (due to the LAB-CM transformation) were within 0.2\degree of even CM angles, so
that a majority of the data points required little, if any, interpolation. Several checks were made using 40 MeV data to insure that only negligible errors were introduced in this procedure.

The criterion function, \( F \), of the theoretical fit was taken to be

\[
F = \sum_{n=1}^{N_{\text{data}}} \left[ \frac{\chi^2}{N_{\sigma(\theta)}} + \frac{\chi^2}{N_{P(\theta)}} + \chi^2_{\sigma_R} \right]
\]

where:

\[
\frac{\chi^2}{N_{\sigma(\theta)}} = \text{the chi-square per point value of the differential cross sections, } \sigma(\theta), \text{ for the } n\text{th data set (} n \leq 46); \\
\frac{\chi^2}{N_{P(\theta)}} = \text{the chi-square per point value of the polarization data, } P(\theta), \text{ for the } n\text{th data set;}
\]

and:

\[
\chi^2_{\sigma_R} = \text{the chi-square value of the reaction (protons) or total (neutrons) cross section for the } n\text{th data set.}
\]

A quantity \( \frac{\chi^2}{N_{g(\theta)}} \) is defined by:

\[
i = \sum_{N}^{i} \left[ \frac{g_{\text{om}}(\theta) - g_{\text{obs}}(\theta)}{\Delta g_{\text{obs}}(\theta)} \right]^2
\]

where \( g_{\text{om}}(\theta), g_{\text{obs}}(\theta), \) and \( \Delta g_{\text{obs}}(\theta) \) are the O.M. prediction of \( g(\theta) \), the interpolated experimental value and the standard deviation error in \( g(\theta) \), respectively, for the \( N \) even CM angles. It should be noted that, unlike most O.M. analyses \( F \) (as defined by Eq. 1) adds the chi-square per point values rather than the chi-square values. The present definition does not, then, treat all data points equivalently. The reason for this choice of \( F \) is given below.

The O.M. potentials, through the asymptotic form of the O.M. wave functions, represent, indirectly, the scattering matrix (S-matrix) comprised of the complex phase shifts. The S-matrix in turn determines the ordinary scattering amplitude \( A(\theta) \) and the spin-flip amplitude \( B(\theta) \). The measured
quantities, \( P(\theta) \) and \( \sigma(\theta) \), are related to these by
\[\sigma(\theta) = |A(\theta)|^2 + |B(\theta)|^2\]
and:
\[P(\theta) = \frac{2\text{Im} A^* B}{\sigma(\theta)}\]  \(\text{(3)}\)

When the spin orbit interaction is small \( |B(\theta)| \ll |A(\theta)| \) and \( \sigma(\theta) \) is determined primarily by \( A(\theta) \). Thus in order to determine both amplitudes accurately, \( P(\theta) \) and \( \sigma(\theta) \) must be weighted equally.

A typical set of proton experimental data at a single energy for a single nucleus includes: 30 to 90 \( \sigma(\theta) \) points of accuracy \( \pm 3 \) to 10 percent; 10 to 40 \( P(\theta) \) points of accuracy \( \pm 10 \) to 30 percent and; possibly, the reaction cross section. Using a criterion function defined by summing \( \chi^2 \) values for each point would weight the cross section points considerably more than the \( P(\theta) \) and \( \sigma_R \) points. This effect is emphasized in the case of the \( P(\theta) \) points where the experimental and predicted values are bounded between \( \pm 1.0 \); this limits \( \chi^2 \) for the polarization points to values (<50, in general for typical experimental errors) which are several orders of magnitude lower than the possible values of \( \chi^2 \) for the \( \sigma(\theta) \) and \( \sigma_R \) points. An analysis based upon minimizing the simple sum of \( \chi^2 \) values can thus weight, almost entirely the \( \sigma(\theta) \) data and determine primarily the quantity \( A(\theta) \). In such circumstances the spin orbit potential is being used to fit the large angle \( \sigma(\theta) \) points at the expense of the overall fit to the \( P(\theta) \) and \( \sigma_R \) data. It then becomes very difficult to extract useful information about either the spin-orbit or the central potentials, or to have confidence in the scattering amplitudes and wave functions determined by such potentials. The criterion function as presently defined, \( F \) (Eq. 1), is thus purposely constructed to weight equally the three observables; \( \sigma(\theta) \), \( P(\theta) \) and \( \sigma_R \) (or \( \sigma_T \)). Such a procedure does not
avoid the difficulties arising from \( P(\theta) \) being bounded between \(-1\). However, such difficulties are unimportant if comparable \( \chi^2 \) values are achieved for the various individual experimental points, as is the case here. This procedure also tends to over-emphasize the \( \sigma_R \) (or \( \sigma_T \)) measurements. In practice considerably fewer proton \( \sigma_R \) measurements are available than \( \sigma(\theta) \) and \( P(\theta) \) angular distributions and the contribution of the \( \sigma_R \) points to \( F \) is thus reduced. A corresponding situation does not hold for the neutron data where many \( \sigma_T \) values are available. However, in practice, there were insufficient neutron data available to enable a completely independent neutron analysis to be made and the proton results were used as a guide to suitable parameterizations to be tried.

The O.M. predictions used in calculating \( F \) included several corrections in order to make them directly comparable to experimental data. Both the \( \sigma(\theta) \) and \( P(\theta) \) predictions are obtained by averaging the O.M. values over a rectangular detector aperture of width \( \Delta \theta \) equivalent to the experimental detector geometry. This correction is necessary for most of the polarization data since \( \Delta \theta \) is usually several degrees. Provisions were also available for including isotropic compound elastic scattering. This correction, which was assumed to be unpolarized, was determined using an analytic expression to minimize \( \chi^2 \) for the individual \( \sigma(\theta) \) data sets. The expressions for \( \sigma(\theta) \), \( P(\theta) \) and \( \sigma_R \) or \( \sigma_T \) then become:

\[
\sigma(\theta) = \sigma'(\theta) + \sigma_{CE}(\theta) \quad \text{differential cross section,}
\]

\[
P(\theta) = P'(\theta) \left[ \frac{\sigma'(\theta)}{\sigma'(\theta) + \sigma_{CE}(\theta)} \right] \quad \text{polarization,}
\]

\[
\sigma_R = \sigma'_R - \sigma_{CE} \quad \text{reaction cross section,}
\]

\[
\sigma_E = \sigma'_E + \sigma_{CE} \quad \text{elastic cross section,}
\]

\[
\sigma_T = \sigma'_T \quad \text{total cross section,}
\]
where $\sigma_{CE}(\theta) = \frac{\sigma_{CE}}{4\pi}$ is the optimum isotropic compound elastic scattering correction to minimize $\chi^2$ for $\sigma(\theta)$, and $\sigma'(\theta)$, $P'(\theta)$ etc. are the O.M. values corrected only for the finite detector width. At low energies ($E < 10$ MeV) the compound elastic correction can become significant, and this, of course, must be taken into consideration when selecting experimental data for analysis.

Finally, the experimental errors used in calculating $\chi^2$ for $\sigma(\theta)$ are the quoted statistical errors in standard deviations. Systematic errors in $\sigma(\theta)$ were included by allowing renormalization of the experimental points. The renormalization constant was chosen to minimize $\chi^2$ and was constrained to be within the experimental renormalization error. Data which also included compound elastic corrections were renormalized using only the forward angle ($\theta < 60^\circ$) $\sigma(\theta)$ data since for most of these points $\sigma(\theta) \gg \frac{\sigma_{CE}}{4\pi}$.

The optimum parameters were then determined by minimizing the $F$ function calculated using the corrected O.M. predictions given by (4).

### III. SELECTION OF EXPERIMENTAL DATA

#### Proton Data

The selection of the experimental proton data to be analyzed was determined by several factors, the primary ones being accuracy and completeness i.e., that the data usually include not only $\sigma(\theta)$ measurements but also $P(\theta)$ and $\sigma^R$ data. It was also essential that the data span a wide range of non-relativistic energies and include substantial variations in $N$ and $Z$. Since the data analyzed should be predominately non-coulomb, direct, shape-elastic scattering data, the lowest incident energy included was determined primarily by the appropriate Coulomb barrier (approximately 7-12 MeV) and the $(p,n)$ threshold $Q$ values (2-10 MeV). The limits on the incident proton energies were thus determined to be: $10 < E < 100$ MeV.
Using these criteria, 46 proton data sets (a single data set includes all elastic scattering information for one nucleus at a single energy) were selected from the data available. These data are concentrated at proton energies of 10, 14.5, 30 and 40 MeV and are representative of the most accurate data available. The distribution with E and (N-Z)/A, of proton data sets analyzed, is shown in Fig. 1. All of the proton O.M. parameters were determined by simultaneously fitting these data.

Included in the 46 data sets are 40 $\sigma(\Theta)$, 28 $P(\Theta)$, and 8 $\sigma_R$ measurements comprising about 2500 data points. Typical $\sigma(\Theta)$ data are of accuracy $\pm$ 3 percent to $\pm$ 15 percent with $\pm$ 5 percent renormalization errors and cover the angular range $15^\circ$ (2.5') $160^\circ$ with a detector acceptance 0.2'. Typical $P(\Theta)$ data are of accuracy $\pm$ 0.02 to $\pm$ 0.2 absolute, with $\Theta = 15^\circ$ (5') $120^\circ$ and a detector acceptance of 1' to 4'. The $\sigma_R$ data are typically $\pm$ 5 percent. Wherever possible statistical and renormalization errors have been separated and included as standard deviations. The data weight most heavily the $\sigma(\Theta)$ and $P(\Theta)$ measurements for nuclei $A < 90$ and energies $> 10$ MeV. Most of the target nuclei have net spin, $I = 0$ and a first excited state which is energetically well separated from the ground state.

Light nuclei ($A < 40$) were not included since these tend to exhibit considerable level structure at the energies involved here. They also have $N \approx Z$ and would yield little information about the O.M. isospin terms which depend on the neutron excess.

Additional proton data which became available at various stages of the analysis were used as an independent check of the final parameter sets.
Neutron Data

Due to the inherent experimental difficulties, the relative accuracy and quantity of the available neutron elastic scattering data is substantially less than that for protons. Most of the published data for neutrons are at energies below 24 MeV, from natural targets, and seldom include polarization results. Of the data available 30 data sets were selected for analysis. These include 30 $\sigma(\theta)$, 4 $P(\theta)$ and 28 $\sigma_T$ measurements consisting of 1000 points of accuracy $\pm$ 10 to $\pm$ 30 percent over the range $\theta = 10^\circ (5^\circ)$ to $160^\circ$ with a detector acceptance of $1^\circ$ to $5^\circ$. The nuclei and energies included in the analysis are shown in Fig. 2. Where natural targets had been used, Fig. 2 uses the weighted average, of $(N-Z)/A$, among the isotopes.

These data consist mostly of $\sigma(\theta)$ and $\sigma_T$ data for natural targets $A > 90$, and energies, $E < 14.5$ MeV. Generally, the nuclei and energies are quite different from those covered by the proton data. Also, since much of the data are at energies below 10 MeV, substantial compound elastic corrections were often included.

The neutron data were used primarily as a check of features revealed by the proton data.

IV. DATA ANALYSIS

The Optical Potential

The optical potential, $V(r) + iW(r)$, which was used is a combination of Woods-Saxon volume and surface derivative forms with:

\[
V(r) = -V_R f(r, R_R, a_R) \\
+ V_{SO} g \cdot \ell \chi^2 \frac{1}{r} \frac{d}{dr} \left[ f(r, R_{SO}, a_{SO}) \right]
\]

Central real.

Spin orbit.
\[
+ \frac{Z e^2}{2 R_c} \left[ 3 - \frac{r^2}{R_c^2} \right] \text{ for } r \leq R_c \\
+ \frac{Z e^2}{r} \text{ for } r \geq R_c
\] 

Coulomb.

\[W(r) = - W_v f(r, R, s, a) - W_s f(r, R, a)\]

Imaginary volume.

\[+ W_s F_4 a \frac{d}{dr} \left[ f(r, R, a) \right] \text{ Imaginary surface.}\]

where:

\[f(r, R, a) = \left[ 1 + \exp \left( \frac{r - R}{a} \right) \right]^{-1}.\]

\[\sigma \cdot \ell = \text{ scalar product of the intrinsic and orbital angular momentum operators.}\]

- \( = \ell + 1/2\) for \( j = \ell + 1/2\)
- \( = -(\ell + 1)\) for \( j = \ell - 1/2 > 0\)

\(j, l\) = total and orbital angular momentum quantum numbers for the incident nucleon (spin, \( s = 1/2\)).

\(\lambda^2\) = pion Compton wavelength squared \( \approx 2.0 \text{ F}^2\).

\(Z, z\) = target and incident particle charge.

\(A\) = target mass number

Energies in MeV, lengths in Fermis \((1 \text{F} = 10^{-13} \text{ cm})\).

The Coulomb potential is one due to a uniformly charged sphere of total charge \(Ze\) and radius \(R_c\). This potential can be shown to give the same electron and proton scattering cross sections as a more realistic electrostatic potential calculated from the empirical nuclear charge distribution, provided the rms radii are made equal. \(^{10}\) Unless otherwise noted the semi-empirical formula given by Elton was used to calculate \(R_c\). \(^{11}\)

It is customary to assume an \(A^{1/3}\) variation for all the radii, i.e., \(R_n = r_n A^{1/3}\), etc. This assumption about the geometry of the potentials is certainly only an approximation and, as such, complicates the interpretation of the \(A, Z,\) or \(N\) dependence of the other parameters. However, in lieu of
a better approximation, the radii were taken, initially, to have the form:

\[ R_R = r_R A^{1/3} \]
\[ R_{so} = r_{so} A^{1/3} \]
\[ R_C = r_C A^{1/3} \]
\[ R'_I = r'_I A^{1/3} \]
\[ R''_I = r''_I A^{1/3} \]

The strength and geometry of the optical potential is thus determined by:

\( V_R, r_R, a_R; V_{so}, r_{so}, a_{so}; W_V, r'_I, a'_I; W_{sf}, r''_I, a''_I \). These quantities were further parameterized in terms of \( A, Z, N, \) and \( E \) as required to fit the data.

**Parameter Search**

Since the proton-nucleus data are substantially more accurate and cover a wider range of energies and nuclei than the neutron data, the main emphasis was necessarily directed towards fitting the proton data. The general scheme followed was to optimize first the O.M. fit for protons using a particular form of parameterization and then modify the more successful forms, as necessary, to fit the neutron data. As a result, considerably fewer forms of neutron parameterization were investigated.

It is known from previous analyses that the O.M. predictions are most sensitive to the surface regions of the optical potentials. Usually several different combinations of strength and geometry parameters can be found that give nearly the same O.M. predictions.\(^1-5\) The \( A, Z, N \) or \( E \) dependence of the potentials can often be assigned to either the strength or the geometry. In the present analysis it was decided to parameterize, whenever possible, only the strength terms: \( V_R, W_V, W_{sf}, \) and \( V_{so} \).
Proton Parameters

The initial fit to the data was attempted using the form:

\[ V_R = V_{OR} + V_{ER}E + 0.4Z/A^{1/3} + V_{sym}(N-Z)/A \]

\[ W_V = W_{OV} + W_{EV} \]

\[ W_{SF} = W_{OS} + W_{ES}E \]

with \( r'_I = r_I, a'_I = a_I \). \( E \) is the incident LAB energy. The term \( 0.4 \frac{Z}{A^{1/3}} \) is used to correct for Coulomb repulsion effects and is the value used by Perey. Implicit in this value is an energy dependence for the nucleon real potential strength of about \(-0.3E\) and an average nuclear Coulomb energy of \( 1.38 \frac{Z}{A^{1/3}} \) MeV.\(^1\)

Optimum parameters were obtained by performing a series of sub-searches on groups of six parameters or less, chosen to avoid the more prominent strength-geometry parameter correlations. A range of geometrical parameters centered about the values \( r_R = 1.2, a_R = 0.7, r_I = 1.3, a_I = 0.6, r_{SO} = 1.1, \) and \( a_{SO} = 0.7 \) was investigated. The typical \( \chi^2/N \) value obtained was about 20 per point.

The sub-searches on \( W_{OS} \) indicated a mass dependence of the surface absorption. Different forms of \( W_{SF} \) were investigated with the best fit obtained using an \((N-Z)/A\) dependence (see Table I). Although a substantial improvement was affected (\( \chi^2/N = 15 \)) the O.M. predictions for \( \sigma_R \) were consistently 10 to 20 percent higher than experimental values. In an attempt to improve the \( \sigma_R \) predictions various \( A \) and \( E \) dependent terms were included in \( W_V, r_I \) and \( a_I \). The most significant improvement was found by introducing a term proportional to \((N-Z)/A\) into \( a_I \). As a general criterion, a uniform reduction in \( \sigma \) of 20 percent or more was considered significant enough to include an additional parameter in the O.M. potential.
This latter form, with $a_i$ having an $(N-Z)/A$ dependence, ultimately gave the best overall fit to the 46 proton data sets. However, even when restricted to this form, several sets of parameters were found which give equivalent O.M. fits; these are listed in Table I. The parameter correlations found are shown in Fig. 3. Also $V_{sym}$, the $(N-Z)/A$ coefficient in $V_R'$, depends upon the coefficient used for the $Z/A^{1/3}$ term, the Coulomb correction term.

These features, of course, must be taken into consideration when interpreting the parameters. Nonetheless, the optimum proton-nucleus standard O.M. parameters were determined to be:

$$
egin{align*}
V_{R} & = 54.0 - 0.32E + 0.4Z/A^{1/3} + 24.0 (N-Z)/A \\
r_{R} & = 1.17, \quad a_{R} = 0.75 \\
W_{V} & = 0.22E - 2.7 \\
W_{SF} & = 11.8 - 0.25 E + 12.0 (N-Z)/A \quad \text{or zero whichever is greater} \\
r_{I} & = 1.32, \quad a_{I} = 0.51 + 0.7 (N-Z)/A \\
V_{SO} & = 6.2 \\
r_{SO} & = 1.01, \quad a_{SO} = 0.75
\end{align*}
$$

where $E =$ incident LAB energy.

A listing is given, in Table I, of the different parameterizations investigated which yielded acceptable values for $F$. Average values of $\chi^2/N$ for each observable are given for comparison. These average values were obtained by calculating the mean of all the $\chi^2/N$ values of a particular quantity using the data sets included in the parameter search. The parameters of Table I correspond to a minimum in $F$ using the particular parameterization.

The O.M. predictions given by (8) compared to a range of experimental data are given in Figs. 4 to 12. The average chi-square value is about ten per point for the 6000 data points shown in these figures. Of these
6000 data points, approximately 2500 were used in the search which yielded
Eqs. (8).

Compound elastic scattering corrections have been applied to the low
energy data as given by (4). The relation of the total correction to the
appropriate \((p,n)\) thresholds is shown in Fig. 6. The quantity \(\sigma^{\text{om}}_{ce}\) is the
total correction needed to fit the corresponding \(\sigma(\Theta)\) data at the energies
shown. The scattering appears, then, to approach pure direct elastic
scattering for \(E \simeq Q(p,n) + 4\) MeV. The corrected O.M. fits to these low
energy data are shown in Fig. 7. The magnitudes of the corrections used are
comparable to both measured fluctuations in the cross sections at these
energies and calculated values using the Hauser-Feshbach or statistical model
of compound nuclear scattering.\(^{12,13,14}\)

The Rutherford Laboratory \(\sigma(\Theta)\) and \(P(\Theta)\) data have been included separately
at different energies where appropriate. The 40 MeV data analyzed was an
average of the Oak Ridge and Minnesota data but separated data are shown
with the O.M. predictions.

The experimental reaction cross sections at different energies, in
some cases, represent values obtained by averaging isotopic values.

The overall agreement with experiment is, in general, quite good
\((\chi^2/N \approx 10)\). The most apparent discrepancies are in the O.M. prediction
of the reaction cross sections for the lighter nuclei \((A < 90)\). This may
indicate some inadequacy in the basic forms chosen for \(W(r)\). Comparable
\(\sigma_R\) data at other energies would permit a more thorough investigation of
this problem.
Neutron Parameters

The neutron data (Fig. 2) were analyzed using the proton parameters (Table I) as starting values. The results, however, were insensitive to small changes in the energy and \((N-Z)/A\) terms. As a consequence, the energy dependence of the central strengths was set equal to that of the corresponding proton terms. Also, the \((N-Z)/A\) dependence of the strengths could be set equal to the negative of the proton values. This is as expected for an isospin dependent potential of the form \((V + iW) \cdot \text{\textbf{t}}\cdot\text{\textbf{\tau}}\), where \text{\textbf{t}} is the incident isospin and \text{\textbf{\tau}} the target nucleus isospin.\(^{15,16}\) The imaginary diffuseness showed no systematic features and was subsequently assumed to be constant. The real geometry and spin orbit strength and geometry did not change significantly from the proton parameters and these too could be set equal to the proton values. The most significant changes were in the strength and geometry of the absorptive potential which indicated a smaller radius and an increased volume strength for neutrons (see Fig. 13). A slight difference in the proton and neutron real central strengths, \(V_R\), was also found. This can be removed by using a Coulomb correction term of \(0.27\ Z/A^{1/3}\) instead of the usual \(0.4\ Z/A^{1/3}\) in the proton potential. (See Tables I and II). The neutron data were also found to be fitted slightly better using a surface peaked real symmetry term. The significance of this will be discussed in a following section.

The best fit to the neutron data, using the energy and isospin dependence from the best fit to the proton data, was obtained using the parameters:

\[
V_R = 56.3 - 0.32E - 24.0\ (N-Z)/A
\]

\[
r_R = 1.17, \quad a_R = 0.75
\]
\[
\begin{align*}
W_v &= 0.22E - 1.56 \\
W_{SF} &= 13.0 - 0.25E - 12.0 \frac{(N-Z)/A}{(N-Z)/A} \\
r_I &= r'_I = 1.26, \quad a_I = a'_I = 0.58 \\
V_{SO} &= 6.2 \\
r_{SO} &= 1.01, \quad a_{SO} = 0.75
\end{align*}
\]  

Where \( E \) = incident neutron LAB energy in MeV.

The listing of the neutron parameters examined is given in Table II. Average neutron and mass numbers, \( N, A \), have been used for the natural targets.

The most significant difference between the proton parameters of Eqs. (8) and the neutron parameters of Eqs. (9), is in strength and geometry of \( W(r) \). This is illustrated in Fig. 13 which shows \( W(r) \) for both protons and neutrons on Sn \( ^{120} \) at various energies. The origin of this difference is discussed later in this paper.

The O.M. fits to a large sample of neutron data using the parameters of Eq. 9 are given in Figs. 14 to 18. Again, at low energies (\( E < 10 \) MeV) corrections for compound elastic scattering are necessary for both \( \sigma(\theta) \) and \( \sigma_{NE}(\sigma_R) \) data. The corrections given by Eq. 4 also improve the fit to the low energy polarization data slightly, reducing \( \chi^2/N \) values by 10 to 20 percent (see Fig. 17). In all instances the compound elastic corrections required were consistent among data at different energies, with typical values expected. 12,13,14

Analogous to the O.M. fit to the proton data, the fit to the neutron data is poorest for total cross sections for the lighter nuclei \( (A < 90) \), and again indicates a basic inadequacy in the present optical potential.

**Data \( A < 40 \)**

An attempt was made to fit elastic data for nuclei, \( A < 40 \), using the form of parameterization found for the heavier nuclei. While a reasonable
O.M. fit could be obtained for forward angle data \((\Theta < 90^\circ)\), the large angle points could be fitted only by allowing adjustments to the O.M. parameters, particularly \(r_I\), which required a substantial increase. This increase in \(r_I\) suggests that \(R_I \neq r_I^{1/3}\) in light nuclei, as expected for a long range interaction such as \(W(r)\). Also unlike the heavier elements, relatively few non-elastic channels determine the absorption and the simple form of \(W(r)\) used is no longer appropriate.

IV. SUMMARY OF RESULTS

The main features revealed in the present standard O.M. analysis of data \(A > 40, E < 50\) MeV are as follows:

1. The real and imaginary strengths are linearly dependent on incident energy with:

\[
\begin{align*}
V_R & \propto -(0.32 \pm 0.02) E \\
W_V & \propto +(0.22 \pm 0.04) E \\
W_{SF} & \propto -(0.25 \pm 0.02) E
\end{align*}
\]

(The errors quoted correspond to a change in the criterion function, \(F\), of approximately twenty percent as determined from the parameter iterations).

2. The real central potential can be specified by several different combinations of parameters within the range:

\[
\begin{align*}
1.10 & < r_R < 1.25 \\
0.78 & < a_R < 0.70 \\
59 & > V_R > 52
\end{align*}
\]

3. A constant spin orbit strength:

\[V_{SO} = 6.2 \pm 1.0\]

4. A complex isospin potential with real volume term,

\[V_{sym} = 24 \pm 3\] (Coulomb correction of \(0.4 Z/A^{1/3}\))

or \[V_{sym} = 30 \pm 3\] (no Coulomb correction)

and a surface-peaked imaginary term,

\[W_{sym} = 12 \pm 3\]
The neutron data are fitted slightly better using a surface-peaked real isospin term with:

\[ V_{SSym} = 9 \pm 2. \]

V. DISCUSSION

The best fit O.M. potentials for protons and neutrons were obtained from a simultaneous fitting of a comprehensive and representative set of: (a) all available proton data (Eq. 8) and; (b) all available neutron data (Eq. 9), in the energy range below 50 MeV. These potentials, therefore, represent the best overall parameterization of the scattering using the standard formulation of the optical model. Implicit in such a formulation are certain assumptions in the functional forms used. Perhaps the most questionable of these assumptions is that of an \( A^{1/3} \) dependence for all of the radius parameters (real central, imaginary central and spin orbit). The functional form used for the imaginary central potential also gives cause for concern since severe ambiguity problems are often experienced with this term and an alternate shape might be more satisfactory. Such doubts as to the validity of the initial assumptions, limit the extent to which physical significance can be attached to the results. These reservations are strongly enhanced by the wide variety of parameterizations which have been found to yield fits to the data and which are almost as good as the optimum fit (see Tables I and II) and it is in fact impossible, with the present formulation, to determine a unique set of strength of geometry parameters which is significantly superior to several other sets. The parameters determined must be considered primarily as phenomenological representations of complex phase shifts. The parameter ambiguities are inherent in the formulation used and are essentially
independent of the amount of data included in the analysis. Nonetheless, the results obtained with various parameterizations do have common features which, almost certainly, can be related to the physical processes involved. These are discussed later in this section.

From a utilitarian point of view, as long as the limitations are recognized and the alternate potentials quoted are treated as convenient representations of the data, they should prove useful for predicting elastic cross sections and polarizations below 50 MeV and for calculations involving the distortion of proton and neutron reaction channels. The use of Eqs. 8 and 9 for energies greater than 50 MeV and mass numbers less than 40 may not be reliable. At higher energies, the potential strengths may no longer have a linear energy dependence and for lighter nuclei, considerable changes in the imaginary geometry may be necessary (see Sec. IV).

Recently, a reformulation of the optical model has been presented by Greenlees, Pyle and Tang (GPT) which avoids some of the difficulties of the normal formulation and attempts to relate the real parts of the O.M. potential to the nuclear matter distribution and specific components of the nucleon-nucleon force. GPT showed that the well-defined quantities involved in the analysis of proton elastic scattering data are the volume integrals \( J_R \), and the mean square radii \( \langle r^2 \rangle_R \), of the real central potential. In their formulation of the problem \( \langle r^2 \rangle_R \) is related to the m.s.r of the nuclear matter distribution \( \langle r^2 \rangle_m \) via the relation:

\[
\langle r^2 \rangle_R = \langle r^2 \rangle_m + \langle r^2 \rangle_d
\]  

(10)

where \( \langle r^2 \rangle_d \) is the m.s.r of the spin-isospin independent part of the nucleon-nucleon potential. Also, to a good approximation:

\[
\langle r^2 \rangle_m = \langle r^2 \rangle_{so}
\]  

(11)
where $\langle r_s^2 \rangle_{so}$ is the rms of the spin orbit form factor. The nuclear matter msr found by GPT were independent of the incident proton energy in the range examined (14 - 40 MeV) and the volume integrals suggested a slow decrease with energy. The standard optical model formulation used in the present paper yields satisfactory fits to all the available data below 50 MeV and it is of interest to compare the results with the conclusions of GPT who analyzed part of these data in considerable detail using a different approach.

The proton parameters of Eq. (8) enable $\langle r^2 \rangle_R$ and $J_R$ to be calculated for any $A$ and $E$ and, taking $\langle r^2 \rangle_d = 2.25 F^2$ as determined by GPT, yields values for $\langle r^2 \rangle_m^{1/2}$, the root mean square radius of the nuclear matter distribution. The values of $\langle r^2 \rangle_m^{1/2}$ and $J_R/A$ for $A = 60, 120$ and 208 at various energies are given in Table III, together with the same quantities as determined by GPT. The agreement between the two sets of data is excellent. The values quoted in Table III, for the present work were obtained using the best fit parameters.

GPT analyzed data for individual elements and energies independently and showed that, whereas the radius and diffuseness parameters could have a wide range of values, the rms radii were well defined. Using Eq. (10) with $\langle r^2 \rangle_d = 2.25 F^2$ as in GPT, the present analysis of more data in a different manner yields the same values for $\langle r^2 \rangle_m^{1/2}$ and $J_R/A$ and strongly supports the conclusion of GPT that these are the quantities which must be specified in order to fit proton elastic scattering data. The restriction imposed here of an $A^{1/3}$ variation for the radius parameters with constant $a_R$ predetermines the variation of $\langle r^2 \rangle_m$ with $A$ for a given $r_R$ and $a_R$. The optimum values found for these parameters are clearly those which give the best values for $J_R/A$ and $\langle r^2 \rangle_m^{1/2}$ over the range of $A$. The minor discrepancy in $\langle r^2 \rangle_m^{1/2}$ for Ni$^{60}$ (4.26 compared to 4.15$^{+0.05}_{-0.05}$) is very probably due to this constraint of an $A^{1/3}$ variation of $r_R$. An additional minor source of discrepancy
could be the different functional form of $V_R(r)$ used in the two treatments; there is, however, no evidence that this is significant. The excellent agreement in $\langle r^2 \rangle_m^{1/2}$ obtained with the two approaches lends strong support to the physical basis of the GPT formulation and suggests that the present real central geometry together with Eq. 10 gives the overall variation of nuclear matter distribution. When the $J_R$ and $\langle r^2 \rangle_R$ values are calculated using the alternate parameterizations of Table I, minor variations are found from the values quoted in Table III. These variations are found to be correlated with the geometrical restrictions imposed by the particular parameterization.

The nuclear matter $\text{msr}$ quoted here are significantly greater than the corresponding proton quantities as determined by electron scattering and $\mu$ mesonic X-ray studies and indicate a greater extension of nuclear neutron distributions as compared to protons. This immediately suggests that the isospin term of the potential does not have the volume form used here. However, this term makes a relatively small contribution to the potential so that the use of a volume form probably does not represent a serious error. In the GPT formulation a relation between volume integrals is found which is independent of the form factor of the isospin term in the optical potential viz:

$$J_R = J_d A(1 + \frac{N-Z}{A})^+ \text{protons} - \text{neutrons},$$

(12)

where: $J_d =$ volume integral of the spin-isospin independent part of the nucleon-nucleon potential and; $\mathcal{f} =$ ratio of the coefficients of the isospin dependent to the spin-isospin independent part, of the nucleon-nucleon potential. This relationship assumes the same form factors for the spin-isospin independent and the isospin dependent parts of the nucleon-nucleon potential. The energy dependence found in $J_R$ in ref. 51 was attributed to an energy dependence of $J_d$.
Proton and neutron potentials are given in Tables I and II which, for a given energy, yield a volume integral relationship similar to Eq. 12. These potentials gave fits to the data as good as the 'best' fit for protons and almost as good for neutrons and had real central parts as follows:

\[ V_{\text{Rp}} = 55.2 - .32E + 24 \frac{N-Z}{A} + .27 \sqrt[3]{A} \text{ MeV}, \]
\[ V_{\text{Rn}} = 55.2 - .32E - 24 \frac{N-Z}{A} \text{ MeV}, \] (13)

with \( r_R = 1.17F \) and \( a_R = 0.75 F \).

A comparison of the coefficients of the \((N-Z)/A\) terms in Eqs. (12 and 13) yields a value for \( \mathcal{J} \), at 30 MeV, of 0.53. This is in reasonable agreement with the value of 0.48 obtained from the analysis of nucleon-nucleon scattering data. The coefficient of the Coulomb term in the proton potential of Eq. (13) (0.27) is necessary to make the magnitudes of the terms in the proton and neutron potentials compatible (see Tables I and II). If this is not required, a range from zero to 0.6 is allowed (Table I). This choice of 0.27 is less than that than that normally used (0.4). The latter value is obtained by combining the average Coulomb energy inside the nucleus with the energy dependence of the potential. Since the scattering is dominated by the surface region of the nucleus, where the Coulomb energy is less than at the center, a reduced coefficient is not unexpected.

The imaginary central potentials found for protons and neutrons show qualitative differences. These potentials are plotted at four energies for Sn\(^{120}\) in Fig. 13. It is seen in this figure that the proton potential is displaced to larger radii by about 0.3 F and has a greater magnitude in the surface region compared to the neutron potential. These features are readily understood as reflecting the neutron excess in the nuclear surface implied by the rms matter radius being greater than the rms proton radius. An incoming proton interacts more strongly with the nuclear neutrons than an
incoming neutron because of the absence of triplet scattering in the latter case. The reverse is true for the interactions with nuclear protons. This leads, qualitatively at least, to the features shown in Fig. 13. The radial displacement of the two potentials is comparable to the difference in the nuclear neutron and proton rms radii (approximately 0.6 F for Sn$^{120}$) implied by the matter radii discussed earlier.$^{51}$ The imaginary potentials found, therefore, provide confirmation of the earlier conclusions concerning matter radii.

The imaginary central potentials show an energy and isospin dependence which, whilst not unexpected, cannot be considered to be quantitatively well specified in view of the many alternative forms of the potentials found and the limited amount of neutron data available. It will be difficult to define these potentials uniquely in a manner similar to that attempted for the real central potential, because of the inherent complexity of the origin of this term.

A further indication of the extent of neutron excess is obtained from the real part of the isospin potential. The symmetry term determined in the present analysis represents a suitable average for a range of nuclei and neutron excess, $(N-Z)/A$. In the case of the proton parameters, which indicate a volume symmetry term, the data used in the analysis was primarily for nuclei with $(N-Z)/A<0.1$ and for energies $E>10$ MeV, while the neutron data, which was fitted slightly better with a surface term, weighted most heavily data with $(N-Z)/A>0.1$ and $E<15$ MeV. This suggests that the excess neutrons in the heavier nuclei are concentrated on the nuclear surface.

The spin orbit potentials found here have a constant strength and geometry. The geometrical form factor shows either a smaller radius or a smaller diffuseness parameter than the real central potential. This is expected from Eqs. 10 and 11 which indicate that the difference of the mean
square radii of the real central and spin orbit form factors is equal to \( \langle r^2 \rangle \). Using the potential of Table I with \( r_R = r_{so} \), yields results consistent with Eqs. (10) and (11) and a value for \( \langle r^2 \rangle \) of 2.8 \( F^2 \), in agreement with the value of 2.25 \( \pm 0.6 \) \( F^2 \) given by GPT. The highly localized nature of the spin orbit interaction, as indicated by Eq.(11), is also reflected in the relative energy independence of \( V_{SO} \).

CONCLUSION

Although the primary motivation of the present O.M. analysis has been to find a suitable representation of available nucleon-nucleus elastic scattering data in the range \( A > 40 \), \( E < 50 \) MeV, the resulting O.M. parameters have been shown to be compatible with the physical processes involved and can be used with reasonable confidence to generate standard O.M. potentials in this region.

ACKNOWLEDGEMENTS

The authors wish to thank Drs. J. Raynal, Y. C. Tang, and G. R. Satchler for many useful suggestions and Drs. R. E. Brown, J. S. Lilley and W. Makofske for critically reading the manuscript. The assistance of the University of Minnesota Computer Center staff is also gratefully acknowledged. Thanks are also due to Dr. D. A. Lind, who sent us his results prior to publication.
REFERENCES

30. Greenlees et al., op. cit.
31. Rosen, Beery, and Goldhaber, op. cit.
40. Fricke et al., op. cit.
52. It was recently been suggested by Slanina and McManus, Nucl. Phys. A116, 271, (1968), that a somewhat higher value for \( \langle r^2 \rangle_d \) might be more appropriate. Such a value would reduce the \( \langle r^2 \rangle_m \) values, via Eq. 10, but does not affect the general conclusions drawn here.
Table I: A listing of the parameters found in the analysis of the proton data of Fig. 1 using different potential forms. Only those forms giving reasonable fits to the data have been included.

<table>
<thead>
<tr>
<th>Comments</th>
<th>$V_R$</th>
<th>$r_R^{v_R}$</th>
<th>$W_V$</th>
<th>$W_{SF}$</th>
<th>$r_I^{v_I}$</th>
<th>$V_{SO}, V_{SO}^{v_{SO}}$</th>
<th>$\left&lt; \chi^2/N \right&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Fit</td>
<td>54.7-.32E +.4y + 24.5</td>
<td>1.17, .75</td>
<td>.22E - 2.7</td>
<td>11.8-.25E + 12.5</td>
<td>1.32, .51 +.7</td>
<td>6.2,1.01, .75</td>
<td>12 7 6</td>
</tr>
<tr>
<td>Grid on $r_R$</td>
<td>(See Fig. 3 for parameters)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_I$ constant</td>
<td>54.7-.32E +.4y + 24.5</td>
<td>1.17, .75</td>
<td>.22E - 2.7</td>
<td>11.8-.25E + 12.5</td>
<td>1.32, .56</td>
<td>6.2,1.01.75</td>
<td>16 8 6</td>
</tr>
<tr>
<td>$a_I=\lambda^{1/4}$, $W_V$ constant</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.15E</td>
<td>&quot;</td>
<td>1.32, .18A$^{1/4}$</td>
<td>&quot;</td>
<td>13 7 8</td>
</tr>
<tr>
<td>$W_{SO}^{v_{SO}}$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.22E - 2.7</td>
<td>&quot;</td>
<td>1.32, .14A$^{1/3}$</td>
<td>&quot;</td>
<td>12 7 8</td>
</tr>
<tr>
<td>$W_{SO}^{v_{SO}} = A^{2/3}$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.22E-2.7 + 1.4</td>
<td>&quot;</td>
<td>1.22, .56</td>
<td>&quot;</td>
<td>14 7 8</td>
</tr>
<tr>
<td>$r_{SO}^{v_{SO}}$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.22E - 2.7</td>
<td>.77A$^{2/3}$.28E</td>
<td>1.27, .51 +.7</td>
<td>&quot;</td>
<td>20 9 10</td>
</tr>
<tr>
<td>$V_{SO}^{v_{SO}} = E$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>5.9,1.17, .60</td>
<td>16 9 6</td>
</tr>
<tr>
<td>$V_{SO}^{v_{SO}} = E^2$</td>
<td>59.7-.47E +.9E$^2$ +.4y+24.5</td>
<td>1.15, .76</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>9.0-.1E,1.01, .75</td>
<td>13 7 6</td>
</tr>
<tr>
<td>Best $r_R = 1.12$</td>
<td>58.8-.32E +.4y+24.5</td>
<td>1.12, .78</td>
<td>&quot;</td>
<td>&quot;</td>
<td>6.2,1.01, .75</td>
<td>17 8 7</td>
<td></td>
</tr>
<tr>
<td>Best $r_R = 1.22$</td>
<td>50.0</td>
<td>1.22, .72</td>
<td>&quot;</td>
<td>&quot;</td>
<td>6.2, .98, .75</td>
<td>15 7 8</td>
<td></td>
</tr>
<tr>
<td>$V_{sym} = 0$, $r_R = \xi$</td>
<td>58.5-.32 +.4y</td>
<td>1.11 +.33$x$, .76</td>
<td>&quot;</td>
<td>&quot;</td>
<td>6.2,1.01, .75</td>
<td>13 8 8</td>
<td></td>
</tr>
<tr>
<td>$V_{sym} = 0$, $a_R = \xi$</td>
<td>56. -.24E +.4y</td>
<td>1.15, .664+1.$x$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>14 8 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_C = 0$</td>
<td>57.3 -.32E + 28.5</td>
<td>1.17, .75</td>
<td>&quot;</td>
<td>&quot;</td>
<td>14 8 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_C = .3$</td>
<td>54.9 -.32E +.3y + 25.3</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>12 7 6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table I continued

<table>
<thead>
<tr>
<th>Comments a</th>
<th>$V_R$</th>
<th>$r_R^a$</th>
<th>$W_V$</th>
<th>$W_{SF}$</th>
<th>$r_I^a$</th>
<th>$V_{SO}$</th>
<th>$r_{SO}^a$</th>
<th>$&lt;\chi^2/\nu&gt;$</th>
<th>$\sigma(\theta)$</th>
<th>$P(\theta)$</th>
<th>$\sigma_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{CC} = .84^b$</td>
<td>55.2...- .32E +.27y +24 $\xi$</td>
<td>1.17...,.75</td>
<td>.22E-.18y-1.4</td>
<td>10.2...-.25E +.21y +12 $\xi$</td>
<td>1.32...,.51 +.7 $\xi$</td>
<td>6.2...1.01,.75</td>
<td>12</td>
<td>7</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_I^a=1.22, a_I^r=.72^c$</td>
<td>54...-.32E +.27y +24 $\xi$</td>
<td>&quot;</td>
<td>.22E - 2.7</td>
<td>11.8...-.25E +12 $\xi$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>13</td>
<td>7</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_{sym} = 9.$</td>
<td>56...-.32E +.4y</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>14</td>
<td>8</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No S.O. e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0, - , -</td>
<td>30</td>
<td>-</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

Search terminated parameters converging very slowly.

---

a) Using data of Fig. 1 which includes 40 $\sigma(\theta)$, 28 $P(\theta)$, and 8 $\sigma_R$ data in the 46 data sets. $\gamma = Z/A^{1/3}$, $\xi = (N-Z)/A$, $E = E_{LAB}$, and $W_V$, $W_{SF}$ always $\geq 0$.

b) Variable Coulomb energy term added to all energy dependent strengths, i.e., incident proton energy, $E$, replaced by an effective energy $E - V_{CC}Z/A^{1/3}$ with $V_{CC}$ a search parameter.

c) Separate geometry used for volume imaginary potential with $W(r) = -W_V(r, r_I^a, a_I) + W_{SF}^a r dr [f(r, r_I^a, a_I)]$.

d) Volume real symmetry term replaced by surface form: $W_{sym}(r) = -W_{sym}^a r dr [f(r, r_I^a, a_I)]$.

e) Attempt to fit $\sigma(\theta)$ and $\sigma_R$ data only without using a spin orbit potential ($V_{SO} = 0.$).
Table II: A listing of the parameters found in the analysis of the neutron data of Fig. 2 using different potential forms. Only those forms giving reasonable fits to the data have been included.

<table>
<thead>
<tr>
<th>Comments</th>
<th>$V_R$</th>
<th>$r_R^{a_R}$</th>
<th>$W_V$</th>
<th>$\bar{W}_{SF}$</th>
<th>$r_I^{a_I}$</th>
<th>$V_{SO}, r_{SO}, a_{SO}$</th>
<th>$\sigma(\theta)$ $\langle \chi^2/N \rangle$</th>
<th>$P(\theta)$ $\sigma_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Fit</td>
<td>56.3 - .32E-24, $\xi$</td>
<td>1.17, 75</td>
<td>.22E-1.6</td>
<td>13 - .25E-12, $\xi$</td>
<td>1.26, 58</td>
<td>6.2, 1.01, 75</td>
<td>2.2 2 4</td>
<td></td>
</tr>
<tr>
<td>Use + $V_{sym}$</td>
<td>55 - .31E+24, $\xi$</td>
<td>1.15, 74</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>12 7 8</td>
<td></td>
</tr>
<tr>
<td>Use + $W_{sym}$</td>
<td>56.3 - .32E-24, $\xi$</td>
<td>1.17, 75</td>
<td>&quot;</td>
<td>13 - .25E+12, $\xi$</td>
<td>1.27, 60</td>
<td>&quot;</td>
<td>3 2 6</td>
<td></td>
</tr>
<tr>
<td>$a_I \propto - \xi$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>13.8 - .25E-11, $\xi$</td>
<td>1.27, 6.7 $\xi$</td>
<td>&quot;</td>
<td>2.4 2 5</td>
<td></td>
</tr>
<tr>
<td>$a_I \propto + \xi$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>13 - .25E-12, $\xi$</td>
<td>1.27, 5.7 $\xi$</td>
<td>&quot;</td>
<td>2.5 2 5</td>
<td></td>
</tr>
<tr>
<td>$a_I \propto E$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>&quot;</td>
<td>1.3, 5.008E</td>
<td>&quot;</td>
<td>&quot;</td>
<td>2.3 2 4</td>
<td></td>
</tr>
<tr>
<td>$W_V \propto \xi$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.22E-1.6 - 1.5 $\xi$</td>
<td>&quot;</td>
<td>1.26, 54</td>
<td>&quot;</td>
<td>2.4 2 3</td>
<td></td>
</tr>
<tr>
<td>$r_S = r = 1.17$</td>
<td>&quot;</td>
<td>&quot;</td>
<td>.22E-1.6</td>
<td>12 - .25E-12, $\xi$</td>
<td>1.26, 58</td>
<td>6.4, 1.17, 58</td>
<td>3 4 4</td>
<td></td>
</tr>
<tr>
<td>Common</td>
<td>55.2 - .32E-24, $\xi$</td>
<td>&quot;</td>
<td>.22E-1.4</td>
<td>&quot;</td>
<td>&quot;</td>
<td>6.2, 1.01, 75</td>
<td>2.7 4 3</td>
<td></td>
</tr>
<tr>
<td>$V_{sym} = 9$</td>
<td>53.2 - .32E</td>
<td>&quot;</td>
<td>.22E-1.6</td>
<td>13 - .25E-12, $\xi$</td>
<td>&quot;</td>
<td>2.0 2 4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( a) \quad \gamma = Z/A^{1/3}; \quad \xi = (N-Z)/A; \quad W_V, \bar{W}_{SF} \geq 0; \quad E = E_{LAB}; \quad \text{Data used is shown in Fig. 2 and includes 30} \sigma(\theta), 4 \ P(\theta), 28 \sigma_T \text{data sets.} \\
\( b) \quad \text{Potential similar to proton potential with coulomb correction in all the strengths.} \\
\( c) \quad \text{Volume real symmetry term replaced by surface form:} \quad V_{Rsym} (r) = + V_{sym} \int a \frac{d}{dr} \left[ f(r, r_{a R}) \right].
Table III. Comparison of volume integral and rms radius values obtained here with those of ref. 51.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>E Proton MeV</th>
<th>Present Work MeV F-3</th>
<th>GPT MeV F-3</th>
<th>Present Work F</th>
<th>GPT F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni$^{60}$</td>
<td>14.5</td>
<td>455</td>
<td>445 ± 11</td>
<td>4.26</td>
<td>4.14 ± 0.15</td>
</tr>
<tr>
<td></td>
<td>30.3</td>
<td>415</td>
<td>413 ± 10</td>
<td>4.26</td>
<td>4.16 ± 0.05</td>
</tr>
<tr>
<td>Sn$^{120}$</td>
<td>14.5</td>
<td>448</td>
<td>454 ± 10</td>
<td>5.05</td>
<td>5.05 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>30.3</td>
<td>411</td>
<td>406 ± 8</td>
<td>5.05</td>
<td>5.02 ± 0.14</td>
</tr>
<tr>
<td>Pb$^{208}$</td>
<td>30.3</td>
<td>412</td>
<td>411 ± 12</td>
<td>5.86</td>
<td>5.84 ± 0.30</td>
</tr>
<tr>
<td></td>
<td>40.0</td>
<td>388</td>
<td>371 ± 14</td>
<td>5.86</td>
<td>5.84 ± 0.35</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Fig. 1. The energy and (N-Z)/A values of the proton data included in the parameter searches. The data is taken from references 17 - 22, 24, and 27 - 42.

Fig. 2. The energy and average (N-Z)/A values of the neutron data included in the parameter searches. The data is taken from references 43, and 45 - 50.

Fig. 3. Parameter correlations found in the proton analysis using the strength forms shown.

Fig. 4. Comparison of the reaction cross section predictions with experimental values using the proton best fit parameters.

Fig. 5. Comparison of the reaction cross section predictions, for isotopic sequences, with experimental values using the proton best fit parameters.

Fig. 6. The total isotropic compound elastic corrections found for protons as a function of energy.

Fig. 7. Comparison of experimental cross section data with the best fit predictions for protons, \( E_p = 7 - 11 \) MeV.

Fig. 8. Comparison of experimental cross section data with the best fit predictions for protons, \( E_p = 10 \) MeV.

Fig. 9. Comparison of experimental cross section and polarization data with the best fit predictions for proton, \( E_p = 14.5 \) MeV.

Fig. 10. Comparison of experimental cross section and polarization data with the best fit predictions for protons, \( E_p = 17 - 23 \) MeV.

Fig. 11. Comparison of experimental cross section and polarization data with the best fit predictions for protons, \( E_p = 30 \) MeV.

Fig. 12. Comparison of experimental cross section and polarization data with the best fit predictions for protons, \( E_p = 40 \) MeV.

Fig. 13. Plots of the best fit neutron and proton imaginary potentials found for Sn^{120}.

Fig. 14. Comparison of the total and reaction cross section predictions with experimental values using the neutron best fit parameters.
Fig. 15. Comparison of the total cross section predictions, for isotopic sequences, with experimental values, using the neutron best fit parameters.

Fig. 16. Comparison of experimental cross section data with the best fit predictions for neutrons, $E_n = 1 - 7 \text{ MeV}$.

Fig. 17. Comparison of experimental cross section and polarization data with the best fit predictions for neutrons, $E_n = 4 \text{ MeV}$.

Fig. 18. Comparison of experimental cross section and polarization data with the best fit prediction for neutrons, $E_n = 14$ and $24 \text{ MeV}$.
NEUTRON DATA

$\sigma(\theta) + \sigma_T$

$\sigma(\theta), \sigma_T + P(\theta)$

En, MeV

Fe, Ni, Zn, Zr, Cd, Sn, W, Bi, Pb

$\frac{N-Z}{A}$

0, 0.05, 0.10, 0.15, 0.20
Fig. 3

$W_V = W_{OV} + .22E$

$W_{SF} = W_{OS} - .29E + 12. (N-Z)/A$

$a_1 = .45 + .7E/100 F$

$V_{OR} = V_{OR} - .36E + .4 Z/A^{1/3} + 25. (N-Z)/A$

$V_{SO} \approx 6.2 \text{ MeV}$

$a_{SO} = .75 F$

$\langle \chi^2 / N \rangle$

$\Delta F \leq 5\% F_{\text{MIN}}$
Fig. 5

$\sigma_R(B) = 14.5$ MeV
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OM CE corrections needed to fit proton data. Arrows indicate p,n threshold Q-values.
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Fig. 12
PROTON: Sn^{120} W(r)
Ep = 10-40 MeV

NEUTRON: Sn^{120} W(r)
En = 10-40 MeV

W(r) USING OPTIMUM PARAMETERS

Fig. 13
Fig. 14
\[ \sigma_{T,B} \text{ vs } A \]

\[ E_n = 14.2 \text{ MeV} \]
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