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## REACTOR STUDIES IN TWO DIMENSIONS AND TWO REGIONS

## I. Summary

To gain insight into the reliability and rapidity of convergence of numerical methods that must in general be used for reactor calculations in two dimensions, a rather simple model is chosen and extensively explored. The model is indicated by the following figure, differential equations and boundary conditions.

(III)

$$
\varphi_{x x}+\varphi_{y y}+B^{2} \varphi=0 \quad\left\{\begin{array}{l}
0<x<a \\
0<y<r
\end{array}\right.
$$

$$
\begin{equation*}
\varphi_{x x}+\varphi_{y y}-K^{2} \varphi=0 \tag{I.2}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
\mathrm{a}<\mathrm{x}<\mathrm{b} \\
0<\mathrm{y}<\mathrm{c}
\end{array}\right.
$$

(a) $\varphi(0, y)=\varphi(b, y)=\varphi(x, 0)=\varphi(x, c)=0$
(b) $D_{1} \varphi_{1}^{\prime}(a)=D_{2} \varphi_{2}^{\prime}(a)$
(c) $\varphi_{1}(a)=\varphi_{2}(a)$.

The quantities $D_{1}, D_{2}$ and $K^{2}$ are assumed known. The values $B^{2}$ form the eigenvalues of the system and one is interested in finding the fundamental eigenvalue.

This system lends itself to analytic solution, and the results obtained here form the basis for comparison with the results of various numerical procedures. The solution can be written in the form,

$$
\begin{equation*}
\tan a x+L x=0 \tag{IT}
\end{equation*}
$$

with

$$
\begin{equation*}
x=\sqrt{B^{2}-\frac{\pi^{2}}{b^{2}}} \tag{I.5}
\end{equation*}
$$

$$
\text { and } L=\frac{D_{1} \tanh \sqrt{K^{2}+\frac{\pi^{2}}{b^{2}}}(1-a)}{D_{2} \sqrt{K^{2}+\frac{\pi^{2}}{b^{2}}}}
$$

For oimplieity it has hen assumed that $b=c=1$.
II. The Difference Approximation

For numerical solution one would wish to replace the differential system (I.1-1.3) with a finite difference"scheme. As a first approach the following are used:

$$
\varphi_{x} \approx \frac{\varphi_{x+h, y}-\varphi_{x-h, y}}{2 h}
$$

$$
\begin{equation*}
\varphi_{x x} \approx \frac{\varphi_{x+h, y}-2 \varphi_{x, y}+\varphi_{x-h, y}}{h^{2}} \tag{III}
\end{equation*}
$$

These are second-order approximations to the first and second derivatives. By this it is meant that the error terms will involve $h^{2}$ 。 In this note this will be called a crude approximation to the interior points and a crude approximation to the normal derivative at the interface (crude-crude). The difference system resulting from the use of these approximations is as follows:

$$
\begin{equation*}
\frac{1}{h^{2}}\left(\varphi_{i+1, j}-2 \varphi_{i, j}+\varphi_{i-1, j}\right)+\frac{1}{h^{2}}\left(\varphi_{i, j+1}-2 \varphi_{i, j}+\varphi_{i, j-1}\right)+ \tag{II.3}
\end{equation*}
$$

$$
+B^{2} \varphi_{i, j}=0
$$

$$
\begin{align*}
\frac{1}{h^{2}}\left(\varphi_{i+1, j}-2 \varphi_{i, j}+\varphi_{i-1, j}\right) & +\frac{1}{h^{2}}\left(\varphi_{i, j+1}-2 \varphi_{i, j}+\varphi_{i, j-1}\right)-  \tag{II.4}\\
& -K^{2} \varphi_{i, j}=0
\end{align*}
$$

With the boundary conditions as given in (I.3), analytic solution of this difference system is possible and the result can be written in the form,

$$
\begin{equation*}
\tan a x+L \sin (h x)=0 \tag{II.5}
\end{equation*}
$$

$$
\begin{aligned}
& L=\frac{D_{1} \tanh (1-a) \gamma}{D_{2} \sinh (h \gamma)} \\
& \gamma=\frac{1}{h} \cosh ^{-1}\left[2+\frac{(h K)^{2}}{2}-\cos \pi h\right] \\
& B^{2}=\frac{2}{h^{2}}[2-\cos (h x)-\cos \pi h]
\end{aligned}
$$

In using a difference scheme one has two choices to improve the accuracy. First, the size of $h$ can be taken smaller, that is more mesh points could be used, or one can seek further improvement by finding a better difference approximation to the differential system. A difference scheme with fourth order accuracy can be written as follows,

$$
\begin{align*}
\left(4+\frac{B^{2} h^{2}}{2}\right)\left(\varphi_{i+1, j}\right. & \left.+\varphi_{i-1, j}+\varphi_{i, j+1}+\varphi_{i, j-1}\right)+\left(4 B^{2} h^{2}-20\right) \varphi_{i, j}+  \tag{III}\\
& +\left(\varphi_{i+1, j+1}+\varphi_{i-1, j+1}+\varphi_{i+1, j-1}+\varphi_{i-1, j-1}\right)=0
\end{align*}
$$

$$
\begin{align*}
\left(4-\frac{K^{2} h^{2}}{2}\right)\left(\varphi_{i+1, j}\right. & \left.+\varphi_{i-1 ; j}+\varphi_{1, j+1}+\varphi_{1, j-1}\right)+\left(-4 K^{2} h^{2}-20\right) \varphi_{i, j}+  \tag{IIID}\\
& +\left(\varphi_{i+1, j+1}+\varphi_{i-1, j+1}+\varphi_{i+1, j-1}+\varphi_{i-1, j-1}\right)=0
\end{align*}
$$

and a fourth order approximation to the normal derivative at the interface,
(II.9) $\quad \varphi_{x} \approx\left(\frac{1}{3 h}+\frac{B^{2} h}{12}\right)\left(\varphi_{i+1, j}-\varphi_{i-1, j}\right)+\frac{1}{12 h}\left(\varphi_{i+1, j+1}+\varphi_{i+1, j-1}-\right.$

$$
\left.-\varphi_{i-1, j+1}-\varphi_{i-1, j-1}\right)
$$

This approximation will be referred to as the refined-refined case. Analytic solution is again possible and the result takes the form,
(II.10)

$$
\tan a x+L \sin (h x)\left[\frac{A_{1}+B^{2} h^{2}}{A_{1}-K^{2} h^{2}}\right]=0
$$

with
(II .II)

$$
\begin{aligned}
& A_{1}=4+2 \cos \pi h^{2} \\
& L=\frac{D_{1} \tanh \gamma(1-a)}{D_{2} \sinh (\gamma h)} \\
& \gamma=\frac{1}{h} \cosh ^{-1}\left[\frac{20+4 K^{2} h^{2}+\left(\frac{k^{2} h^{2}}{2}-4\right)(2 \cos \pi h)}{8-K^{2} h^{2}+4 \cos \pi h}\right] \\
& B^{2}=\frac{20-4 \cos (h x) \cos \pi h-8 \cos (h x)-8 \cos \pi h}{h^{2}[\cos (h x)+\cos \pi h+4]}
\end{aligned}
$$

Since, for numerical solution, the use of the refined approximation for the derivative greatly complicates the problem, it was thought advisable to investigate the possibility of using a refined approximation for the interior points and a crude approximation for the derivative (refined-crude). In a numerical procedure this would be almost as easy to apply as the crude-crude approximation. However, as can be seen from the numerical results in the table at the end of this note, nothing is to be gained by this approach. Analytic solution of the refined-crude approximation gives as a result,

$$
\begin{equation*}
\tan a x+L \sin (h x)=0 \tag{II.12}
\end{equation*}
$$

with

$$
\begin{equation*}
L=\frac{D_{1} \tanh (1-a) \gamma}{D_{2} \sinh (\gamma h)} \tag{II.13}
\end{equation*}
$$

$$
\gamma=\frac{1}{h} \cosh ^{-1}\left[\frac{20+4 K^{2} h^{2}+\left(K^{2} h^{2}-8\right) \cos \pi h}{8-K^{2} h^{2}+4 \cos \pi h}\right]
$$

$$
R^{2}=\frac{20-4 \cos \pi h \cos (x h)-8 \cos \pi h-8 \cos (x h)}{h^{2}[\cos (x h)+\cos \pi h+4]}
$$

A series of calculations were made for each of the four cases referred to above. It was seen that all variations could be observed by varying only one of the parameters $D_{1}, D_{2}, K^{2}$ and $a$. With this in mind $D_{1}, K^{2}$ and a
were held constant and only $D_{2}$ and the mesh size (h) were varied.
III. Numerical Solution of the Difference System

In general, of course, analytic solution of the differential or approximating difference system is not possible so one must turn to a numerical procedure for the solution of the difference system. One such method was coded for the Oracle so that reliability and computing time could be evaluated. A crude difference approximation was used. The following difference equations are to hold in the various regions:

$$
\begin{equation*}
\varphi_{i+1, j}+\varphi_{i-1, j}+\varphi_{i, j-1}+\varphi_{i, j+1}-4 \varphi_{i, j}+B^{2} h^{2} \varphi_{i, j}=0 \tag{III.I}
\end{equation*}
$$

for points in the fissionable region except on boundaries and

$$
\begin{equation*}
\varphi_{i+1, j}+\varphi_{i-1, j}+\varphi_{i, j+1}+\varphi_{i, j-1}-\left(4+K^{2} h^{2}\right) \varphi_{1, j}=0 \tag{III.2}
\end{equation*}
$$

for points in the non-fissionable region except on boundaries, and

$$
\begin{gather*}
\frac{2 D_{2}}{D_{1}+D_{2}} \varphi_{i+1, j}+\frac{2 D_{1}}{D_{1}+D_{2}} \varphi_{i-1, j} \tag{III.3}
\end{gather*}+\varphi_{i, j+1}+\varphi_{i, j-1}-\left(4+\frac{D_{2} K^{2} h^{2}}{D_{1}+D_{2}}\right) \varphi_{i, j}{ }^{+} .
$$

for points on the interface.
For solution the fundamental eigenvalue ( $B^{2}$ ) of the following system is required.

$$
A \Phi+B^{2} M \Phi=0
$$

where,

> A is a square matrix whose order is the number of mesh points to be used.
> $M$ is a singular diagonal matrix of the same order as A.

The matrix $A$ is not symmetric, the assymmetry being due to the equation which holds for points along the interface.

An iterative scheme' with the steps as indicated in the following was used:
(a) A vector $\Phi^{(0)}$ is assumed.
(b) The vector $D^{(0)}=B^{2} M \Phi$ is computed where a first estimation of $B_{0}^{2}$ is made.
(c) The system $A \Phi^{(1)}+D_{0}=0$ is solved.
(d) The vector $D^{(l)^{*}}=M \Phi^{(1)}$ is computed.
(e) The quantity

$$
B_{1}^{2} \approx \frac{\sum_{D^{(0)}}}{\sum D^{(1)^{*}}}
$$

is found.
(f) A new $D^{(1)}=B_{1}^{2} D^{(1) *}$ is found and the cycle is reentered at (c) until convergence to $B^{2}$ is complete.

Solution of the system $A \Phi+D=0$ is the major problem as far as computing time is concerned. The method used to solve this system is that of

Richardson as given by Young. It was found that this method was satisfactory in that the $B^{2}$ from the analytic solution could be duplicated to as many as 8 or 9 digits in some 15 minutes of computing time. The computing time was appreciably shortened by a proper choice and rearrangement of the relaxation factors which are used to accelerate convergence in Richardson's method. The overall convergence time can be improved by a proper adjustment of the convergence criteria ( $\epsilon$ ) in the system $A \Phi+D=0$. The best approach seems to be to begin with a very lax $\in$, since one usually starts with a flat source or at least a rather poor one, and to make this progressively more strict as subsequent passes are made through the major computing loop. As an example it was found that the system $A \Phi+D=0$ had to be iterated on some 500 times for overall convergence if a small $\epsilon$ was maintained from the beginning throughout to convergence, while only 300 iterations were necessary for a progressively decreasing $\epsilon$. Throughout all of these investigations approximately 300 mesh points were used.

## IV. Conclusions

A survey of results is given in the tables and in the graphs. The tables speak for themselves as regard to the accuracy of the different methods involved. It should be noted that the refined-crude scheme is no better and sometimes worse than the crude-crude approximation. Also, one should note that while the results of the crude approximation always are somewhat below those of the true solution the results of the refined case show values slightly above the true result. This phenomena has been justified by analytic considerations.

[^0]The results would indicate that one would be justified in complicating the computational set-up by using the refined approximation in order to gain the advantage of the increased accuracy with much fewer mesh points.
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[^0]:    ${ }^{\text {Young, David, "On Richardson'sMethod for Solving Linear Systems with }}$ Positive Definite Matrices", Journal of Mathematics and Physics, 32(1953-4) pp. 243-255.

