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2

isothermal Richards’ and two-phase flow concepts. Both models take vaporization processes

into account: however, the Richards’ model neglects dynamic pressure variations and bulk

flow of the gaseous phase. For the comparison of the two approaches first published data

from a laboratory experiment is studied involving thermally driven moisture flow in a par-

tially saturated bentonite sample. Then a benchmark test of longer-term thermal-hydraulic

behavior in the engineered barrier system of a geological nuclear waste repository is ana-

lyzed (DECOVALEX project). It was found that both models can be used to reproduce the

vaporization process if the intrinsic permeability is relative high. However, when a thermal-

hydraulic coupled problem has the same low intrinsic permeability for both the liquid and

the gas phase, only the two-phase flow approach provides reasonable results.

Keywords Non-isothermal two-phase flow· Richards’ approximation· Porous media·

CTF1 experiment· DECOVALEX task D

1 Introduction

Performing numerical analyses of complex environmental problems and other real world ap-

plications, approximations of the governing equations are usually adopted according to spe-

cific features of the problem in order to gain an inexpensive computation without losing too

much accuracy of the numerical solutions. One example of such an approximation is when

less changeable state variables are neglected. Modeling of the thermal-hydro-mechanical

(THM) coupled processes in low permeable porous media is a typical problem often requir-

ing such simplifications. Low permeable bentonite-sand mixtures are frequently considered

in geological nuclear waste repositories for tunnel back-fill and as an isolating buffer ma-

terial embedding the disposed spent nuclear fuel assemblies. As a buffer in the Engineered

Barrier System (EBS) of a geological nuclear waste repository, the bentonite-sand mixture

2
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3

is initially compacted to a tight, partially saturated porous medium of low permeability. The

bentonite buffer swells due to wetting from water intrusion and is subjected to significant

changes in temperature conditions during long-term operation of the repository (Alkan and

Müller 2008; Börgesson 1985; Börgesson et al. 2001; Chijimatsu et al. 2009; Gens and

Alonso 1992).

To numerically simulate the THM processes associated with bentonite-sand-backfilled

repositories, a sophisticated mathematical description of the coupled processes is essential,

taking into account non-isothermal two-phase (gas and liquid) flow (Tsang 1991). However,

most of the existing models for the analysis of coupled THM processes in partially saturated

geological media are based on the Richards’ approach and have frequently been applied to

model non-isothermal fluid flow processes associated with back-filled nuclear waste repos-

itories (Nguyen et al. 2009; Rutqvist et al. 2008, 2009). In the Richards’ approach the gas

phase is considered as a passive spectator under constant atmospheric pressure with no bulk

gas flow. Vapor can still move within the static gas phase in the form of vapor diffusion

caused by the vapor density gradient. The vapor gradient, in turn, depends on the gradients

in temperature and capillary pressure.

Typically, some of the THM input parameters are determined by model calibration

against small-scale laboratory experiments (Börgesson et al. 2001; Chijimatsu et al. 2009).

Using such laboratory determined or calibrated input parameters, the Richards’ approach

has also been applied to model large-scale, multi-year in situ heating experiments, including

the FEBEX in situ test at Grimsel, Switzerland (Alonso et al. 2005), and the Tunnel Seal-

ing Experiment in the URL, Canada (Gou and Dixon 2006). A good agreement between

observed temperature and saturation evolution indicates that the Richards’ approach may

be adequate for simulating THM processes in these kinds of systems. However, the good

agreement may be a result of the fact that the model simulations were carried out with some

3
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4

input parameters calibrated using the same Richards’ approach simplification, and doesn’t

therefore constitute conclusive evidence that a full two-phase flow approach may not be nec-

essary. In particular, the properties dictating the moisture transport under a thermal gradient

have to be determined through a delicate model calibration against experiments that involve

simultaneous liquid flow and vapor flow along opposite capillary and temperature gradients

(Börgesson et al. 2001; Chijimatsu et al. 2009).

Thermo-hydro-mechanical (THM) modeling is an important analysis tool to other re-

lated environmental disciplines such as geothermal reservoir engineering (Bruel 2002; Kohl

et al. 1995; Kolditz and Diersch 1993; Kuhn et al. 2002; O’Sullivan et al. 2001), CO2 se-

questration (Li et al. 2006; Pruess 2008), applications in soil mechanics (Freiboth et al.

2009; Zhang et al. 2009), and soil remediation (Jang and Aral 2009). Efficient solution of

THM coupled problems requires the use of parallel computing (Schrefler et al. 2000; Wang

et al. 2009).

The main goal of this paper is to systematically investigate the applicability of the

Richards’ approach and to compare this simplification with full two-phase flow under non-

isothermal conditions corresponding to the EBS of a nuclear waste repository. According to

the work by Olivella and Gens (2000), neglecting the gas phase flow in the fluid flow equa-

tion for TH coupled processes may cause vapor flux enhancement due to air immobility.

Based on this fact, the purpose of this study is to further investigate the results of the two

alternative flow approaches – non-isothermal two-phase flow model and the non-isothermal

Richards’ equation – for low permeable porous media. The finite element method within

the framework of the OpenGeoSys code is utilized to discretize the weak forms of the two

non-isothermal flow models. First, a laboratory test carried out at CIEMAT laboratories in

Spain (Olivella and Gens 2000; Villar et al. 1997) is analyzed to study moisture flow pro-

cesses under a thermal gradient. The saturation, temperature, and permeability responses

4
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5

are calculated numerically, and compared with measured profiles of saturation and temper-

ature along the sample. In particular, the paper analyzes at which conditions the Richards’

simplified approach provides an admissible approximation. Finally, the applicability of the

Richards’ approach is investigated for the case of long-term thermal-hydraulic processes

expected to occur at a generic back-filled nuclear waste repository. This is done by running

a benchmark test comparing the results to published numerical data (Rutqvist et al. 2009,

DECOVALEX project).

2 Theoretical background

As suggested by Sanavia et al. (2006), capillary pressurepc, gas pressurepg, and tem-

peratureT are chosen as primary variables to establish the governing equations for non-

isothermal two-phase flow in porous media. The solid skeleton of the porous medium under

consideration is assumed to be undeformable.

2.1 Mass balance equations

Regarding the mass balance equation for complex fluid flow in porous media, the non-

isothermal two-phase flow equations and their simplified form, the Richards’ equation are

considered.

2.1.1 Non-isothermal two-phase flow

For the presentation of the specific governing equations of interest, initially the general

case of non-isothermal compositional two-phase flow in a porous medium is considered.

Within this context, the model accounts for a significant coupling between flow and heat

transport processes by temperature-dependent fluid properties and by coupling terms. The

5
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6

fluid mass balance equations under non-isothermal conditions can be derived from the mass

conservation law (Kolditz and De Jonge 2004; Lewis and Schrefler 1998; Rutqvist et al.

2001; Sanavia et al. 2006). The component form (i.e. summed over phases) of the fluid mass

balance equation is

∂
∂ t

(

nSgρg
k +nSl ρ l

k

)

+∇ ·

(

Jg
k +Jl

k

)

= Qk (1)

where the subscriptk denotes the components of the fluid, e.g. dry air (k = a) and water

(k = w), S is saturation,n is the porosity,J is total flux, andQk is the source/sink term.

For any phaseγ =(g, l), the density-like variablesργ
k denote the intrinsic phase-averaged

mass concentrations of the respective component in the corresponding phase of interest. An

advection vectorJA
γ
k and a diffusion vectorJD

γ
k constitute the particular total flux, i.e.

Jγ
k = JA

γ
k +JD

γ
k (2)

According to the Darcy equation, the advective part of the total flux can be written as

JA
γ
k = −ργ

k

kkγ
rel

µγ (∇pγ
−ργg) (3)

wherek is the intrinsic permeability,kγ
rel is the relative permeability,µγ is the viscosity,pγ

is the pressure,ργ is the intrinsic phase-averaged density of the respective fluid phaseγ ,

andg is the gravity vector. Analogously, using Fick’s law, the diffusion part of the total flux

vector can be defined as

JD
γ
k = −ργ

D
γ
k∇

(

ργ
k

ργ

)

(4)

whereD
γ
k is the diffusion tensor.

Within the context of phase changes, in the following only vaporization will be con-

sidered, whereas effects on the liquid phase due to condensation processes are neglected.

Consequently, the gas phase is assumed to be constituted of dry air and water vapor, and the

6
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7

liquid phase consists solely of the water component. Based on these assumptions, diffusion

is observed only in the binary gas phase, and the corresponding diffusion parts of the total

flux vectors can be obtained as

JD
g
k = −ρg MaMw

M2
g

D
g
k∇
(

pg
k

pg

)

, JD
l
k = 0 (5)

(cf. Lewis and Schrefler 1998, and others). Here,pg
k denotes the partial pressure induced by

phase change,Ma is the molar mass of dry air,Mw is the molar mass of water, andMg is the

molar mass of the gas phase mixture given by

1
Mg

=
1

ρg

(

ρg
w

Mw
+

ρg
a

Ma

)

(6)

with the density of the gas phase mixtureρg, the mass concentration of dry air component

ρg
a , and the mass concentration of water vapor componentρg

w in the gas phase. Sincepg =

pg
a + pg

w, for the binary gas phase holds

JD
g
w +JD

g
a = 0 (7)

under the physically appropriate assumption ofD
g
a = D

g
w := D

g.

Considering the appropriate definition of flux vectors (2), (3) and (5), the mass balance

equation for water and water vapor can be written as follows

∂
∂ t

(

nSgρg
w +nSl ρ l

w

)

−∇ ·

[

ρ l
w

kkl
rel

µ l

(

∇pl
−ρ l g

)

]

−∇ ·

[

ρg
w

kkg
rel

µg (∇pg
−ρgg)

]

−∇ ·

[

ρg MaMw

M2
g

D
g∇
(

pg
w

pg

)

]

= Qw (8)

7
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8

Since the capillary pressurepc := pg
− pl is chosen as a primary variable instead of

saturationSof equation (1) andSg = 1−Sl , equation (8) becomes

n(ρ l
w−ρg

w)

(

∂Sl

∂T
∂T
∂ t

+
∂Sl

∂ pc

∂ pc

∂ t

)

+(1−Sl )n

(

∂ ρg
w

∂T
∂T
∂ t

+
∂ ρg

w

∂ pg

∂ pg

∂ t
+

∂ ρg
w

∂ pc

∂ pc

∂ t

)

−∇ ·

[

ρ l
w

kkl
rel

µ l

(

∇(pg
− pc)−ρ l g

)

]

−∇ ·

[

ρg
w

kkg
rel

µg (∇pg
−ρgg)

]

−∇ ·

[

ρg MaMw

M2
g

D
g∇
(

pg
w

pg

)

]

= Qw (9)

Within this context, two further assumptions are used: Due to the rigid behavior of the solid

skeleton, the porosity does not change, and the liquid water is assumed to be incompressible.

Following the same procedure as for the mass balance equation for water and water

vapor, the mass balance equation for the dry air component is derived as:

∂
∂ t

(nSgρg
a)−∇ ·

[

ρg
a

kkg
rel

µg (∇pg
−ρgg)

]

−∇ ·

[

ρg MaMw

M2
g

D
g∇
(

pg
a

pg

)

]

= Qa (10)

Analyzing the time derivative term of equation (10) within the context of dependences on

capillary pressure and temperature as primary variables yields

−nρg
a

(

∂Sl

∂T
∂T
∂ t

+
∂Sl

∂ pc

∂ pc

∂ t

)

+(1−Sl )n

(

∂ ρg
a

∂T
∂T
∂ t

+
∂ ρg

a

∂ pg

∂ pg

∂ t
+

∂ ρg
a

∂ pc

∂ pc

∂ t

)

−∇ ·

[

ρg
a

kkg
rel

µg (∇pg
−ρgg)

]

−∇ ·

[

ρg MaMw

M2
g

D
g∇
(

pg
a

pg

)

]

= Qa (11)

8
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9

According to the Clapeyron equation for an ideal gas and Dalton’s law holds

pg
a = ρg

aRT/Ma, pg
w = ρg

wRT/Mw

pg = pg
a + pg

w, ρg = ρg
a +ρg

w

(12)

whereR is the universal gas constant with a value of 8.314 J/(mol·K). In the unsaturated

zone, the equilibrium water vapor pressure is given by the Kelvin-Laplace equation

pg
w = pg

wsexp

(

−
pcMw

ρ l
wRT

)

(13)

Thereby, an empirical water vapor saturation functionpg
ws is used, as given in (Philip and

de Vries 1957)

pg
ws = 10−3 exp(19.84−4975.9/T )

RT
Mw

(14)

With the constitutive equations (12), (13) and (14), the gas phase density related derivative

terms of mass balance equations (9) and (11) are now dependent on the primary variablepc.

In order to enhance the numerical stability, the gas phase density related derivative terms are

expanded by the chain rule as follows

∂ pg

∂ pc = 0 =⇒
∂ pg

a

∂ pc = −
∂ pg

w

∂ pc (15)

∇
(

pg
a

pg

)

= −∇
(

pg
w

pg

)

=
pg

w

(pg)2 ∇pg +
ρg

w

pgρ l
w

∇pc
−

1
pg

∂ pg
w

∂T
∇T (16)

Formula (16) represents the spatial variation of the mass transition from liquid phase to

gaseous phase, and it prompts that the thermal diffusion term contributes to the Laplacians

on the left hand side of equations (9) and (11).

9
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10

2.1.2 Non-isothermal Richard’s flow

The Richards’ model neglects the mobility of the gas phase in the porous medium, i.e.

gas pressure changes are assumed to be very small. With the assumptionpg = const, the

generic form of the mass balance equation for the first component, i.e. equation (9), can

be represented as an expression with water pressure as primary variable. The equation for

the second component (11) can be neglected. This yields a simplified pressure based mass

balance equation as follows

n(ρ l
w−ρg

w)

(

∂Sl

∂T
∂T
∂ t

−
∂Sl

∂ pc

∂ pl

∂ t

)

+(1−Sl )n

(

∂ ρg
w

∂T
∂T
∂ t

−
∂ ρg

w

∂ pc

∂ pl

∂ t

)

−∇ ·

[

ρ l
w

kkl
rel

µ l

(

∇pl
−ρ l g

)

]

−∇ ·

[

ρg MaMw

M2
g

D
g∇
(

pg
w

pg

)

]

= Qw (17)

Considering equation (16), the vapor flux term can be expressed as

ρg MaMw

M2
g

D
g∇
(

pg
w

pg

)

≈ ρg MaMw

M2
g

D
g
(

ρg
w

pgρ l
w

∇pl +
1
pg

∂ pg
w

∂T
∇T

)

(18)

According to (Rutqvist et al. 2001), the coefficients on the right hand side of equation (18)

can be further simplified as

ρg MaMw

M2
g

D
g∇
(

pg
w

pg

)

≈ Dpv∇pl + fTvDTv∇T (19)

10
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11

where fTv represents an enhancement factor for the thermal diffusion term. The variables

Dpv andDTv denote particular diffusion coefficients given by

Dpv =
Dvρg

w

ρ l
wRvT

DTv = Dv

(

θ
∂ ρvS

∂T
−

ρg
wpl

ρ l
wRvT2

)

(20)

with Rv = 461.5 J/(kg·K) the specific gas constant,Dv the vapor diffusion coefficient,ρvS the

saturated vapor density, andθ = exp(pl /ρ l
wRvT) the relative humidity. The saturated vapor

density is given by an empirical function (Rutqvist et al. 2001)

ρvS = 10−3 exp(19.891−4975/T) (21)

2.2 Energy balance equation

The heat transport equation for two-phase flow in porous media can be derived from the

energy balance (Gray and Hassanizadeh 1991; Kolditz and De Jonge 2004). The coupling

with fluid flow is represented by two convective transport terms (for liquid and gas) in the

governing equation as follows

(ρCp)eff
∂T
∂ t

+ρ lCl
p
kkl

rel

µ l

(

−∇pg +∇pc +ρ l g
)

∇T

+ρgCg
p
kkg

rel

µg (−∇pg +ρgg)∇T

−∇ · (Ke∇T)+QT = 0 (22)

whereρ is the density of the porous medium,Ke is the heat conductivity, andQT is the

source term. The effective heat capacity is described by

(ρCp)eff = (1−n)ρsCs
p +n

(

Sl ρ lCl
p +SgρgCg

p

)

(23)

11
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whereCs
p, Cl

p andCg
p denote the specific heat capacity of the solid phase, the liquid phase,

and the gas phase, respectively.

For the Richards’ model, the energy balance takes a simplified form of equation (22) as

(ρCp)eff
∂T
∂ t

+ρ lCl
p

kkl
rel

µw

(

−∇pl +ρ l g
)

∇T

−∇ · (Ke∇T)+QT = 0 (24)

2.3 Numerical scheme

The method of weighted residuals is applied to derive the corresponding weak form of the

balance equations. Spatially discretizing these weak formulations within the finite element

space using the Galerkin procedure and applying a staggered scheme for the coupling terms

which are contained in the equations (9), (11) and (22) leads to a system of ordinary differ-

ential equations with respect to time derivatives

M pṗ+K pp = fp

MT Ṫ +KTT = fT

(25)

where the corresponding matrices and vectors for flow and heat transport terms are denoted

by subscriptsp and T, respectively. The parametersp = (pc, pg)tr and T stand for fluid

pressure unknowns and temperature unknowns at element nodes. The mass and Laplacian

matrices are denoted byM andK , respectively, andf is the right hand side vector. For the

temporal discretization, the backward Euler or generalized implicit methods are applied.

Considering a relaxation approach for the Laplacian terms, equation (25) can be discretized

as follows

M p(pi+1−pi)/∆ t+K p [αpi+1+(1−α)pi ]= fp

MT(T i+1−T i)/∆ t+KT [αT i+1+(1−α)T i ]= fT

(26)

12
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where i is the time step index,∆ t = ti+1 − ti denotes time step size, andα ∈ [0,1] is a

relaxation parameter.

The mass matricesM , Laplacian matricesK and right hand sidesf are functions of the

primary nodal variablespi+1 = (pc, pg)
tr
i+1 or T i+1. Within this context, the fix point or the

Picard method is adopted to linearize equation (26). Therefore, for each Picard iteration

τ +1, the solution of equation (26) is given by

pτ+1
i+1 = Hτ

p (fτ
p +M τ

ppi/∆ t − (1−α)K τ
ppi)

Tτ+1
i+1 = Hτ

T (fτ
T +M τ

TT i/∆ t − (1−α)K τ
TT i)

(27)

with

Hτ
p =

[

M τ
p/∆ t +αK τ

p

]

−1

Hτ
T = [M τ

T/∆ t +αK τ
T ]−1

(28)

whereτ indicates the previous Picard iteration.

T = 120◦C

∂pc

∂x
= ∂pg

∂x
= 0

T = 30◦C

∂pc

∂x
= ∂pg

∂x
= 0

∂pc

∂y
= ∂pg

∂y
= 0

∂pc

∂y
= ∂pg

∂y
= 0

pc(~x, t) |t=0= 75MPa, T (~x, t) |t=0= 30◦C

� -0.01 m

Fig. 1 Numerical model of the CTF1 experiment

3 Simulations and comparison

In this section both the Richards’ and full two-phase flow model approaches are applied for

the numerical simulation of a laboratory test conducted by Villar et al. (1997), and then for

the simulation of a benchmark test involving longer-term TH processes around a backfilled

nuclear waste repository (Barr et al. 2004, DECOVALEX project).

13
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Table 1 Parameters for the non-isothermal flow simulations of the CTF1 experiment (in parts given by

Olivella and Gens 2000)

Parameter Symbol Value Unit

Porosity n0 0.44 -

Initial clay density ρ 1.65 kg/m3

Intrinsic permeability k Eqn. (29) m2

Liquid viscosity µ l 1.0×10−3 Pa·s

Air viscosity µg 1.8×10−5 Pa·s

Relative permeability of liquid kl
rel (Sl )12 -

Relative permeability of gas kg
rel 1−Sl -

Residual water saturation Sl
r 0.0 -

Residual gas saturation Sg
r 0.0 -

van Genuchten index 0.38 -

Entry pressure 18.0 MPa

Liquid density ρ l 1000.0 kg/m3

Specific heat capacity of liquid phaseCl
p 4.28×103 J/(kg·K)

Specific heat capacity of gas phase Cg
p 1.01×103 J/(kg·K)

Specific heat capacity of solid phase Cs
p 1.38T +732.5 J/(kg·K)

Heat conductivity of porous medium Ke 0.5Sg +1.28Sl W/(m·K)

3.1 CTF1 experiment

In the CTF1 experiment carried out by Villar et al. (1997), a 10 cm clay sample is subjected

to a temperature gradient of 9◦C/cm. The material is partially saturated at the beginning.

Liquid and gas flow are suppressed through the boundaries of the specimen. A numerical

14
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model of the experiment was generated as illustrated in Fig. 1, which shows the selected

initial and boundary conditions for flow and heat transport.

For the numerical simulation, the material parameters used by Olivella and Gens (2000)

were adapted directly. Within this context, for both unsaturated and two-phase flow mod-

els, the same van Genuchten water retention curve (van Genuchten 1980) is applied. The

material parameters are given in Table 1.

According to (Olivella and Gens 2000), the intrinsic permeabilityk

k(Sl ) = k(nM) = k0

(

1−n0

1−nM

)2(nM

n0

)3

I (29)

with n0 andk0 reference values for porosity and intrinsic permeability, respectively, andβ a

material constant, is a function of the macro porositynM, which is given by

nM = n0e−βSl
(30)

Relation (29) implies that intrinsic permeability varies with saturation to mimic the interac-

tion between micro and macro porosity in swelling clay.

The column type experiment can be considered as one dimensional problem. Within the

context of the spatial discretization, the domain is divided into 270 line elements. The simu-

lations are carried out for the experiment with a total duration of 14 days. Both simulations

corresponding to the Richards’ and two-phase flow models are conducted under exactly the

same parameterization as well as initial and boundary conditions.

According to the definition of the gradient of vapor mass fraction in gas, the low intrinsic

permeability gives rise to a low vapor mass fraction gradient, and consequently leads to

a small drying effect induced by the temperature gradient (cf. Olivella and Gens 2000).

To investigate the behavior of the two non-isothermal flow models applied to the drying

problems in porous media, the thermal and hydraulic coupled processes have been simulated

15
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in this experiment with three different values of the intrinsic permeability parameters of

expression (29), which range from relative large ones,k0 = 10−11 m2 andk0 = 10−13 m2, to a

very small onek0 = 10−18 m2. With each of the three selectedk0 values, several simulations

are conducted varying the coefficientβ to best match the experiment data. The simulations

results show that with the decrease ofk0, the value ofβ should be decreased as well in order

to achieve a better agreement between the simulation results and the experimental data.

Corresponding to the three selectedk0 values of 10−11, 10−13 and 10−18 m2, was found that

β = 7, β = 4.2 andβ = 0 provide the best fit with the data.

3.1.1 Results with high intrinsic permeability

Firstly, results using the high intrinsic permeability values ofk0 = 10−11 m2 and k0 =

10−13 m2 are discussed within the context of the comparison of two non-isothermal numer-

ical approaches: two-phase flow model and its Richards’ approximation. The latter value,

k0 = 10−13 m2, is the same as the one used in the work by Olivella and Gens (2000). In

Fig. 2, the intrinsic permeability distribution in the domain at different times is plotted for

cases ofk0 = 10−11 m2 andk0 = 10−13 m2, respectively.

Fig. 2 shows that for the same values of intrinsic permeability parameters, the Richards’

approach results in a slightly higher permeability on the heated side and a smaller perme-

ability on the cool side compared with the two-phase approach.

From Fig. 3 can be seen that the saturation results obtained with two values of perme-

ability, k0 = 10−11 m2 andk0 = 10−13 m2, are almost identical, and they both agree well

with the experimental results presented by Olivella and Gens (2000). However, in the case

of a lower permeability (k0 = 10−11 m2, β = 4.2), the drying is slightly stronger leading to

a slightly lower saturation at the end of the 14-day experiment.

16
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Fig. 2 Intrinsic permeability profiles in the simulations of CTF1 at different timest = 3× 10−4, 0.1, 0.5,

14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7
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Following, with the same two sets of values for the reference permeability, the CTF1

experiment is analyzed using the Richards’ equation, taking the vaporization into account.

The comparison of the results obtained by the two flow models within the context of the

saturation distribution is illustrated in Fig. 4.
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Fig. 3 Saturation profiles by two-phase flow simulations of CTF1 at different timest = 3× 10−4, 0.1, 0.5,

14 days (experimental data is given fort =14 days)
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Fig. 4 Saturation profiles resulting from the simulations of CTF1 at different timest = 3× 10−4, 0.1, 0.5,

14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7 (experimental data is given fort =14 days)
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It can be clearly seen that vaporization occurs on the heated side, i.e., the saturations

are decreasing with time. Both the unsaturated and two-phase flow model results at 14 days

match the measured data well except in the vicinity of the heating boundary condition. The

results in Fig. 4 indicate that in this type of problem the Richards’ model results in a lower

saturation on the heated side and a slightly higher saturation on the cold side. Overall, how-

ever, the saturation results by both flow models are quite close to each other. The simulated

temperature profiles by both flow models are almost identical as shown in Fig. 5. However,

after 14 days of heating, the two-phase flow approach shows a slightly stronger advection

effect than the Richards’ approach when the intrinsic permeability is lower (see Fig. 5a).

The situation is reversed when the intrinsic permeability is higher (see Fig. 5b).
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Fig. 5 Temperature profiles resulting from the simulations of CTF1 at different timest = 3×10−4, 0.1, 0.5,

14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7
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Fig. 6 Saturation profiles of CTF1 modeling with low intrinsic permeability at different timest = 3×10−4,

0.1, 0.5, 14 days (experimental data is given fort =14 days)

3.1.2 Results with low intrinsic permeability

As mentioned above, for the case of low intrinsic permeability a reference value ofk0 =

10−18 m2 is chosen. With this value, no simulation result can be obtained that fits the exper-

imental data very well regardless of which value ofβ is used. Only ifβ is zero, the result

of two-phase flow simulation is roughly close to some experimental data, but the Richards’

simulation never gives reasonable results. This is demonstrated in Fig. 6 for the saturation

profile. A value ofβ = 0 implies that the intrinsic permeability for gas flow atSg = 1 is

22
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equivalent to the intrinsic permeability for liquid flow atSl = 1, and that the intrinsic perme-

ability does not change with saturation (see Eqn. (29)). Fig. 6 shows that for the same input

parameters, there is less drying in the case of the full two-phase flow calculation. This is be-

cause in the two-phase flow calculation the gas pressure goes up at the hot end and thereby

suppresses more drying. In the Richards’ approach, the gas pressure is assumed constant,

meaning this phenomenon is not accounted for.
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Fig. 7 Temperature profiles of CTF1 modeling with low intrinsic permeability at different timest = 3×10−4,

0.1, 0.5, 14 days

Contrary to saturation results, the temperature distributions in the domain obtained by

the two-phase flow approach and the Richards’ flow approach are similar as shown in Fig. 7

23
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Fig. 8 Model domain for a benchmark test of a bentonite back-filled horizontal emplacement drift at 500 m

(Rutqvist et al. 2009)

3.2 Benchmark of longer-term TH processes around a nuclear waste repository

As a second example, the longer-term TH processes occurring in the EBS of a geologic

nuclear waste repository are considered by modeling a benchmark test that was originally

part of the DECOVALEX-THMC project (Barr et al. 2004; Rutqvist et al. 2008, 2009). In the

DECOVALEX-THMC project, this case was defined as FEBEX type of repository, because

the geometry and material properties are based on those at the FEBEX in situ test conducted

at the Grimsel Test Site in Switzerland. The geometry of the FEBEX type repository model

24
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considered in the DECOVALEX benchmark test is depicted in Fig. 8, where several specific

observation points for state variables are shown. Some of the key properties for the bentonite

and rock are given in Tables 2 and 3.

Table 2 Rock mass properties (Barr et al. 2004)

Parameter Value Unit

Density 2700.0 kg/m3

Porosity 0.01 -

Heat capacity 900.0 J/(kg·K)

Heat conductivity 3.0 W/(m·K)

Intrinsic permeability of liquid 1.0×10−17 m2

Intrinsic permeability of gas 1.0×10−17 m2

Air viscosity 1.5×10−5 Pa·s

Air densityρg Eqn. (12)

with molar mass

of air kg/m3

A time-depending heat power function is given in order to describe the heat source

condition of the nuclear waste canister. The given heat source is converted into a heat flux

boundary condition uniformly distributed on the boundary of the canister, and its evolution

is depicted in Fig. 9.

Regarding the bentonite, in contrast to the very low intrinsic permeability of the liquid

phase, the gas phase is assumed to have a higher saturation-dependent intrinsic permeability,

which takes the form

kkg
rel = 5.695×10−11

[

e(1−Sl )
]4.3

I [m2] (31)
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Table 3 Bentonite properties (Barr et al. 2004)

Parameter Value Unit

Density 1600.0 kg/m3

Tortuosity 0.8 -

Porosity 0.41 -

Heat capacity cs = 1.38T +732.5 J/(kg·K)

Heat conductivity κm = 1.28− 0.71

1+e10(Sl−0.65)
W/(m·K)

Intrinsic permeability

of liquid 2.0×10−21 m2

Air viscosity 1.5×10−5 Pa·s

Air densityρg Eqn. (12)

with molar mass

of air kg/m3

with e, the void ratio, chosen to 1.44. A detailed description of the model set-up can be

found in (Wang et al. 2009).

Figs. 10 and 11 show the calculated evolution of temperature and saturation at selected

output points V1 (in bentonite at canister surface), V3 (at bentonite-rock interface), V6 (in

the rock 25 m from the canister). The GeoSys results are compared with those calculated

with two other codes ROCMAS (Rutqvist et al. 2001) and TOUGH-FLAC (Rutqvist et al.

2002). The ROCMAS and TOUGH-FLAC codes are using Richards’ and full two-phase

flow approaches, respectively. Consequently, a code-to-code comparison can be performed

in addition to the comparison of the two alternative modeling approaches.

Finally, Figs. 10 and 11 show that the results of the different models and modeling

approaches are very similar and there is no significant systematic difference between the

Richards’ and full two-phase flow models. Some of the small but observable differences in
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Fig. 9 Heat flux boundary condition on the canister surface (Barr et al. 2004; Rutqvist et al. 2009)

the results of the various models may be attributed to slight variations in the input properties

for the bentonite, which may depend on the modeling approach used. Moreover, the way the

codes interpolate the original heat output curve can also lead to some of the observed differ-

ences (cf. Rutqvist et al. 2009). However, the overall results indicate that both the Richards’

and the full two-phase approaches are adequate in this case. The main reason is that the

gas permeability is orders of magnitude higher than the liquid flow permeability. This is

in agreement with the results obtained for the laboratory experiments, which indicated that

both Richards’ and two-phase flow models would be adequate when intrinsic permeability

is relatively high.
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4 Conclusions

In the present study two common approaches for the simulation of non-isothermal flow pro-

cesses in partially saturated porous media have been investigated: Richards’ and two-phase

flow model approaches. These approaches are widely used to study thermal-hydraulic pro-

cesses in the near field of heat emitting waste deposited in geological formations including

the impact on buffer materials such as bentonite for waste isolation. In this context, the un-

derstanding of vaporization phenomena due to increasing temperatures in low permeability

porous media is important in order to unveil the influence of gas phase behavior on dry-

ing processes. The difference in the two approaches lies in the treatment of the gaseous

phase. Two-phase models include the dynamic behavior of both fluid phases whereas in the

Richards’ model the gaseous phase is a passive (static) spectator.

For the comparison of the two approaches initially literature data from a laboratory ex-

periment involving thermally driven moisture flow in a partially saturated bentonite sample

have been studied. This experiment was simulated for the case that both liquid and gas

phases have the same intrinsic permeability. Following, a benchmark test of longer-term

thermal-hydraulic behavior in the EBS of a geological nuclear waste repository has been

analyzed, which was characterized by a high gas intrinsic permeability. The findings show

that both models can be used to reproduce the vaporization process if the intrinsic perme-

ability is relative high. If a thermal-hydraulic coupled problem has the same low intrinsic

permeability for both liquid and gas phases, only the two-phase flow approach can provide

fairly reasonable results. The presented work provides an in depth insight into the validity of

different non-isothermal flow models which is an important prerequisite for environmental

safety assessment studies.
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Li st of Figure Captions

1. Figure 1: Numerical model of the CTF1 experiment

2. Figure 2: Intrinsic permeability profiles in the simulations of CTF1 at different times

t = 3×10−4, 0.1, 0.5, 14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7

3. Figure 3: Saturation profiles by two-phase flow simulations of CTF1 at different times

t = 3×10−4, 0.1, 0.5, 14 days (experimental data is given fort =14 days)

4. Figure 4: Saturation profiles resulting from the simulations of CTF1 at different times

t = 3× 10−4, 0.1, 0.5, 14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7

(experimental data is given fort =14 days)

5. Figure 5: Temperature profiles resulting from the simulations of CTF1 at different times

t = 3×10−4, 0.1, 0.5, 14 days:a) k = 10−13 m2, β = 4.2; b) k = 10−11 m2, β = 7

6. Figure 6: Saturation profiles of CTF1 modeling with low intrinsic permeability at dif-

ferent timest = 3×10−4, 0.1, 0.5, 14 days (experimental data is given fort =14 days)

7. Figure 7: Temperature profiles of CTF1 modeling with low intrinsic permeability at

different timest = 3×10−4, 0.1, 0.5, 14 days

8. Figure 8: Model domain for a benchmark test of a bentonite back-filled horizontal em-

placement drift at 500 m (Rutqvist et al. 2009)

9. Figure 9: Heat flux boundary condition on the canister surface (Barr et al. 2004; Rutqvist

et al. 2009)

10. Figure 10: Temperature variation at points V1, V3 and V6

11. Figure 11: Saturation variation at point V1
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