
THE JOURNAL OF CHEMICAL PHYSICS 147, 134302 (2017)

Experimental and theoretical studies of the reactions of ground-state
sulfur atoms with hydrogen and deuterium

Kristopher M. Thompson,1 Yide Gao,1,a) Paul Marshall,1,b) Han Wang,2 Linsen Zhou,3
Yongle Li,2,c) and Hua Guo3
1Department of Chemistry, University of North Texas, Denton, Texas 76203, USA
2Department of Physics, International Center of Quantum and Molecular Structures, and Shanghai Key
Laboratory of High Temperature Superconductors, Shanghai University, Shanghai 200444, China
3Department of Chemistry and Chemical Biology, University of New Mexico, Albuquerque,
New Mexico 87131, USA

(Received 20 June 2017; accepted 12 September 2017; published online 3 October 2017)

The gas-phase kinetics of S(3P) atoms with H2 and D2 have been studied via the laser flash
photolysis—resonance fluorescence technique. S atoms were generated by pulsed photolysis
of CS2 at 193 nm and monitored by time-resolved fluorescence at 181 nm. The rate coeffi-
cients for H2 (k1) and D2 (k2), respectively, are summarized as k1(600-1110 K) = 3.0× 10�9

exp
(
−

1.317×105−2.703×107K/T
8.314 T/K

)
cm3 molecule�1 s�1 and k2(770-1110 K) = 2.2 × 10�14 (T /298 K)3.55

exp(�5420 K/T ) cm3 molecule�1 s�1. Error limits are discussed in the text. The rate coefficients for
formation of SH(SD) + H(D) on a newly developed triplet potential energy surface were character-
ized via ring polymer molecular dynamics and canonical variational transition-state theory. There
is excellent agreement above about 1000 K between theory and experiment. At lower temperatures,
the experimental rate coefficient is substantially larger than the results computed for the adiabatic
reaction, suggesting a significant role for intersystem crossing to the singlet potential energy surface
at lower temperatures. Published by AIP Publishing. https://doi.org/10.1063/1.4991418

I. INTRODUCTION

Fossil fuels typically contain up to several per cent of sul-
fur, and during combustion, sulfur chemistry can influence the
radical pool and impact the extent to which nitrogen oxides are
formed.1,2 Much of the high-temperature chemistry involved
remains unknown. Sulfur-hydrogen interactions are of partic-
ular significance for modeling the Claus process to remove
sulfur from hydrocarbon fuels.3 Here, we report measurements
of the rate coefficient k1 for the reaction

S(3P) + H2 → products (1)

which broaden the range of temperature previously accessed
by shock tube experiments.4,5 Reaction (1) is also of funda-
mental interest as a small system that may exhibit intersystem
crossing (ISC). Shiina et al. have noted that a reaction may
occur on the triplet potential energy surface (PES) via a bar-
rier to yield H + SH or that ISC may occur leading to singlet
H2S.6 Maiti et al. have explored the coupling between triplet
and singlet PESs in detail but did not report rate coefficients.7

Such coupling may also be important in the unimolecular
decomposition of H2S, which was initially thought to proceed
analogously to the decomposition of water to H + SH4,8–10 but
now appears to lead in part3 or fully11,12 to S + H2. The impact
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of ISC on kinetics is likely to be more pronounced at low tem-
peratures due to the facts that the singlet-triplet crossing seam
is energetically much lower than the triplet barrier and that the
singlet PES is barrierless.7 As a result, the ISC effect is hard to
delineate from the influence of tunneling. Here we employ a
newly developed triplet PES using the high-level ab initio data
reported in a recent publication13 to investigate the kinetics of
reaction (1) using ring polymer molecular dynamics (RPMD)
rate theory.14 The RPMD approach enables the inclusion of
quantum mechanical zero-point energy and tunneling which
are expected to be significant for these heavy-light-light sys-
tems involving hydrogens. As a further test of theory, we have
determined k2 for

S(3P) + D2 → products (2)

and extended existing measurements15 to lower tempera-
tures where tunneling or ISC may become important. The
comparison between the experimental data and the single-
surface theoretical rate coefficients with the inclusion of tun-
neling will thus shed light on the importance of ISC in these
reactions.

II. METHODOLOGY
A. Experiments

Mixtures of CS2 (Sigma-Aldrich, 99%, trapped and
degassed at 196 K) in Ar (99.9999%, Air Liquide) and H2

(MG Industries, ultra high purity 99.999%, <1 ppm O2) or D2

(Matheson, research purity, chemical purity 99.999%, isotopic
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purity 99.8%, <1 ppm O2) in Ar were prepared manometri-
cally in glass bulbs. Flows of these mixtures were measured
and combined before they entered the stainless steel reac-
tion cell. The total pressure, dominated by Ar, was measured
with a capacitance manometer and the temperature in the
reaction zone, where the photolysis and probe beams inter-
sect, with a retractable thermocouple corrected for radiation
errors.16 Ground-state sulfur atoms were generated by pulsed
photolysis of the CS2 precursor and then monitored as they
reacted with an excess of H2 or D2. Details of the appara-
tus and its operation have been provided elsewhere.17,18 In
brief, excimer laser pulses at 193 nm dissociated some of the
CS2. The Ar bath gas served to quench any excited singlet
S atoms formed within 1 µs,19 to maintain thermal equilib-
rium during the reaction, and to slow diffusion of radicals to
the surfaces of the reaction cell, which is therefore effectively
wall-less. Atomic sulfur was monitored by resonance fluo-
rescence in the vacuum ultraviolet region, (4s) 3S → (3p) 3P
at λ ≈ 181 nm, excited by a microwave-discharge through
ca. 0.01% H2S in Ar and detected with a solar-blind pho-
tomultiplier tube operated with photon counting. The laser
pulses were repeated at ca. 1-2 Hz, and time-resolved signals
following up to 1000 pulses were accumulated in a multichan-
nel scaler. These fluorescence signals are proportional to [S],
plus a constant that reflects a steady background of scattered
light.

The rate law

d[S]
dt
= −k1[S][H2] − kdiff [S] − kCS2 [S][CS2] = −kps1[S] (3)

leads to exponential decays. Here, kdiff accounts for effec-
tively first-order diffusional loss of S and kCS2 describes the
reaction of S atoms with the precursor,20 whose concentration
is held constant as [H2] is varied. kps1 is the pseudo-first-order
decay coefficient when [H2]� [S]. Inspection of the residuals
while fitting the observed decays verified that any deviations
were within the scatter expected from Poisson statistics of the
photon counts. At each set of conditions, five decays were
characterized with [S] from 0 to [H2]max, and k1 was derived
from the slope of a plot of kps1 vs. [H2]. This procedure was
repeated at various temperatures to determine k1(T ) and at
various total pressures P to determine if there was any depen-
dence of k1 on [Ar]. Variation of the average residence time
within the heated reactor before photolysis, τres, checks for
any decomposition of the gas mixtures. The UV laser fluence
F was obtained from the pulse energy, the beam cross section
of 0.6 cm2, and the window transmittance measured to be 0.83.
Changes in [CS2] and F alter the initial concentration of radi-
cals generated photolytically. F can also be combined with the
absorption cross section of CS2 to estimate the initial absolute
[S],19 although relative values are sufficient for application of
Eq. (3).

B. Ring polymer molecular dynamics

An approximate quantum mechanical simulation method,
ring polymer molecular dynamics (RPMD), is used to com-
pute rate coefficients of the title reactions, assuming that the
reactions proceed adiabatically on the 13A′′ state PES. Intro-
duced in a heuristic fashion, RPMD takes advantage of the

isomorphism between the quantum statistical mechanics of
a physical system and its classical counterpart, by mapping
each atom to a ring polymer consisting of fictitious classical
beads connected by harmonic potentials.21 Such a mapping is
numerically advantageous because the propagation of classi-
cal trajectories is relatively straightforward and has favorable
scaling laws. The RPMD framework has been adapted for
calculating rate coefficients, using the correlation function
approach.22–25 There are several distinct advantages with the
RPMD rate theory.14,26 For instance, RPMD is reduced to clas-
sical molecular dynamics when only one bead is included.
As a result, it converges to classical transition-state theory
(TST) results at high temperatures.27 On the other hand, it
can approximately capture quantum effects in the reaction
rate coefficients, such as zero-point energy (ZPE) and tun-
neling22 so that the rate coefficients obtained by RPMD are
also quite accurate at low temperatures where conventional
TST may not provide reliable results. Finally, there is no
need to optimize the dividing surface since the influence of
the dividing surface location is counterbalanced by the trans-
mission coefficient.23 That is a highly desirable property due
to the difficulty of defining the dividing surface in high-
dimensional systems. More recently, it has been shown that the
RPMD rate theory is related to quantum transition-state the-
ory.28,29 The RPMD rate theory has been extensively validated
against accurate quantum dynamics results in a number of
systems.14

The Hamiltonian of the title reaction can be written in
atomic Cartesian coordinates as follows:

Ĥ =
3∑

i=1

|p̂i |
2

2mi
+ V (q̂1, q̂2, q̂3) , (4)

where p̂i, q̂i, and mi stand for the momentum operator, position
operator, and mass of the ith atom, respectively. By replacing
each atom with a closed ring polymer with n beads, the RPMD
Hamiltonian assumes the form below

Hn
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, (5)

where ⇀
q (0)

i =
⇀
q (n)

i for the ith atom. The force constant between
adjacent beads isωn = (βn~)−1 with the reciprocal temperature
of the system βn = (nkBT )�1 (kB is the Boltzmann constant).

To describe the extent of reaction, a pair of dividing
surfaces is defined in terms of the centroids of the ring poly-

mer (⇀q). The first dividing surface is placed in the reactant
asymptote,26

s0(⇀q) = R∞ −
���R̄

��� , (6)

where ���R̄
��� is the centroid length of the vector that connects

the centers of mass of the two reactants and R∞ is chosen to
be large enough to make sure that the interaction between the
reactants is negligible. The second dividing surface is placed in
the transition-state region on the PES, which is at a collinear
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S–H–H configuration (vide infra). There are two equivalent
product arrangement channels, and the dividing surface is
defined as follows:26

s1(⇀q) = max
{
s1α(⇀q), s1β(⇀q)

}
, (7)

where

s1x(⇀q) =
(����
⇀
qHHx

���� − q,HHx

)
−

(����
⇀
qSHx

���� − q,SHx

)
, x = α, β. (8)

Here, ⇀
qAB is the vector that connects the centroids of atoms A

and B, and q,AB is the distance between atoms A and B at the
saddle point.

The reaction coordinate ξ is defined in terms of these
dividing surfaces,26

ξ(⇀q) =
s0(⇀q)

s0(⇀q) − s1(⇀q)
. (9)

Indeed, we see that ξ → 0 as s0 → 0 and ξ → 1 as s1 → 0.
To avoid computing the partition function directly, the

Bennett–Chandler factorization30,31 is used,

kRPMD = f (T ) κ
(
t → ∞; ξ,

)
kQTST

(
T ; ξ,

)
. (10)

The first term is the electronic degeneracy factor, which will
be discussed below. The second term represents the dynamical
correction, while the third term denotes the static contribution
to the rate coefficient.

In particular, kQTST
(
T ; ξ,

)
is the centroid-density quan-

tum transition-state theory (QTST)32,33 rate coefficient, cal-
culated from the top of the free-energy barrier (ξ,) along the
reaction coordinate. It is determined entirely by static equilib-
rium properties. In practice, it is obtained from the potential
of mean force (PMF) along the reaction coordinate,

kQTST

(
T ; ξ,

)
= 4πR2

∞

(
1

2π βµR

)1/2

e−β[W(ξ,)−W (0)], (11)

where µR is the reduced mass of the reactants and W (ξ,)
−W (0) is the free-energy difference between ξ = ξ, and ξ = 0,
which is obtained via umbrella integration along the reaction
coordinate.34

The second term, κ
(
t → ∞; ξ,

)
, namely, the transmission

coefficient, provides the dynamical correction due to recross-
ing of the barrier. It is the ratio between the long-time limit of
the flux-side correlation function and its zero-time limit,

κ
(
t → ∞; ξ,

)
=

c(n)
fs

(
t → ∞; ξ,

)
c(n)

fs (t → 0+; ξ,)
, (12)

which accounts for recrossing at the transition state
(
ξ = ξ,

)
.

Here, the flux-side correlation function is given as25

c(n)
fs

(
t; ξ,

)
=

1
(2π~)n

∫
dn⇀

p0

∫
dn⇀

q0e−βnHn(⇀p 0,⇀q 0)

× δ
(
⇀
q0 −

⇀
q
,)

⇀
υ0h

(
⇀
q (t) − ⇀

q
,)

, (13)

where h is the Heaviside function, the subscript 0 stands for

the initial position and momentum,⇀q0 denotes the initial posi-

tion of the centroid of the ring polymer, and ⇀
υ0 is the initial

centroid velocity. This factor counterbalances kQTST
(
T ; ξ,

)

to make sure that the RPMD rate coefficient kRPMD is inde-
pendent of the choice of the dividing surfaces. Technically,
the calculation of the transmission coefficient is to sample
ring polymer trajectories with different initial momentum
that start with their centroids placed at ξ = ξ,. All RPMD
calculations were performed using Suleimanov’s RPMDrate
program.26

The RPMD rate coefficient approaches the classical TST
limit when only one bead is used, where the static and dynam-
ical components would be equivalent to the classical TST rate
coefficient and the classical transmission coefficient, respec-
tively. When more beads are used, RPMD takes into account
quantum effects such as ZPE and tunneling. The minimal
number of beads needed to capture quantum effects can be
estimated by the following formula:35

nmin = β~ωmax, (14)

where ωmax is the largest vibrational frequency of the system.
Finally, the electronic degeneracy factor f (T ) includes the

electronic and spin-orbit partition functions with the following
form:

f (T ) =
QTS

elec.

QReactant
elec.

=
6

5 + 3e−β∆E1 + e−β∆E2
, (15)

where ∆E1 and ∆E2 are the energies of the spin-orbit levels of
S

(
3P0

)
and S

(
3P1

)
relative to that of S

(
3P2

)
, with the experi-

mental values 174 and 398 cm�1, respectively. The degeneracy
factor (2J + 1) with J as the total angular momentum of the S
atom) takes values of 1 (J = 0), 3 (J = 1), and 5 (J = 2). The
factor of 6 in the denominator includes the spin multiplicity
of 3 and an additional factor of 2 because the 13A′ and 13A′′

states both contribute to the reaction and they have the same
barrier height.

For comparison, variational transition-state theory cal-
culations using the CVT/µOMT method36 are performed
using POLYRATE version 2010A.37 In this method, canon-
ical variational theory (CVT) is used to calculate rate coef-
ficients at different temperatures. Tunneling is approximated
by the microcanonical optimized multidimensional tunneling
(µOMT) approach,38 in which the larger tunneling probabil-
ity from two approximations, the small-curvature tunneling
(SCT) and large-curvature ground-state tunneling (LCT), was
taken as the best estimate. The step size for computing the
minimum energy path (SSTEP) is set to 10�5. The same tem-
peratures as used in RPMD calculations are selected, plus
further temperatures to achieve a smooth curve.

C. Potential energy surface

There are two triplet states (13A′ and 13A′′) that facil-
itate the title reaction, and both have the same collinear
(S–H–H) transition-state geometry and energy.7 Interestingly,
the PESs of these two triplet states cross with that of the
lowest singlet state, facilitating ISC. The first global PES
for the 13A′′ state was developed by Maiti, Schatz, and
Lendvay,7 who have also computed the spin-orbit coupling
among the singlet and triplet states. The ISC dynamics have
been investigated using quasi-classical trajectory surface hop-
ping and wave packet methods.7,39 Subsequently, several
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FIG. 1. Contour plot of the PIP-NN PES in the S–H and H–H′ coordinates
in collinear geometry. The transition state is indicated in the figure by a cross,
and its geometry is given in the inset. The energy difference between adjacent
contours is 0.1 eV.

triplet PESs have been developed from high-level ab initio
calculations.40,41

Very recently, we have carried out extensive explicitly cor-
related unrestricted coupled cluster theory with single, double,
and perturbative triple excitations [UCCSD(T)-F12b]42 calcu-
lations on the 13A′′ PES.13 These ab initio points have been
used to construct a global PES using the permutation invariant
polynomial-neural network (PIP-NN) method.43 The PIP-NN
method enforces the permutation symmetry rigorously and
offers an extremely flexible functional form for high-fidelity

representation of the ab initio points.44 In particular, 3741
points were fit using a NN with 2 hidden layers of 20 neurons
each and three PIPs in the input layer. These data points were
randomly divided into the training (90%), validation (5%), and
test (5%) sets. The final fit has a root mean square fitting error
of 4.3 meV. In Fig. 1, the PIP-NN PES is plotted in the collinear
geometry.

III. RESULTS AND DISCUSSION
A. Experiments

Thirty five determinations of k1 and nine of k2 are sum-
marized in Tables I and II. There is no consistent deviation of
the points around the trends with respect to τres and the product
F[CS2], which indicates that CS2 is not decomposing and that
there is no interference by secondary chemistry that might arise
from photolysis or reaction products. The rate coefficients are
plotted in the Arrhenius form in Figs. 2 and 3 and there is clear
curvature. The 1σ uncertainties listed in Tables I and II are sta-
tistical only and reflect the uncertainties in slopes of plots of
kps1 vs reactant concentration. To allow for the limited number
of degrees of freedom in the linear plots of five kps1 values vs
reactant concentration, 1σ values for the slopes were scaled by
1.5 before combination in quadrature with a 2% uncertainty to
account for σT/T = 2%16 which influences the reactant concen-
tration and then used in weighted fits to summarize the data.
For reaction (1) we found that the usual modified Arrhenius
expression or a sum of two Arrhenius terms does not represent
the data well, and so we employ a form proposed by Zheng
and Truhlar,45

k1 (600−1110 K) = 3.0 × 10−9 exp

(
−

1.317 × 105 − 2.703 × 107K/T
8.314 T/K

)
cm3 molecule−1 s−1. (16)

As usual, statistical confidence limits are smallest in the middle of the range and flare outwards at the extremes. Here the 95%
limits are about 11% at 1100 K, 6% at 800 K, and 33% at 600 K. With a 5% allowance for possible systematic errors in the pressure
and flow measurements, we suggest overall 95% error limits of ±12% above 700 K and ±35% below that. For reaction (2) a
standard modified Arrhenius expression serves well,

k2 (770−1110 K) = 2.2 × 10−14(T/298 K)3.55 exp (−5420 K/T ) cm3 molecule−1 s−1. (17)

Two-σ statistical uncertainties in the fitted k2 are 8%-13%.
Taking the higher values combined in quadrature with an esti-
mated 5% allowance for systematic errors leads to 95% error
limits of ±14% for k2.

The data for S + H2 at 600 K lie somewhat above the
fitted curve and well above a linear extrapolation of the high-
temperature results. In principle, there could be several causes
including operation of a second reaction channel, tunneling,
and low frequency modes in the transition state—factors which
are addressed in Sec. III B—and interference by secondary
chemistry when the prime reaction becomes very slow as
here, ca. 10�16 cm3 molecule�1 s�1. Evidence against such
interference is that lowering [S]0 by a factor of 5 did not
reduce the observed rate coefficient. Further, the fluorescence

decays were exponential within the expected scatter of the
photon counts. Nevertheless, we apply another way to assess
the experiments, by modeling some further chemistry of the
reaction products, i.e.,

S + SH→ S2 + H, (18)

H + SH→ H2 + S, (19)

SH + SH→ H2S + S. (20)

Proposed values of the rate coefficients are 4× 10�11,
3× 10�11, and 1.5× 10�11 cm3 molecule�1 s�1, respectively.46

If every SH produced in reaction (1) quickly consumed a sec-
ond S atom via reaction (18), then the observed rate coefficient
for S-atom loss would be double the true value of k1. Using
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TABLE I. Summary of measurements on S(3P) + H2.

[H2]max/1017 [CS2]/1013 [S]0/1012 k1/10�15 σk1 /10�15

molecule molecule molecule molecule�1 molecule�1

T/ K τres/s F/ mJ cm�2 P/ mbar cm�3 cm�3 cm�3 cm3 s�1 cm3 s�1

601 1.48 0.08 68 2.05 6.64 0.67 0.11 0.01
601 2.09 0.08 268 2.95 9.42 0.95 0.12 0.01
601 1.49 0.03 69 2.06 6.99 0.19 0.12 0.01
641 1.86 1.12 133 3.05 4.47 5.23 0.16 0.02
641 1.86 0.58 133 3.05 4.47 3.28 0.16 0.01
650 1.90 0.11 137 2.66 6.61 0.93 0.18 0.01
650 1.16 0.11 135 1.64 4.03 0.57 0.19 0.03
650 2.28 0.11 268 3.22 7.99 1.13 0.21 0.01
716 1.31 0.66 267 1.84 4.25 3.56 0.38 0.01
716 1.31 0.31 267 1.84 4.25 1.63 0.39 0.03
720 1.03 0.52 133 1.27 2.53 1.68 0.41 0.02
720 1.03 0.33 133 1.27 2.53 1.06 0.42 0.02
721 2.55 0.93 267 3.53 4.27 4.98 0.44 0.01
721 2.55 0.44 267 3.53 4.27 2.40 0.43 0.01
721 2.55 0.27 267 3.53 4.27 1.44 0.42 0.01
750 0.80 0.10 67 1.14 4.93 0.58 0.79 0.05
750 1.61 0.10 134 2.25 7.25 0.85 0.73 0.02
750 1.00 0.10 134 1.39 6.06 0.71 0.70 0.03
823 1.46 0.81 133 2.41 3.53 3.62 1.61 0.09
823 1.46 0.52 133 2.41 3.53 2.34 1.68 0.08
824 1.52 0.56 267 2.53 3.67 2.58 1.43 0.02
824 1.52 0.35 267 2.53 3.67 1.57 1.45 0.01
920 1.35 0.68 267 0.96 2.60 2.23 5.01 0.11
920 1.35 0.35 267 0.96 2.60 1.14 5.07 0.07
920 1.36 0.68 267 0.96 4.99 4.72 5.04 0.02
922 0.80 0.73 133 0.85 2.95 2.73 6.10 0.07
923 1.57 0.47 133 1.38 5.66 3.36 5.79 0.40
923 1.35 0.54 67 0.70 2.42 1.65 6.03 0.15
1028 1.36 0.68 267 1.52 3.47 2.96 10.46 0.19
1028 0.59 0.42 267 1.52 3.47 1.82 11.47 0.20
1028 0.61 0.95 133 1.02 3.37 4.07 13.46 0.17
1028 0.61 0.58 133 1.02 3.37 2.49 14.50 0.14
1031 0.90 0.85 67 0.83 3.25 3.48 15.95 1.31
1109 0.90 0.58 267 0.64 3.42 2.49 22.10 1.15
1109 0.90 0.37 267 0.64 3.42 1.61 25.47 0.92

the conditions of Table I and modeling reactions (1) and (18)–
(20), at 600 K we find that effective rate coefficients for the
first 1/e lifetime of [S] would increase by less than 10% over
the range of [S]0 used.

Our rate coefficients compare well with prior data
obtained in shock tube experiments.4,5,15 Evaluation of the var-
ious rate coefficient expressions at intervals of 1000 K/T = 0.01
yields combined data sets, which can be summarized by

TABLE II. Summary of measurements on S(3P) + D2.

[D2]max/1017 [CS2]/1013 [S]0/1011 k2/10�15 σk2 /10�15

molecule molecule molecule molecule�1 molecule�1

T/ K τres/s F/ mJ cm�2 P/ mbar cm�3 cm�3 cm�3 cm3 s�1 cm3 s�1

772 0.80 0.061 68 0.91 4.40 3.38 0.57 0.050
772 1.57 0.061 134 2.38 6.39 4.90 0.61 0.029
772 1.62 0.061 268 2.49 6.61 5.07 0.51 0.035
821 0.75 0.076 67 1.00 3.02 2.90 1.03 0.068
821 1.51 0.076 135 2.01 6.08 5.83 1.15 0.080
921 0.66 0.076 68 0.76 2.69 2.58 3.10 0.247
921 1.31 0.076 134 1.51 5.39 5.17 3.30 0.125
1018 1.56 0.061 133 0.90 4.81 3.69 9.33 0.710
1106 1.16 0.113 269 1.13 2.67 3.82 16.71 0.761



134302-6 Thompson et al. J. Chem. Phys. 147, 134302 (2017)

k1 (600−3140 K) = 2.0 × 10−9 exp

(
−

1.24 × 105 − 2.34 × 107 K/T
8.314 T/K

)
cm3 molecule−1 s−1 (21)

and

k2 (770−1680 K) = 8.1 × 10−10 exp

(
−

1.17 × 105 − 2.06 × 107 K/T
8.314 T/K

)
cm3 molecule−1 s−1. (22)

B. Theoretical analysis

The parameters used in the RPMD calculations are listed
in Table III.

Figure 4 shows the comparison of the RPMD rate coef-
ficients of the S + H2 reaction with experimental and other
theoretical results. The calculated data are all based on the
newly developed PES described in Sec. II C. The classi-
cal TST rate coefficients (green open squares and solid line)
were obtained by RPMD with only one bead. As expected,
the corresponding rate coefficients form a straight line in the
Arrhenius plot, suggesting the absence of tunneling. These
classical results agree with the converged RPMD results (with
optimum numbers of beads, blue filled circles and solid line)
well at high temperatures, where tunneling is not impor-
tant. However, the single- and multi-bead RPMD results
deviate more with decreasing temperature, suggesting the
ever-growing importance of tunneling at lower temperatures.
The CVT/µOMT results plotted in the same figure (orange
filled diamonds and dashed line) are very close to the con-
verged RPMD ones, although slightly higher than their RPMD
counterparts.

While the agreement with the measured rate coefficients
near 1000 K is quite good, the RPMD and CVT/µOMT results
underestimate the experiment significantly at lower tempera-
tures. As discussed above, this deviation is not due to tunneling,
which has been taken into consideration already. The culprit is
apparently the fact that the RPMD and CVT/µOMT calcula-
tions were all done with the assumption that the reaction takes
place on triplet state PESs. Yet, previous theoretical studies
have indicated that the title reaction is strongly influenced by
ISC between the triplet and singlet states, thanks to the large
spin-orbit coupling of the heavy S atom.7,39 The singlet PES
nominally facilitating the S(1D) + H2 → SH + H reaction,

FIG. 2. Arrhenius plot for the S + H2 reaction. Solid line and points with 2σ
error bars—present work; short dashes—Shiina et al.;4 long dashes—Woiki
and Roth.5

which shares the same product channel, is barrierless. As a
result, the S(3P) + H2 → SH + H reaction, which has a signif-
icant barrier, could gain substantial reactivity through ISC via
triplet-singlet surface crossings. This should be particularly
important for low collision energies/low temperatures for the
title reaction as the indirect ISC presents a lower effective
potential barrier.7 At high temperatures, on the other hand, the
more effective pathway is the direct one on the triplet PESs,
which explains the good agreement with the high-temperature
experimental data.

Figure 5 shows rate coefficients of the S + D2 reaction.
Again, the theoretical results are in good agreement between
themselves and with the experiment at high temperatures (e.g.,
∼1000 K) but underestimate the measured rate coefficients at
lower temperatures. In this reaction, the tunneling contribu-
tion is expected to be less than reaction (1), but the substan-
tial theory-experiment differences persist at low temperatures.
Again, the theory-experiment deviation is attributed to the
neglect of ISC in our calculations.

It would be interesting if the non-adiabatic ISC can be
simulated in the same RPMD framework to quantify its impact
on the rate coefficients. Despite some attempts,47–49 however, a
reliable RPMD rate theory for treating non-adiabatic reactions
has not been established. Hence, a complete treatment of the
kinetics of the title reactions will have to wait for future method
developments.

The kinetic isotope effects (KIEs) are displayed in Fig. 6.
For T in the approximate range 700–1100 K, the KIE is based
on our own measurements, while for 1200 K and up, we use
the ratio of the combined datasets via Eqs. (21) and (22).
An alternative derivation of the KIE at high temperatures is
via the shock tube of the Matsui group alone.15 This latter
treatment increases the apparent KIE by a factor close to 1.5
at ∼1200 K because k1 from the work of Shiina et al.4 is

FIG. 3. Arrhenius plot for the S + D2 reaction. Solid line and points with 2σ
error bars—present work; dashes—Tsuchiya et al.15
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TABLE III. Parameters for the RPMD rate coefficient calculations on the S + H2 reaction.

Parameter Values Note

Command line parameters
T /K 500, 600, 821, 921, 1100, 3140 Temperature
n 64,64,16,8,8,1 Number of beads

Dividing surface parameters
R∞/a0 23 Dividing surface s1 parameter
Nbonds 1 Number of forming and breaking bonds
Nchannel 2 Number of equivalent product channels

Thermostat
Thermostat Andersen Thermostat option

Biased sampling parameters
Nwindows 110 Number of windows
ξ i �0.04 Center of the first window
dξ 0.01 Window spacing step
ξN 1.05 Center of the last window
dt/ps 10�4 Time step
ki 2.727 (T /K) eV Umbrella force constant
N trajectory 100 Number of trajectories
tequilibration/ps 20 Equilibration period
tsampling/ps 200 Sampling period in each trajectory
N i 2×108 Total number of sampling points

Potential of mean force calculation
ξ0 �0.02 Start of umbrella integration
ξ f 1.04 End of umbrella integration
Nbins 5000 Number of bins

Recrossing factor calculation
dt/ps 0.0001 Time step
tequilibration/ps 20 Equilibration period in the constrained (parent) trajectory
N totalchild 200 000 Total number of unconstrained (child) trajectories
tchildsampling/ps 2 Sampling increment along the parent trajectory
Nchild 200 Number of child trajectories per one initially constrained configuration
tchild/ps 2 Length of child trajectories

larger than from the work of Woiki and Roth.5 While the two
approaches converge near 1600 K, the differences at lower
temperatures suggest that the experimental data still con-
tain significant uncertainty. On the theory side, results from
converged RPMD and CVT/µOMT also differ in the tem-
perature range used in the calculation, which underscores the

FIG. 4. Comparison of rate coefficients obtained by RPMD (Conv. denotes
the converged number of beads, and 1 bead denotes that a single bead is used),
CVT/µOMT, and experiments for the S + H2 reaction.

differences in treating the multidimensional tunneling. Indeed,
our recent comparison between KIEs computed using RPMD
and CVT for another prototypical reaction has shown large dif-
ferences.50 Since high temperature reactivity is essentially due
to the direct channel on the triplet state PESs, the agreement
between theory (CVT/µOMT) and experiment is consistent

FIG. 5. Comparison among RPMD (Conv. denotes the converged number
of beads, and 1 bead denotes that a single bead is used), CVT/µOMT, and
experimental rate coefficients for the S + D2 reaction.
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FIG. 6. Comparison of KIEs (kSH2/kSD2 ) from calculations using RPMD,
CVT/µOMT, and measurements.

with expectation. At lower temperatures, the neglect of ISC
renders the theory-experiment comparison less meaningful,
but the large theory-experiment differences at low tempera-
tures might indicate an isotope dependence on the ISC. The
comparison will have to wait for more sophisticated theoretical
treatments that include the ISC channel.

IV. SUMMARY AND CONCLUSIONS

Rate coefficients for S(3P) atoms reacting with H2 and D2

have been measured over 600–1100 K. There is good agree-
ment with higher temperature shock tube data in the literature.
At high temperatures, the rate coefficients and KIE values from
RPMD based on an abstraction pathway along the triplet PES
show good coincidence with the experimental ones. At lower
temperatures, however, the overall rate coefficients are heavily
underestimated by this theoretical treatment. The major cause
of this deviation is likely the non-adiabatic feature of the title
reaction via ISC, and a corresponding version of RPMD which
includes surface-hopping to the singlet PES is needed to deal
with this kind of reaction.
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